
TOWARDS AUTOMATIC FAKE NEWS

DETECTION IN DIGITAL PLATFORMS:

PROPERTIES, LIMITATIONS, AND

APPLICATIONS





JULIO CESAR SOARES DOS REIS

TOWARDS AUTOMATIC FAKE NEWS

DETECTION IN DIGITAL PLATFORMS:

PROPERTIES, LIMITATIONS, AND

APPLICATIONS

Tese apresentada ao Programa de Pós-
-Graduação em Ciência da Computação do
Instituto de Ciências Exatas da Universi-
dade Federal de Minas Gerais como req-
uisito parcial para a obtenção do grau de
Doutor em Ciência da Computação.

Orientador: Fabrício Benevenuto de Souza

Belo Horizonte

Novembro de 2020





JULIO CESAR SOARES DOS REIS

TOWARDS AUTOMATIC FAKE NEWS

DETECTION IN DIGITAL PLATFORMS:

PROPERTIES, LIMITATIONS, AND

APPLICATIONS

Thesis presented to the Graduate Program
in Computer Science of the Universidade
Federal de Minas Gerais in partial fulfill-
ment of the requirements for the degree of
Doctor in Computer Science.

Advisor: Fabrício Benevenuto de Souza

Belo Horizonte

November 2020



© 2020, Julio Cesar Soares dos Reis.
Todos os direitos reservados.

Reis, Julio Cesar Soares dos.

R375t Towards automatic fake news detection in digital
platforms [manuscrito]: properties, limitations, and
applications / Julio Cesar Soares dos Reis. – 2020.

xxx, 194 f. il.

Orientador: Fabrício Benevenuto de Souza.
Tese (Doutorado) – Universidade Federal de Minas

Gerais, Instituto de Ciências Exatas, Departamento de
Ciência da Computação.

Referências: f.103-132

1. Computação – Teses. 2. Mídia social - Teses. 3.
Fake news - Teses. 4. Desinformação - Teses. 5.
Aprendizagem de máquina - Teses I. Souza, Fabrício
Benevenuto de. II. Universidade Federal de Minas
Gerais; Instituto de Ciências Exatas, Departamento de
Ciência da Computação. III.Título.

CDU 519.6*04(043)

Ficha catalográfica elaborada pela bibliotecária Belkiz Inez Rezende Costa
CRB 6ª Região nº 1510







To my beloved Grandfather, José Francisco dos Reis (in Memoriam).





Acknowledgments

Primeiramente eu gostaria de agradecer a Deus. Foi Ele quem me permitiu a realização
deste trabalho, estando comigo em todos os instantes.

Depois, eu gostaria de agradecer a minha esposa Lidiana e aos meus filhos Miguel
e Maria Alice, pela paciência e compreensão nos vários momentos em que eu não pude
estar presente.

Aos meus pais, Meire e Robson, aos meus irmãos Paulo e Caio, e demais familiares
e irmãos da IEQ Itatiaia que me deram todo o suporte necessário para que essa jornada
fosse possível, sempre me incentivando na busca pelo sucesso pessoal e acadêmico.

Especialmente, eu gostaria de agradecer ao meu orientador, o professor Fabrício
Benevenuto, pelo apoio, paciência, e conhecimento compartilhado, essenciais durante
este projeto. Seu entusiasmo é contagiante! Estendo também este agradecimento a
todos os professores e coautores dos trabalhos dos quais tenho participado durante os
últimos anos.

Aos meus amigos e colegas do LOCUS, PENSI e em última instância do DCC,
pela rica troca de experiências e, especialmente, aqueles que estiveram comigo durante
o período de qualificação do doutorado. Com eles pude compartilhar momentos de
dificuldade e felicidade, o que tornou essa trajetória possível.

Também gostaria de agradecer ao apoio financeiro oferecido pela Coordenação de
Aperfeiçoamento de Pessoal de Nível Superior (CAPES), pela Fundação de Amparo
à Pesquisa do Estado de Minas Gerais (FAPEMIG) e pelo Google por meio do pro-
jeto LARA (Latin American Research Awards - Edição 2018). Por fim, eu gostaria de
agradecer, especialmente à todos que de alguma forma estão contribuindo para a con-
strução desta pesquisa, de forma direta ou não, com participação nas diversas etapas
deste projeto.

Muito obrigado a todos! Que o Eterno os abençoe imensamente!

xi





“A tarefa não é tanto ver aquilo que ninguém viu,
mas pensar o que ninguém ainda pensou

sobre aquilo que todo mundo vê.”
(Arthur Schopenhauer)

xiii





Resumo

As plataformas digitais mudaram drasticamente a forma como as notícias são produzi-
das, disseminadas e consumidas em nossa sociedade. Um problema fundamental hoje
é que as plataformas digitais se tornaram espaços amplamente abusados por campa-
nhas de desinformação que afetam a credibilidade de todo o ecossistema de notícias. O
surgimento de notícias falsas nesses ambientes evoluiu rapidamente para um fenômeno
mundial, onde a falta de estratégias escaláveis de verificação de fatos é preocupante.
Assim, soluções automáticas para detecção de notícias falsas poderiam ser usadas por
jornalistas e equipes de checagem de fatos como uma ferramenta auxiliar na iden-
tificação de notícias com alta probabilidade de serem falsas. Neste contexto, esta
tese tem como objetivo investigar abordagens práticas para a detecção automática
de notícias falsas disseminadas em plataformas digitais. Para isso, inicialmente nós
pesquisamos um grande número de trabalhos recentes e relacionados como uma ten-
tativa de implementar atributos propostos na literatura para a detecção de notícias
falsas. Isso nos possibilitou propor novos recursos, explorar conjuntos de dados ro-
tulados disponíveis e propor um novo conjunto de dados para avaliar o desempenho
de previsão das atuais abordagens de aprendizado de máquina supervisionadas na re-
alização desta tarefa. Nossos resultados revelam que esses modelos computacionais
propostos possuem um grau útil de poder discriminativo para detectar notícias falsas
disseminadas em plataformas digitais. Além disso, nós propomos um arcabouço impar-
cial para quantificar a informatividade de atributos para detecção de notícias falsas.
Como parte de nosso arcabouço proposto, apresentamos uma explicação dos fatores
que contribuem para as decisões do modelo, promovendo assim o raciocínio cívico,
complementando nossa capacidade de avaliar o conteúdo digital e chegar a conclusões
justificadas. Também analisamos recursos e modelos que podem ser úteis para detectar
notícias falsas em diferentes cenários: eleições nos Estados Unidos e no Brasil. Por fim,
propomos e implementamos em um sistema real um novo mecanismo que, conforme re-
sultados experimentais, reduziu significativamente o número de notícias que jornalistas
e verificadores de fatos precisam ler antes de encontrar uma história falsa.
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Abstract

Digital platforms have dramatically changed the way news is produced, disseminated,
and consumed in our society. A key problem today is that digital platforms have be-
come a place for campaigns of misinformation that affect the credibility of the entire
news ecosystem. The emergence of fake news in these environments has quickly evolved
into a worldwide phenomenon, where the lack of scalable fact-checking strategies is es-
pecially worrisome. Thus, automatic solutions for fake news detection could be used as
an auxiliary tool for fact-checkers to identify content that is more likely to be fake, or
content that is worth checking. In this context, this thesis aims at investigating prac-
tical approaches for the automatic detection of fake news in digital platforms. First,
we survey a large number of recent and related works as an effort to implement all
potential features to detect fake news. We propose novel features and explore labeled
datasets proposing new ones to assess the prediction performance of current supervised
machine learning approaches. Our results reveal that these proposed computational
models have a useful discriminative capacity for detecting fake news disseminated in
digital platforms. We then propose an unbiased framework for quantifying the infor-
mativeness of features for fake news detection. As part of our proposed framework, we
present an explanation of factors contributing to model decisions, thus promoting civic
reasoning by complementing our ability to evaluate digital content and reach warranted
conclusions. We also analyze features and models that can be useful for detecting fake
news from different scenarios: the US and Brazilian elections. Finally, we propose and
implement into a real system a new mechanism that accounts for the potential oc-
currence of fake news within data, significantly reducing the number of content pieces
journalists and fact-checkers have to go through before finding a fake story.

Palavras-chave: Digital Platforms; Social Media; Fake News; Fake News Detection;
Misinformation; Fact-Checking; Features; Machine Learning; Explainable Models; In-
formativeness of Features.
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Chapter 1

Introduction

1.1 Motivation

Digital platforms, including social media systems and messaging applications, are ac-
tively used by over one-third of the world’s population [91]. These platforms have
significantly changed the way users interact and communicate online, opening a whole
new wave of applications, and modifying existing information ecosystems. Particularly,
digital platforms have dramatically changed the way news is produced, disseminated,
and consumed, opening unforeseen opportunities, and also creating complex challenges.

Part of the reasons for this change are inherent to the nature of these digital
platforms: (i) it is often more timely and less expensive to produce and consume news
on digital platforms compared with traditional news media, such as newspapers or
television; and (ii) it is easier to share, comment on, and discuss the news with friends
or other readers in digital platforms, which enhances communication and interactions
among users [246]. Hence, digital platforms are shaping the way users consume infor-
mation. Nowadays, about 62% of US users and 66% of Brazilian users get news from
digital platforms [170, 214]. Despite the numerous benefits that these systems bring to
our society, they have become a place for campaigns of misinformation which are often
intended to deceive people, especially in contexts such as health and politics.

Regarding health, the flood of fake medical news disseminated on digital platforms
is causing irreparable damage [63]. For instance, a cancer patient mistook an online ad
for experimental cancer treatment as medically reliable information, which resulted in
his death [63]1. Furthermore, during the COVID-19 pandemic, there has been an uptick
in rumours and conspiracies spreading through social platforms [82]. The International

1https://www.bbc.com/news/business-36189252

1
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Fact-Checking Network found more than 3,500 false claims related to COVID-19 in less
than two months [203]. As result, at least 800 people may have died around the world
because of coronavirus-related misinformation in the first three months of 20202.

In the political context, election after election, we can see different forms of mis-
conduct and complex strategies of opinion manipulation through the spread of fake
news. The 2016 presidential election in the USA is still remembered for a ‘misinfor-
mation war’ that happened mostly through Twitter and Facebook. The notorious case
involved an attempt of influence from Russia through targeting advertising [221]. Sim-
ilar attempts were observed during the 2018 Brazilian elections, where WhatsApp was
abused to send out misinformation campaigns, with large use of manipulated images
and memes3 containing all kinds of political attacks. A recent study showed that 88%
of the most popular images shared in the last month before the Brazilian elections were
fake or misleading [258]. Also using WhatsApp, in India, fake rumors spread through
the online service were responsible for multiple cases of lynching and social unrest [17].

A unique characteristic of news in digital platforms that supports this phe-
nomenon of fake news is that anyone can register/behave as a news publisher without
any upfront cost (e.g., anyone can create a Facebook page claiming to be a newspa-
per or news media organization, or yet, create a group on WhatsApp to spread news).
Consequently, not only traditional news corporations are increasingly migrating to dig-
ital platforms, but also many news outlets are also emerging on these environments4.
For instance, previous efforts showed that in 2018 there were more than 20 thousand
pages in the USA categorized as news publishers on Facebook [219], and this number
is continuously growing.

Along with this transition, there are growing concerns about fake news publishers
producing and posting fake news stories5, and often disseminating them widely through
social platforms [139]. For instance, a study funded by Avaaz6 asked Brazilian voters
whether they saw and believed in five of the most popular fake news on digital platforms
during the last weeks of the election in 2018. Impressively, the results revealed that
over 98% of interviewed voters were exposed to one or more fake news articles and

2https://www.bbc.com/news/world-53755067
3“An image, video, piece of text, etc., typically humorous in nature, that is copied and spread

rapidly by Internet users, often with slight variations” [192].
4https://www.comscore.com/Insights/Blog/Traditional-News-Publishers-Take-Non-Tra

ditional-Path-to-Digital-Growth
5https://www1.folha.uol.com.br/ilustrissima/2017/02/1859808-como-funciona-a-engr

enagem-das-noticias-falsas-no-brasil.shtml
6Avaaz (www.avaaz.org/) is the campaigning community bringing people-powered politics to de-

cision making worldwide.

https://www.bbc.com/news/world-53755067
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almost 90% of them believed that these stories were true7. Potentially, these numbers
impacted the democracy in Brazil face of the 2018 presidential elections.

Misinformation, spin, lies, and deceit have been around forever, but the rise of
digital platforms has potentially increased the spread of misinformation and thus have
turned the problem of fake news into a worldwide phenomenon, where the lack of
scalable fact-checking strategies is especially worrisome. Therefore, in this scenario,
our hypothesis is that automatic fake news detection can have a useful degree of dis-
criminative power to identify content that is more likely to be fake, supporting the
fact-checking process as well as minimizing the impact caused by extensive production,
dissemination, and consumption of fake news through digital platforms.

1.2 Thesis Statement

In this thesis, we aim at investigating the potential of automatic solutions to identify
fake news disseminated on digital platforms. Whereas fact-checking is an essential
strategy to identify fake news that is simple but does not scale, automatic solutions
for fake news detection could be used as an assistive tool for fact-checkers to identify
content that is more likely to be fake or content that is worth checking, still leaving
the final call to an expert at the endpoint of the process. Furthermore, these strategies
could be incorporated by digital platforms and search engines as a way to limit the
audience of suspicious news stories.

However, automatically identifying fake news is not a trivial task. First, humans
themselves are naturally limited at differentiating between real and fake news [246],
especially when it comes to sensitive subjects, such as politics and health. In addition,
news stories are produced by different sources in which each one has its own content
style and intrinsic bias, and they are disseminated in different ways through distinct
environments, which makes the fake news identification task even harder. Thus, each
of these aspects of news (i.e., content, source, environment) can be modeled according
to a different set of features that can allow an understanding of typical patterns of
fake news that hold across different scenarios. Assessing those differences is crucial to
enable the development of language/culture agnostic models for fake news detection.

Therefore, we intend to explore features and solutions that remain useful consid-
ering different scenarios and investigate strategies with practical potential for detecting
fake news spread on digital platforms.

7https://www1.folha.uol.com.br/poder/2018/11/90-dos-eleitores-de-bolsonaro-acred
itaram-em-fake-news-diz-estudo.shtml
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1.3 Research Goals

The general objective of this thesis can be divided into the following specific research
goals (RGs).

• RG1 - Assessing the Prediction Performance of Solutions to Detect
Fake News: There are some current research efforts aiming to understand fake
news phenomena and to identify typical patterns and features for proposing
automatic solutions for fake news detection [53, 257, 276, 282]. Despite the
undeniable importance of the existing efforts in this direction, they are mostly
concurrent work which identifies recurrent patterns on fake news after they have
been already disseminated or that propose new features for training classifiers
using data from a specific scenario, based on ideas that have not been tested in
combination. Thus, it is difficult to gauge the practical potential that supervised
models trained from features proposed in recent studies have for detecting fake
news. Hence, we use available data and build a new dataset for exploiting the
main features proposed in the literature for fake news detection and propose
new ones, to evaluate and compare different supervised machine learning
approaches, assessing their prediction performance in the task of automatically
identify fake news disseminated in different scenarios. Particularly, we use data
from two political events that have been extensively abused by misinformation
campaigns [26, 30, 216]: (i) the 2016 US presidential election, and (ii) the 2018
Brazilian presidential election. Furthermore, we also explore data from the
health context in order to compare our results and measure the potential of our
features for fake news detection in a scenario different from politics. Specifically,
we run experiments to answer the following question: What is the prediction
performance of current approaches and features for automatic detection of fake
news considering data from different scenarios?

• RG2 - Quantifying the Informativeness of Features for Fake News De-
tection: Another open issue is that little is known about the discriminating
power of features proposed in the literature for fake news detection, either indi-
vidually or when combined with others, especially involving different scenarios.
Some may be adequate for pinpointing fake news with specific patterns, while
others are more general but not sufficiently discriminating. Moreover, while ex-
plaining the decisions made by the proposed algorithms for fake news detection
is central to understand the structure of fake content, this discussion is often
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left aside. We address all these issues in this research step. Specifically, after
assessing the prediction performance of current supervised machine learning ap-
proaches and features for automatic detection of fake news, we provide answers
to the following questions. Do we need all proposed features for fake news de-
tection, or should we focus on a smaller set of more representative features? Is
there a trade-off between feature discriminating power and robustness to pattern
variations? Is there a clear link between features and the patterns of fake news
they can detect? Since the considered features for fake news detection may have a
variety of complex nonlinear interactions, we propose a framework for quantifying
their informativeness. In addition, we build models employing a fast and effec-
tive classification algorithm with significant flexibility and propose an unbiased
strategy to generating them, which enables to perform a unique macro-to-micro
investigation of the considered features. We hypothesize that there is no single
model to tackle all facets of fake news detection, suggesting that understanding
the informativeness of specific combinations of features can be useful for building
robust models capable of identifying fake news with different patterns. To ac-
complish this task, we also explore the data from different scenarios as introduced
in the first research goal. As part of our proposed framework, we also present
an explanation of factors contributing to model decisions, thus promoting civic
reasoning by complementing our ability to evaluate digital content and reach war-
ranted conclusions. Last, we investigate whether there is a set of features that
yield models with high performance and able to identify fake news disseminated
on digital platforms considering data from different scenarios, i.e., the 2016 US
and 2018 Brazilian presidential elections. In order to accomplish such a goal,
we propose an experiment based on Pareto-Efficiency [295], which is a central
concept in Economics widely explored in several areas of knowledge, including
the Computer Science [150].

• RG3 - Exploring the Practical Potential of Fake News Detection: We
explore our findings towards automatic fake news detection to develop a new
strategy to help fact-checkers identify news stories that are more likely to be
fake, incorporating our approach into a real system called the WhatsApp Monitor
(http://www.whatsapp-monitor.dcc.ufmg.br/). Particularly, this is a web-
based system proposed by our research group that helps researchers and jour-
nalists by ranking content shared on WhatsApp public groups and displaying
them in an organized way. Even a simpler version of the system that daily up-
dates the most popular content shared on WhatsApp proved to be very useful

http://www.whatsapp-monitor.dcc.ufmg.br/
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as, during the Brazilian 2018 elections, over a hundred journalists and three fact-
checking agencies had access to it and explicitly mentioned our system as a data
source [167]. Although this system has already been extensively used, it only
displays a list of the most frequently shared content in the monitored groups
over a time interval. This does not necessarily indicate which content should
be fact-checked first, as the popularity of a news story in WhatsApp may not
be representative of its popularity elsewhere. Therefore, we propose and imple-
ment a new mechanism that accounts for the potential occurrence of fake news
within our data, significantly reducing the number of content pieces journalists
and fact-checkers have to go through before finding a fake story. Specifically, we
use the supervised machine learning methods explored in this thesis to estimate
a fakeness score on news stories aiming at improving ranking results, which can
support decisions regarding the selection of facts (or news) to be checked. Last,
we deploy our approach in the WhatsApp Monitor.

1.4 Contributions

The main contributions of this thesis are summarized as follows.

1. A survey that describes datasets and features for fake news detection (RG1).
We conduct a systematic survey that includes identifying existing features and
datasets for the fake news detection task as an effort to implement and compare
them;

2. A new dataset for fake news detection (RG1). We perform an extensive data
collection from a large set of WhatsApp public groups and the websites of fact-
checking agencies in Brazil to build a new dataset containing fact-checked fake
images shared through WhatsApp during the Brazilian elections in 2018;

3. A new set of useful features for fake news detection (RG1). In addition to ex-
ploring the main features proposed in the literature for fake news detection, we
propose novel features, such as those related to the properties of images associated
with the news story, the semantic structure of news text, news sources (e.g., loca-
tion and credibility of publishers), and new propagation measures within/outside
digital platforms, which have a promising discriminative degree to distinguish
fake news stories from others;

4. A measurement of the prediction performance of current approaches and features
for automatic detection of fake news disseminated on digital platforms (RG1). We
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explore datasets from different scenarios and features for fake news detection to
assess the ability of supervised machine learning approaches to correctly identify
fake news stories;

5. A framework for quantifying the informativeness of features for fake news detec-
tion (RG2). We propose an unbiased strategy for models generation where each
model is composed of a set of randomly chosen features, enabling us to perform
a deep investigation of the informativeness of features for detecting fake news.
The investigation unveils the real impact of a sleigh of features for fake news
detection highlighting how hard is fake news detection and evidence that differ-
ent combinations of features are tailored for detecting fake news with different
patterns;

6. An explanation of factors contributing to fake news model decisions (RG2). As
part of our proposed framework, we use a state-of-the-art technique to explain
why news are classified as fake or not by fake news detection models thus pro-
moting civic reasoning by complementing our ability to evaluate digital content
and reach warranted conclusions;

7. An investigation of the features and models that can be useful for detecting
fake news in different scenarios (RG2). We perform an analysis to contrast the
informativeness of features for fake news detection considering data from different
scenarios, i.e., the 2016 US and 2018 Brazilian presidential elections;

8. A new strategy with the practical potential for detecting fake news spread on
digital platforms deployed in a real system (RG3). We design and integrate a
new approach to the WhatsApp Monitor system that allows users to rank news
stories disseminated through images according to an estimated fakeness score,
helping the fact-checking task.

1.5 Chapters Organization

The rest of this thesis is organized as follows. Chapter 2 states the background for de-
veloping this thesis as well as its related work. Then, Chapter 3 presents the datasets
used for the fake news detection task including our strategy to build a new one. We
describe existing features for fake news detection and how we implemented them, in-
cluding our new proposed ones in Chapter 4. In turn, the datasets and features for fake
news detection that are the base of our measurements of prediction performance of cur-
rent machine learning approaches are described in Chapter 5. Chapter 6 presents our
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framework proposed to quantify the informativeness of features for fake news detection
including our results regarding features and models that can be useful for detecting
fake news in different scenarios. Then, we describe our practical strategy to help fact-
checkers identify fake news disseminated on digital platforms in Chapter 7. Finally,
Chapter 8 concludes this thesis and discusses future work.



Chapter 2

Background and Related Work

In this chapter, we present a summary of background information and related work
that is fundamental to the understanding of this thesis. We discuss previous efforts
related to each of the aforementioned research goals (RGs), which can be grouped into
several topics, as shown in Figure 2.1.

This
Thesis

Digital
Plat-
forms

Production

Consumption

Dissemination
Interaction

Fake
News

Understan-
ding Detection

Features
Solutions

Related
Areas

Figure 2.1: Mind map of the themes related to this thesis.

2.1 News Media Ecosystem in Digital Platforms

News media have long been a subject of studies by scholars in various domains, such as
journalism, communication, and political science. Nonetheless, since news media have
tapped into Web and digital platforms, it has also been a topic of interest by computer
scientists. With the emergence of the digital era, news media have started publishing

9
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in the digital medium. Hence, with an abundant digital trace of news information, the
possibilities of new applications, and the emergence of new challenges in this complex
scenario, computer scientists have investigated problems related to the news ecosystem
in digital platforms, but usually with different goals and aims.

Broadly speaking, the basis of the news ecosystem in digital platforms can be
divided into three main components: production, consumption, and dissemina-
tion and interaction, as shown in Figure 2.2. First, before digital platforms, news
articles were produced (or written) only by traditional news media organizations (i.e.,
newspapers) or independent journalists. With the rise of digital platforms, a key char-
acteristic of news production in these environments is that anyone can be a news
producer (e.g., anyone can create a user on a digital platform to produce and spread
news without any upfront cost). Additionally, the consumption of news also changed
over time from newsprint to radio/television and, recently, online news and digital
platforms, where it is often more timely and less expensive to consume news com-
pared with traditional news media. For instance, a survey by Pew Research Center
estimates that 62% of the adults in the US consume news primarily from social media
sites [170]. In Brazil, according to a survey conducted by the Reuters Institute, this
percentage reaches 66% [214]. Last, digital platforms introduce new mechanisms for
information dissemination and interaction, allowing users to share and promote
news stories according to their will.

DIGITAL 
PLATFORMS

CONSUMPTION

DISSEMINATION 
AND INTERACTION

PRODUCTION

Figure 2.2: News ecosystem in digital platforms.
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As a result of the insertion of digital platforms in the news ecosystem, there are
different Computer Science efforts that attempt to better understand these changes
and propose solutions to support this phenomenon in its various stages. These efforts
can be grouped into three related sets to the main components of the news ecosys-
tem in digital platforms. The first covers content production and involves topics
such as news coverage [132], news events [2, 149, 210, 293], credibility [120], aspects
of news attractiveness [126], news bias [33, 58], etc. The second is related to con-
tent consumption and involves users reading patterns [55, 129], strategies to provide
users better information diets [124], personalization [65, 93], summarization [92], rec-
ommendation systems [178], content visualization [244], and news consumption on mo-
bile devices [54, 287]. The third is associated with dissemination and interaction
mechanisms provided by digital platforms, including efforts on understanding these
mechanisms [41], motivations for users to share [140] and new challenges that emerge
from these mechanisms such as filter bubbles and echo chambers [22]. Finally, these
sets can be subdivided into smaller groupings of studies, which we present next. An
overview of such subsets is presented in Figure 2.3.

CONSUMPTION DISSEMINATION AND
INTERACTIONPRODUCTION

Identifying news events from 
digital platforms

News content patterns and coverage

NEWS ECOSYSTEM 
IN DIGITAL PLATFORMS

Digital platforms as a mechanism 
to support journalists
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Figure 2.3: Overview of efforts related to the news ecosystem in digital platforms.
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2.1.1 Production

We start by reviewing previous efforts that explore the dynamics of online news pro-
duction, and how this process has been affected by the inclusion of digital platforms in
the news ecosystem.

News content patterns and coverage. News content patterns are explored by
various studies [213], focusing on different elements, such as photos [133], images [196]
and news videos [200]. There are also approaches to estimate the impact of news content
on digital platforms. Such approaches merge natural language processing techniques
and are capable of providing indicators of the social platform’s impact of the specified
content, comparing their relevance to an arbitrary news article [68]. In addition, some
analyses show that certain characteristics of the news content can impact the dynamics
of the digital platforms, for example, how faster bad news travel than good news on
Twitter [180]. Thus, large scale datasets of online news are also used to understand
how features extracted from news articles are related to local [195] and global news
coverage, focusing on different aspects, such as disasters [132], and epidemics and
pandemics [109]. Yet, the news coverage in digital platforms is often dependent on
how they are framed-typically by mainstream media [188]. Hence, there is still a gap
between what is published by online news media, what online news media publish, and
what the general public produces on digital platforms.

Identifying news events from digital platforms. Digital platforms services are
being used extensively as news sources and for spreading information on real-world
events. Thus, a large volume of news-related research by computer scientists focus on
the automated identification of events based on digital platforms activity [2, 149, 210].
These efforts range from sifting through all information noise on digital platforms
for detecting and verifying the veracity of news events and emerging topics [4, 115,
153] to proposing real-time systems that make an editorial decision about the level
of accuracy and interest for a given news event [238]. Overall, all these technological
developments coupled with the proliferation of information sources through digital
platforms created new opportunities that are revolutionizing the practice of journalism
in our society [238].

Digital platforms as a mechanism to support journalists. Digital platforms
have changed many aspects of news production, including the relationship of jour-
nalists with their work [141, 175]. The fourth annual Digital Journalism Study of
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the 20111 interviewed approximately 500 journalists from 15 different countries and
found that almost 50% of them used social media as a primary information medium
for writing their news. Increasingly, they are using social media as resources for the
identification of stories [72, 142], to improve (or enrich) their articles [71] and last, to
disseminate news they wrote [190]. Not surprisingly, recent research efforts are devoted
to proposing technological mechanisms that can support and help these journalists in
these environments [265].

News credibility. Journalists, fact-checkers, and common readers are facing the chal-
lenge of discovering credible news from more diverse and unreliable information in the
age of digital platforms. More and more news events break on digital platforms first and
are picked up by news media subsequently. In recent years, with the huge popularity of
systems like Twitter, Facebook, and WhatsApp, digital platforms have been a powerful
channel to spread misinformation. There are two kinds of efforts to tackle this prob-
lem. First, some studies aim at better comprehending the phenomenon [139, 207, 277].
Studies show that misinformation tends to spread faster than the real news on digital
platforms [277], evidencing the complexity of the problem in this environment. Sec-
ond, there are studies that propose mechanisms to evaluate news veracity [120, 276],
including efforts that explore fact-checking as an effective way to contain misinforma-
tion spreading on social platforms [50, 110, 111]. This topic is further discussed in the
next sections.

Writing more attractive news. Online readers are often willing to spend a limited
amount of time for consuming news, therefore, it is critical for news sites to have
effective strategies to catch people’s attention and attract their clicks, through the
use of attractive words [126], visual elements (layout, color, photographs, and front
page) [77], and/or effective clickbaits [44]. Previous efforts defined a simple method
to measure the click-value of individual words and analyze how temporal trends and
linguistic attributes affect the click-through rate of news articles [126]. As a result,
some studies show that identifying or discovering adequate words for headlines can be
useful to generate more clicks in news articles in the future [126].

News bias. Readers of news on digital platforms are often not aware of the biases
of the newspapers [219]. For traditional media, two broad strategies have been used
to quantify the biases of a given news outlet: (i) the first class of approaches quanti-
fies media bias directly by inspecting the published content [33, 58, 233], specifically
focusing on the coverage of important events by the media organizations, and (ii)

1http://www.oriellaprnetwork.com/
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the second strategy is to analyze the readership of the news outlets, which assumes
that the content and attitudes of a news outlet end up driving the biases of its audi-
ence [22, 97, 304]. Based on that, recent efforts explore scalable strategies to accurately
and automatically infer the biases of thousands of news sources on digital platforms
such as Facebook and Twitter [219, 255], and analyze how these bias can be visualized
and communicated [254].

2.1.2 Consumption

The emergence of digital platforms as a new way to produce, disseminate, and consume
news, enables users to find and consume information in an unmediated way [69]. Thus,
some emerging studies aim to explore aspects of news consumption in social media,
including reading patterns, mechanisms to support consumption, besides strategies to
encourage reading, such as recommendation and visualization of news.

Reading patterns. Reading patterns in online news portals were widely ex-
ploited [137], including the analysis of gender and age differences [9], and the role
of geographic information in news consumption [96]. Nonetheless, the news consump-
tion from digital platforms is different [112]. There are many news articles distributed,
and now, the news providers are under pressure to find ways of engaging the attention
of readers [126, 129], impacting, inclusive, on the news production. Thus, there are
studies that attempt to characterize reading habits of online news readers focusing
on aspects related to freedom of reading choices offered by digital platforms [11] and
explore how reading patterns can be used to provide insights for the better design of
news recommendation systems [79, 272] and yet, to infer the quality of the text [253].

News consumption on mobile devices. Mobile devices revolutionized information
access, facilitating their consumption since it is possible to do it from anywhere and
at a low cost. Particularly, such a change has affected the news ecosystem [270], es-
pecially regarding their consumption. Accessing mobile news has gained traction in
the everyday life of the readers [287]. Thereby, some studies are emerging to under-
stand aspects of the consumption of online news through mobile devices [181], and to
propose new apps to support them [54]. These apps are capable of unobtrusive log-
ging of news interactions and recognizing patterns of user’s news reading behavior [55],
personalizing [93] and improving their experience in this scenario.

Recommendation and personalization of news. Recommending news to readers
can be an effective strategy to encourage their consumption. Thus, there are some
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approaches focused on identifying what users usually are interested in reading [1],
for instance, based on their previous behavior sequence [75] or past clicks [151]. On
the other hand, few strategies explore diversity on recommendation [236] as a way
to avoid filter bubbles [8, 22]. Last, studies show that personalizing news digest can
improve the user experience during news reading, potentializing their engagement in
this task [42, 65, 124, 145].

Searching, grouping, summarizing and visualizing news. There is a lot of news
being generated every day. Thus, searching for news of interest can be a costly task for
users. From this, some strategies have emerged to facilitate the search for news [178],
focusing on a certain subject [279], content feature (e.g., polarity) [76], or yet, using
user-generated content themselves [165]. Also, there are some emerging approaches that
attempt to summarize trending subjects by jointly discovering the representative and
complementary information from news and posts [92]. Furthermore, it is important
to help users quickly understand and act upon the large volume of data [244] and
another effective way to do so is to visualize it. Thus, some studies aim to propose
strategies for displaying news stories in a hierarchical map [189, 262] that is generated
automatically working as a tool for browsing online news [189]. In addition, users can
navigate through based on the news topics or on the geo-locations, for instance. In
this way, some efforts show a real-time Twitter-based application that visualizes an
ideological map of various media sources [8].

News popularity forecasting. There has been an increase in scientific interest in
discovering news articles that may become popular among users [179, 259, 280]. Some
studies investigate the relationship of this popularity with other aspects of the news,
such as the sentiment of the headlines [213]. The task of predicting the popularity of
news can be explored through the application of ranking techniques [259], or applying
regression and classification algorithms [23], focusing in temporal aspects [144], social
dynamics [143], or yet comments as a measure of popularity [260]. In digital platforms,
factors as context, network properties, and content have made the task of predicting
the popularity of news articles to become even more challenging task [23].

2.1.3 Dissemination and Interaction

As digital platforms become an important channel for news diffusion, some efforts at-
tempted to investigate how news are shared in these systems. In this context, we also
conduct an exploratory analysis focusing on the understanding of a key component
of this process: the news spreaders, which are people who share news stories through
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digital platforms posts. We show that they play an important role in expanding the
audience of news on Twitter, which would otherwise be very limited. These results are
presented in the Appendix A. Next, we detail some other studies that provide interest-
ing findings in this field, highlighting some of them that exploit user engagement (e.g.,
by comments) along with the news dissemination process, including their motivations
and behavior dynamics. Last, we discuss filter bubbles and the echo chambers’ effect
in the news ecosystem.

News sharing and propagation. The dissemination of news in digital platforms has
been the subject of several studies [28] focusing on different aspects, such as bias [41]
and political news [11], or yet, the characteristics of players (or spreaders) [116] and
their role in such propagation process [39, 40, 225, 289]. Looking at Twitter, for
example, some studies show that retweets are responsible for increasing the audience
of URLs by about two orders of magnitude [224]. Moreover, there are several research
efforts that attempt to understand characteristics (or factors) influencing news sharing
in digital platforms [140]. Some of them, for instance, show that bad news tends to
spread faster in systems such as Twitter [180]. Also, a recent effort [32] has tackled the
question “Why are some news articles shared more than others?”. The author shows
that story importance cues are relevant in driving social sharing and that certain topics
(i.e., stories about politics, accidents, disasters, and crime) were less shared. Some
topics can be shared in order to improve users’ reputation. As a result, this dynamic
media attention has inspired other recent studies [10].

Motivations for users to share news. There are several motivations that en-
courage users to share news on digital platforms. They include information seeking,
socializing, entertainment, status-seeking, and prior digital platforms sharing experi-
ence on news sharing intention [140]. Based on uses and gratifications from digital
platforms, and social cognitive theories, some studies show that users who are driven
by the aforementioned motivations are more likely to share news on digital platforms.
Personal interests [113] and prior experience with digital platforms are also significant
determinants of news sharing intention [159].

Patterns of user interaction and behavior. Digital platforms have made personal
contacts and relationships more visible and quantifiable than ever before [45]. Users
interact by following each others’ updates and passing along interesting pieces of in-
formation to their friends. This kind of word-of-mouth propagation occurs whenever
a user forwards a piece of information to her friends, making users a key element in
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this process. Not surprisingly, a number of efforts have attempted to understand the
role of users in the news ecosystem focusing on news-sharing communities (i.e., politi-
cal [288]), users’ subscription, and interaction patterns [8], or yet, the impact of users’
beliefs and social media relationships on rumors propagation [146]. However, technolo-
gies and users are constantly evolving. Thus, studying user behavior and interaction
ways is always an open issue.

User interaction by comments. In the last years, digital platforms have become
social hubs for users to communicate and express their thoughts, including popular
opinions or feelings toward a given piece of news [128]. Thus, writing comments has
become one of the most common forms of user interaction with these collaborative
systems. The interaction through comments and spaces for debates were, for a long
time, widely offered in online newspapers [74]. Given this large volume of data gener-
ated from digital platforms, it became necessary to organize and summarize relevant
comments [128, 154, 204] based on aspects such as quality [90], and explore strategies
to distill sub-topics from all the comments related to a textual query [301], as a way
to improve user experience in these environments.

Filter bubbles and echo chambers. Finally, with the insertion of digital platforms
into the news ecosystem, users have a myriad of options when deciding where to get
their news and what they want to read. However, due to the way news feeds and
ranking algorithms work, users will only be exposed to certain news articles [108, 246].
For instance, studies show that Facebook users are connected to people with similar
profiles, thus, they tend to receive news aligned with their pre-existing views [209]. This
phenomenon, which favors the emergence of clusters of like-minded individuals and the
polarization of opinions, is called echo chamber. This field has been extensively studied
in recent works [86, 94, 106, 184] and as result, several other efforts have proposed ideas
to mitigate the effect of echo chambers or filter bubbles, either by introducing diversity
in the news that users are consuming [125, 176, 194, 218] or by highlighting posts
that evoke similar reactions from opposite political views [19]. As we discuss in the
following sections, the echo chamber effect may favor the spread of fake news on digital
platforms.

2.2 Overview of Fake News

News media have tapped into digital platforms, and they have been a topic of interest
by computer scientists. However, the changes in the news media ecosystem are still
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happening fast, and some of them favor campaigns of misinformation, revealing digital
platforms as potential and suitable environments for spreading fake news.

Figure 2.4 shows an example of one popular fake news disseminated over digital
platforms such as Facebook, Twitter, and WhatsApp about hot lemon juice being
able to cure cancer. The claim was verified as “fake” by several fact-checking agencies
around the world including Snopes2, and Boatos.org3 in Brazil. Specifically about
this fake news, Snopes fact-checking agency concluded that “the best that can be
said is that citrus fruits may potentially harbor anti-cancer properties that could help
ward off cancer. No reputable scientific or medical studies have reported that lemons
have definitively been found to be a ‘proven remedy against cancers of all types’, nor
has any of the (conveniently unnamed) ‘world’s largest drug manufacturers’ reported
discovering that lemons are ‘10,000 times stronger than chemotherapy’ and that their
ingestion can ‘destroy malignant [cancer] cells.’ All of those claims are hyperbole and
exaggeration not supported by facts”.

Previous efforts suggest that there are at least three types of fake news [228]. The
first type consists of (i) satire or parody, where sites such as the Onion4 or Daily Mash5

publish fake news stories as humorous attempts to satirize the media. For instance,
“Jack Warner, the former FIFA vice president, has apparently been taken in by a spoof
article from the satirical website The Onion"6 after The Onion had suggested that the
FIFA corruption scandal would result in a 2015 Summer Cup in the US [228]. The
second type (ii) contemplates fake news that are sort of true but used in the wrong
context, including hoaxes, rumors, and misleading news that are not based on facts,
but supports an on-going narrative. For instance, the #Columbian Chemical plant
hoax is an example of a harmful multi-platform attack7. Last, the third group involves
(iii) news intentionally created with false information. Usually, they are fabricated
and disseminated deliberately on digital platforms to either make money through the
number of clicks or to cause confusion8,9. In this thesis we focus on exploring the type
(iii).

In the next section, we present the definition of fake news adopted in this work.

2https://www.snopes.com/fact-check/lemon-cancer-cure/
3https://www.boatos.org/saude/limonada-quente-mata-cancer.html
4www.theonion.com
5www.thedailymash.co.uk
6https://www.theguardian.com/football/2015/may/31/ex-fifa-vice-president-jack-wa

rner-swallows-onion-spoof
7https://www.nytimes.com/2015/06/07/magazine/the-agency.html
8http://www.cits.ucsb.edu/fake-news/danger-election
9https://www1.folha.uol.com.br/ilustrissima/2017/02/1859808-como-funciona-a-engr

enagem-das-noticias-falsas-no-brasil.shtml
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Figure 2.4: Example of fake news: Hot lemonade being able to cure cancer. Screenshot
from TNS World (tns.world/hot-lemonade-can-cure-cancer/).

tns.world/hot-lemonade-can-cure-cancer/)


20 Chapter 2. Background and Related Work

2.2.1 Fake News Definition

Fake news is a topic that still lacks a clear or universally accepted definition. According
to the Collins English dictionary [52] the term “fake news” is defined as “false, often
sensational, information disseminated under the guise of news reporting”. However, the
definition of this term (i.e., “fake news”), as well as its perception and conceptualization,
has been a recent matter of debate [62, 246]. Therefore, it is crucial to state the
definition we use throughout this thesis. Based on that, we define “fake news” as
follows:

Definition 2.2.1. (Fake News) “A news article or message published and propagated
through media, carrying false information regardless the means and motives behind
it" [243].

2.2.2 Fake News on Digital Platforms

The general ecosystem of news, which includes fake news, has been changing over
time from newsprint to radio/television and, recently, to online news and digital plat-
forms. There are several social foundations and psychological and cognitive theories
that describe the impact of fake news on both the individual and the social informa-
tion ecosystem levels. First, readers prefer to receive information that confirms their
existing views [185]. Second, users make choices based on the relative gains and losses
as compared to their current state [268]. Finally, readers tend to believe that their per-
ceptions of reality are the only accurate views, while others who disagree are regarded
as uninformed, irrational, or biased [285]. All these factors potentiate the spread of
fake news by users of digital platforms.

Although fake news detection itself is not a new problem10, recently, some efforts
are emerging aims at better comprehending the phenomenon of fake news in digital
platforms [139, 161, 277]. Particularly, Vosoughi et al. [277] shows that fake news
tends to spread faster than real news. Resende et al. [216] analyzed the dissemination
of misinformation within WhatsApp focusing on publicly accessible political-oriented
groups, collecting all shared messages during major social events in Brazil (e.g., a
national truck drivers’ strike and the Brazilian presidential campaign) and found the
presence of fake news among the shared content using labels provided by journalists and
by a proposed automatic procedure based on Google searches. Last, Lazer et al. [139]
call for an interdisciplinary task force to approach this complex problem. However,

10http://www.politico.com/magazine/story/2016/12/fake-news-history-long-violent-2
14535
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there are some characteristics inherent to digital platforms themselves that contribute
to fake news spreading in these environments.

Malicious accounts on digital platforms. Users on digital platforms can be le-
gitimate or not. The low cost of creating digital platforms accounts has encouraged
malicious user accounts [246], such as social bots, and trolls, that are controlled by
a computer algorithm to automatically interact with humans (or other bot users) on
digital platforms [83]. In this context, many bots are created specifically with the
purpose to do harm, such as manipulating and spreading fake news on digital plat-
forms. There are current efforts that discuss how social bots disrupted the 2016 US
presidential election online discussion [20, 26], or yet, how they coordinated disinfor-
mation campaigns during the 2017 French presidential election [81]. Recently, studies
show that bots were responsible for significantly increasing the spread of fake news on
digital platforms, suggesting that curbing social bots may be an effective strategy to
contain the problem [242, 281].

Digital media advertising platforms. In the last years, digital media advertising
platforms have evolved significantly [249]. With access to personal information and
activities of millions of people around the world, these environments allow advertisers
to target very specific niches of users considering personal information such as name,
email address, demographic aspects, behaviors, and many others. However, targeted
advertising can also be abused by malicious advertisers to efficiently reach people sus-
ceptible to false stories, stoke grievances, and incite social conflict [221]. Previous efforts
highlighted several forms of abuse of targeted advertising in Facebook for inappropri-
ately exposing users’ private information to advertisers and for allowing discriminatory
advertising (e.g., to exclude users belonging to a certain race or gender from receiving
their ads [14, 273]). In addition, recent studies explored the extent to which political
ads from the Russian Intelligence Research Agency (IRA) run prior to the 2016 US elec-
tions exploited Facebook’s targeted advertising infrastructure to efficiently target ads
on divisive or polarizing topics (e.g., immigration, race-based policing) at vulnerable
subpopulations [221]. Overall, the results suggest that the social media ads platform
can be abused by a new form of attack, which is the use of targeted advertising to cre-
ate social discord reaching people susceptible to specific bits of information, including
fake stories.

Echo chamber effect. Last, as mentioned previously, digital platforms have given rise
to disruptive new phenomena in the news ecosystem: the so-called echo chambers11.

11https://cs181journalism2015.weebly.com/the-echo-chamber-effect.html
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Echo chambers refer to groups inside a digital platform where readers are rarely ex-
posed to content that cuts across ideological lines but are rather fed with information
that reinforces their current political or social views. While algorithmic ranking (that
decides what is shown in someone’s feed or search results, and in which order) can
contribute to this effect, research based on Facebook data has shown that individuals’
choices are the main factor in limiting exposure to cross-cutting content [22]. Recent
studies have shown that the echo chamber effect facilitates access by which people
consume and believe fake news due to some psychological factors: (i) relationships of
the users influence their reliability in a certain source, that is, users tend to perceive a
source as credible if others perceive the source as credible [246]; (ii) readers may nat-
urally favor information they hear frequently, even if it is fake news [297], and; (iii) in
echo chambers, users continue to share and consume the same information [246]. As a
result, this echo chamber effect creates segmented, homogeneous, and ideologically po-
larized communities with a very limited information ecosystem favoring misinformation
campaigns [237, 246, 256].

2.2.3 Fake News Detection

In the previous section, we introduced examples, types, definitions, and conceptual
characterization of fake news on digital platforms. Now, we explore the problem defi-
nition and current approaches for fake news detection.

2.2.3.1 Problem Definition

Formally, we can define fake news detection as follows:

Definition 2.2.2. (Fake News Detection.) Given an unlabeled piece of news a ∈ A,
a model for fake news detection assigns a score S(a) ∈ [0, 1] indicating the extent to
which a is believed to be fake. For instance, given two unlabeled pieces of news a and a′,
if S(a′) > S(a), a′ is more likely to be fake than a according to the model. A threshold τ
can be defined such that the prediction function F : A → {fake, not fake/unchecked}12

is

F (a) =

{
fake if S(a) > τ ,
not fake/unchecked otherwise.

12As we further discuss in Chapter 3, specifically for the Brazilian election dataset, that contains
data from WhatsApp disseminated during the 2018 election period, we have news stories labeled as
fake and news stories that have not been checked. Thus, we refer to the latter as unchecked (instead
of true news), since the veracity of their content was not necessarily checked.
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Essentially, fake news is a distortion bias on information manipulated by the
publisher [246]. Previous efforts about media bias theory [98] show that distortion bias
is usually modeled as a binary classification problem. In addition, there are related
efforts that explored the detection of fake news as a binary task [53, 246, 276, 282].
Thus, based on these main reasons, we also define fake news detection in this work as
a binary classification problem where the classifier’s task is to distinguish fake news
from others (i.e., true news and unchecked content).

2.2.3.2 Current Solutions

An effective way to detect fake news disseminated on digital platforms is the direct
fact-checking, typically performed by expert journalists. A fact-checking task (i.e., the
assessment of the truthfulness of a news story or claim [275]) verifies the correctness of
the information by comparing them with one or more reliable sources [177]. Examples
of such organizations include “Snopes.com”13, “PolitiFact”14, “FactCheck.org”15, and
“Aos fatos”16, “Me engana que eu posto”17, “e-farsas”18, “é ou não é (G1)”19, “Lupa”20,
“Boatos.org”21 and “Projeto Comprova”22, in Brazil.

However, fact-checking is a time-consuming process since it commonly requires
a detailed analysis to support the verdict [275]. Consequently, traditional fact-
checking cannot keep up with the enormous volume of information that is now gen-
erated online [49]. Therefore, some studies are emerging toward computational fact-
checking [18, 49, 290] including automatic detection of fake news [53, 257, 276, 282].

Currently, there are mainly two approaches to perform automatically fake news
detection [127]. First, (i) there are efforts that propose solutions based on artificial
intelligence techniques such as supervised [53, 205, 276, 282], weakly supervised via
reinforcement [284], active [27] and deep learning [130, 229, 283, 302], and also, based
on specific strategies such as blockchain technology [197]. Particularly, Pérez-Rosas et
al. [201] conduct a set of learning experiments to build accurate fake news detectors
using sets of linguistic features. Similarly, Volkova et al. [276] build linguistic models
to classify suspicious and trusted news. Typically, most of these efforts reduce the

13www.snopes.com
14www.politifact.com/
15www.factcheck.org/
16aosfatos.org
17veja.abril.com.br/blog/me-engana-que-eu-posto/
18www.e-farsas.com
19g1.globo.com/e-ou-nao-e/
20piaui.folha.uol.com.br/lupa/
21www.boatos.org
22projetocomprova.com.br/

www.snopes.com
www.politifact.com/
www.factcheck.org/
aosfatos.org
veja.abril.com.br/blog/me-engana-que-eu-posto/
www.e-farsas.com
g1.globo.com/e-ou-nao-e/
piaui.folha.uol.com.br/lupa/
www.boatos.org
projetocomprova.com.br/
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problem to a simple classification task, in which news stories are labeled as fact/fake
and a machine learning technique is then used to separate fact from fake with a model
learned from the data. Specifically, these studies identify recurrent patterns on fake
news after they were already disseminated to propose new features for training these
models from specific data based on ideas that have not been tested in combination.
Thus, it is difficult to gauge the practical potential of automatic approaches to identify
fake news. As part of the research goals of this thesis, we first conducted a survey on
the main features proposed in the literature for fake news detection to evaluate them
in a combined way considering different scenarios. These results are further presented
in Chapter 5.

Furthermore, there are recent studies aim at investigating the explainability of
promising early results of the computational detection of fake news, i.e., why a partic-
ular piece of news is classified as fake [60, 156, 245, 291]. In this context, our study
is complementary to previous efforts as it provides an investigation of explainable ma-
chine learning for fake news detection. However, differently from the previous studies,
we conduct an in-depth investigation also exploring the explainability of fake news
detection in different scenarios as a way to comprehend the structure of fake content
as well as the phenomenon.

Second, (ii) other efforts to perform automatically fake news detection comprise
works which aim at exploring tools or online systems for monitoring online misinforma-
tion [99]. These systems were proposed and used as countermeasures to the fake news
problem on different digital platforms. Examples of such systems include Hoaxy [241],
a Web platform for the tracking of social news shared containing misinformation, “Fake
tweet buster” [231], a Web tool to identify users promoting fake news on Twitter, and
“EleiçõesSemFake” (“Elections Without Fake”)23 in Brazil, our project to bring trans-
parency in the dissemination of content during the 2018 Brazilian elections, as an effort
to mitigate and avoid fake news dissemination.

2.2.4 Related Areas

In this section, we discuss areas related with the problem of fake news detection,
highlighting some differences between them.

Rumor classification. Rumor can be defined as a story or a statement in general
circulation without confirmation or certainty to facts [5]. Its main goal is to make
sense of an ambiguous situation, and it can be true, false, or unverified [246]. Previous

23www.eleicoessemfake.dcc.ufmg.br

www.eleicoessemfake.dcc.ufmg.br
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studies show that a rumor classification system consists of four components: rumor
detection, rumor tracking, rumor stance classification, and rumor veracity classifica-
tion [136, 303, 306]. When compared to fake news detection, the most related task
is the rumor veracity classification, whereas stances or opinions extracted from posts
in digital platforms are considered important sensors for determining the veracity of
rumors [264]. In addition, these stories may include long-term rumors, such as conspir-
acy theories, as well as short-term emerging rumors. Unlike them, fake news refers to
information related specifically to public news events that can be verified as fake [246].

Truth discovery/credibility. The problem of detecting true facts from multiple
conflicting sources is called truth discovery [147], which aims to determine the source
credibility and object truthfulness at the same time [246]. Some efforts show that there
are measurable differences in the way credible and not credible messages propagate on
Twitter [38]. Although most existing truth discovery approaches focus on handling
structured input, while social media data is highly unstructured and noisy, the fake
news detection problem can benefit from various aspects of truth discovery approaches
such as, for example, the features considered. However, truth discovery methods cannot
be well applied when a fake news article was just released and published by only
few news outlets because, at that point, there are not enough digital platforms posts
relevant to it to serve as additional sources [246].

Clickbait detection. Clickbait refers to “content whose main purpose is to attract
attention and encourage visitors to click on a link to a particular web page” [191].
Studies show that such mechanism contributes to the spreading of fake news on the
Internet [47]. Thus, there are current works that aim to detect and prevent clickbaits
in online news media [44, 138]. Even though not all fake news may include clickbait
headlines, specific clickbait headlines can be useful to detect fake news [246].

Spammer and bot detection. Evidences suggest that malicious accounts (i.e., bots,
trolls, etc) are key elements for spreading fake news on digital platforms [242], as
aforementioned. Different approaches to understanding and detecting malicious user
behavior have been extensively explored in previous efforts [24, 25, 271]. In summary,
bots24 can increase the circulation of false information on digital platforms by giving a
false impression that information is highly popular and endorsed by many people, which
enables the echo chamber effect to bolster the propagation of fake news [242]. Hence,
both spammer and social bots could provide valuable insights about target specific

24Bots (Short for software robots), are accounts controlled by software, algorithmically generating
content and establishing interactions [271].
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malicious digital platforms accounts that can be used for fake news detection [246].

2.3 Research Gaps

In spite of several efforts that explore solutions to automatic fake news detection, there
is still space for advancements. Next, we describe the research gaps that guided our
work:

1. Most of the existing efforts for fake news detection are either concurrent works,
which identify recurrent patterns on fake news after they have been already dis-
seminated, or approaches that propose new features for training classifiers based
on ideas that have not been tested in combination. Thus, this work surveys exist-
ing studies on this topic, identifying the main features proposed for this task. We
implement these features, propose new ones, and test the effectiveness of a variety
of supervised learning classifiers when distinguishing fake from real stories. In
addition to exploring recently released and fully-labeled data from different sce-
narios, we build a new dataset of fact-checked news stories shared in WhatsApp
during the 2018 Brazilian elections which can be useful for research in a variety
of contexts.

2. Previous efforts proposed single models as an effective way to solve the fake news
problem on digital platforms. We have seen that fake news may have different
characteristics (e.g., subjects, sources with a distinct bias and styles, etc). Thus,
we believe there is no single model to tackle all facets of fake news detection.
In addition, little is known about the discriminating power of features proposed
in the literature, either individually or when combined with others. Some may
be adequate for pinpointing fake news with specific patterns, while others are
more general but not sufficiently discriminating. Moreover, while explaining the
decisions made by proposed models is central to understand the structure of fake
content, this discussion is often left aside. In this work, we address all these
issues.

3. We do not find efforts that explore automatic fake news detection focusing on
investigating whether there is a set of features that remain useful to build models
with high performance which are able to identify fake news disseminated on
digital platforms considering different scenarios. In this thesis, we explore data
from the 2016 US and 2018 Brazilian elections.
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4. Last, although there are some isolated initiatives that study fake news spread
in Brazil [172], to the best of our knowledge, this is the first work that explores
strategies with practical potential for detecting fake news spread on WhatsApp.
Therefore, we propose and implement a new ranking mechanism that accounts for
the potential occurrence of fake news within the data, significantly reducing the
number of content journalists and fact-checkers have to go through before finding
a fake story. Then, we deploy our approach in a real system, the WhatsApp
Monitor proposed as part of the “EleiçõesSemFake” project introduced in this
chapter.

2.4 Summary

In this chapter, we reviewed related works and the background knowledge required
to understand this thesis, highlighting changes in the news ecosystem from the rise
of digital platforms to how computer scientists are studying ‘news’ under this new
scenario. In addition to defining fake news, we presented current approaches proposed
to tackle this problem. We also highlighted some factors of digital platforms that drive
the propagation of fake news. Last, we described some related areas to fake news
detection and presented the research gaps addressed in this thesis. The next chapter
describes the datasets for fake news detection available in the literature, including
those used in this work, and our effort to build a new dataset containing news stories
disseminated during the 2018 Brazilian presidential election.





Chapter 3

Datasets

To make concrete contributions towards fake news understanding and detection, re-
searchers need a wide and broad set of data containing labeled instances, i.e., fact-
checked content, covering different topics and contexts [118, 187]. In the particular
context of fake news during election campaigns, data covering multiple elections is
also of interest as it can unveil potentially different properties or reinforce common
characteristics.

Therefore, in this thesis, we first perform a brief survey on existing public datasets
commonly used by concurrent works investigating the phenomenon of fake news, either
to understand it or to propose solutions that aim to minimize the effects caused by it.
Those datasets often label content as fake or true stories. This fact-checked content can
appear in different formats, such as news articles, claims, or quotes from celebrities,
rumors, reports, or images, and for different scenarios such as elections, wars, and
health.

Table 3.1 summarizes some of the well-known fact-checked datasets and their
main characteristics, including a description, the total number of instances as well
as their context distribution by label (i.e., fact-checking verdict - true; fake; and its
variation) and information about raters (i.e., fact-checkers)1. Note that we colored in
red the number of fact-checked instances labeled as fake, in blue, the true news ones,
and in black the remaining ones (i.e., those that are neutral, no factual, etc).

1Table 3.1 does not include datasets which are out of the scope of this work such as rumors [135],
stance detection (https://github.com/FakeNewsChallenge/fnc-1) [84], and credibility [171].
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Table 3.1: Labeled datasets for fake news detection task.

Dataset Description Topic Labels Raters # Instances
BuzzFace2 [202, 235] News published in Facebook from 9 agen-

cies over a week right before the occasion
of the 2016 US election.

Elections mostly false (104),
mixture of true
and false (245),
mostly true (1,669),
no factual (264)

Journalist experts from Buz-
zFeed.

2,282

CoAID3 [59] News and claims related to COVID-19 on
websites and social platforms, along with
users’ social engagement about such news.

Health fake (162),
true (1,734)

Reliable media outlets and
fact-checking websites.

1,896

Fact-Checked-Stat [275] Statements fact-checked from popular fact-
checking websites labeled by journalists.

General true (32),
mostly true (34) ,
half true (68),
mostly false (37),
false (49),
fiction (1)

Journalists from fact-
checking websites.

221

FakeHealth [63] A repository that consists of two datasets,
i.e., Health-Story and HealthRelease and
includes news contents about health, news
reviews, social engagements, and user net-
works.

Health fake (763),
true (1,533)

Expert reviewers in the
health domain.

2,296

FA-KES [232] A fake news dataset around the Syrian war
(i.e., reports on war incidents that took
place from 2011 to 2018.)

War fake (378),
true (426)

Semi-supervised fact-
checking labeling approach.

804

Fake.Br Corpus [172] True and fake news that were manually
aligned, focusing only on Brazilian Por-
tuguese.

General fake (3,600),
true (3,600)

Researchers. 7,200

Fake-News-Net4 [246, 247] A repository for an ongoing data collec-
tion project for fake news research includ-
ing news content and social context fea-
tures with reliable group truth fake news
labels.

General fake (211),
real (211)

Journalists experts from
BuzzFeed and fact-checkers
from PolitiFact.com.

422

Continue on next page

2https://github.com/BuzzFeedNews/2016-10-facebook-fact-check
3https://github.com/cuilimeng/CoAID
4https://github.com/KaiDMML/FakeNewsNet

https://github.com/BuzzFeedNews/2016-10-facebook-fact-check
https://github.com/cuilimeng/CoAID
https://github.com/KaiDMML/FakeNewsNet
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Dataset Description Topic Labels Raters # Instances
Fake-Real-News5 News articles published during 2015-2016

along with their titles. The entire cor-
pus was built crawling real news with New
York Times and NPR APIs6 and fake news
from Kaggle7 dataset items to ensure an
uniform distribution of the samples from
both the classes.

General fake (3,164),
real (3,171)

Journalists for true news
and human annotators from
BS Detector for fake news.

6,335

Fake-Satire [101] Dataset of fake news and satire stories that
are hand-coded, verified, and, in the case
of fake news, include rebutting stories.

General fake news (283),
satire (203)

Researchers based on an ar-
ticle from a fact-checking
site or a piece of information
that disproves a claim.

486

Fake-Twitter-Science [277] All of the verified true and false news sto-
ries distributed on Twitter from 2006 to
2017. The data comprise ∼126,000 stories
(rumors cascades) tweeted by ∼3 million
people more than 4.5 million times.

General true (24,409),
false (82,605),
mixed (19,287)

Agreement between fact-
checkers from six indepen-
dent fact-checking organiza-
tions.

126,301

Kaggle8 Text and metadata from fake and biased
news sources around the web from BS De-
tector.

General bias (443),
bs (11,492),
conspiracy (430),
fake (19),
hate (246),
junksci (102),
satire (146),
state (121)

Human annotators from BS
Detector.

12,997

LIAR [282] Short statements from PolitiFact.com
manually labeled.

General half-true (2,638),
false (2,511),
mostly-true (2,466),
barely-true (2,108),
true (2,063),
pants-fire (1,050)

Fact-checkers from Politi-
Fact.com.

12,836

NELA-GT-*9 [103, 187] News articles from various news and me-
dia outlets including mainstream, hyper-
partisan, and conspiracy sources.

General unreliable,
mixed,
reliable

Source-level ground truth la-
bels from 7 different assess-
ment sites.

1.12M

5https://github.com/GeorgeMcIntire/fake_real_news_dataset
6https://developer.nytimes.com/ and https://www.npr.org/api
7www.kaggle.com
8https://github.com/JasonKessler/fakeout
9https://doi.org/10.7910/DVN/O7FWPO

https://github.com/GeorgeMcIntire/fake_real_news_dataset
https://developer.nytimes.com/
https://www.npr.org/api
www.kaggle.com
https://github.com/JasonKessler/fakeout
https://doi.org/10.7910/DVN/O7FWPO
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At a high-level, these datasets of fact-checked content were labeled according to
different scales, as either fake or true by expert journalists, fact-checking websites, and
industry detectors10, providing different pieces of information and contexts that allow
us to extract distinct types of features [246].

As introduced in Chapter 1, the research goal of this thesis includes investigating
the ability of current supervised machine learning approaches to identify fake news
considering data from two major political events that have been extensively abused by
misinformation campaigns [26, 30, 216] (i.e., the 2016 US and 2018 Brazilian elections).
Furthermore, it is desirable to measure the potential of our features to detect fake news
in a scenario different from politics (i.e., health). Thus, to accomplish this goal, we need
datasets covering these scenarios. Based on our survey on existing datasets for fake
news detection listed in Table 3.1, there are no available datasets covering all scenar-
ios of interest (e.g., we did not find available data from the 2018 Brazilian elections).
Also, it is necessary that the selected datasets contain for each news story labeled
by specialists, their textual content, information about their sources, and about the
dissemination of these news, particularly in social platforms. This enables the imple-
mentation of all features for fake news detection from previous efforts and eventually,
the proposition of new ones. Next, we present details of each of the selected datasets
covering each of the scenarios explored in this work: the 2016 US election, the 2018
Brazilian election, and Health.

3.1 2016 US Election

We use the BuzzFace dataset [235]. It contains 2,282 news articles labeled by BuzzFeed
journalists related to the 2016 US election [250]. The BuzzFace dataset consists of
an enriched version of the one created by BuzzFeed, with over 1.6 million comments
associated to the news stories as well as shares and reactions from Facebook users. The
news stories in the dataset are labeled into four categories: mostly true, accounting
to 73% of all news articles, mostly false (4%), mixture of true and false (11%), and
non-factual (12%). For simplicity, we discarded the non-factual content11 and merged

10BS Detector: https://gitlab.com/bs-detector/bs-detector
11Note: A typical pre-processing step is to separate factual from non-factual content. This task

is easier than classifying factual data as fake or true since it is not necessary to check the veracity of
the information using external sources. For illustration purposes, we conduct a small experiment to
evaluate the accuracy of XGB [46] when discriminating factual and non-factual news using the features
that will be described in Chapter 4. Our simple classifier performed very well, yielding 0.882±0.024
of AUC. It is possible to achieve even higher performance levels by choosing features better tailored
for this task. For this reason, this work assumes that non-factual data was already removed and
only factual data is used as input. The alternative approach is to consider a multi-label classification

https://gitlab.com/bs-detector/bs-detector
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the mostly false with the mixture of true and false into one single class, referred as
“fake news” (349 out of 2, 018 stories). The rationale is that stories that mix true and
false facts may represent attempts to mislead readers. Thus, we focus our analysis on
the understanding of how features are able to distinguish two classes, true and fake
news.

We select and use this dataset for the following reasons: (i) it has a good trade-off
between the volume of instances and the variety of information provided (i.e., textual
content, information about sources, and about the dissemination of these news, specif-
ically in digital platforms) and; (ii) particularly, we believe that this dataset best
represents the real world, where the proportion of fake news fabricated and shared is
smaller compared to the large volume of news generated every day.

3.2 2018 Brazilian Election: A New Dataset

As previously mentioned, we does not find available data from the 2018 Brazilian
elections (see Table 3.1). Thus, we build a new dataset of fact-checked news stories
disseminated in Brazil during the 2018 election period. Specifically, we collected news
stories published on WhatsApp during the period of interest. This platform was chosen
for the following reason: the WhatsApp was pointed as one of the main vectors of
fake news spreading during the 2018 presidential Brazilian elections [258] and source
for distributing political messages in bulk12. Also, a recent report from the Reuters
Institute found that in countries such as Brazil the WhatsApp has become a primary
network for discussing and sharing news [183]. Next, we describe how we built our
dataset, presenting its properties and limitations.

3.2.1 Dataset Construction

To gather fact-checked news stories shared on WhatsApp during the 2018 Brazilian
election, the first step is collecting the data from WhatsApp, which is not a trivial task.
WhatsApp is an encrypted and very closed network, from which is hard to extract data.
Thus, to collect data from WhatsApp, we followed the approach used by [95] and [216]
to get access to messages posted on public WhatsApp groups13. Their approach joins
a set of public groups on WhatsApp and collects all messages (including text, images,

problem, but this has the potential to increase the number of instances that need to be verified by an
expert.

12https://www.bbc.com/news/technology-45956557
13Whatsapp groups are made effectively publicly accessible when group administrators openly share

invitation links on the Web and online digital platforms.

https://www.bbc.com/news/technology-45956557
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audios, and videos) shared on the application. Figure 3.1 presents an overview of our
data collection process.

Groups 
Identification WhatsApp

Data

Step 1

List of Fact-
Checking
Agencies

Strategy 1 Strategy 2

Selection and
Monitoring

Step 2

Fake News
Identification

Step 3

Selected
Dataset

Fact-
Checked
Images

Matching
Images

Search
Engines

Figure 3.1: Overview of data collection.

Given a set of invitation links to public groups (Step 1), we automatically joined
these groups and saved all data coming from them. We selected over 400 Brazilian
groups dedicated to political discussions which we monitored during the election period,
i.e., August-November 2018.

In addition to exploring these groups which are quite widely used in Brazil [155,
183], we choose to filter only messages that disseminated news stories through images.
Previous efforts showed that images are the most frequent type of media content, as
well as an important source of fake news [216]. Also, images are harder to manipulate
and can be easily shared across groups and even platforms, unlike text, which is much
easier to change during dissemination. Thus, we monitored the groups (Step 2) and,
for each message collected, we filter out those containing images. This leads us to a set
of over 34K images shared by more than 17K users in Brazil from which we extracted
the following fields: (i) ID of the group the message was posted, (ii) user ID14, (iii)
timestamp, and (iv) the attached multimedia files (i.e., images). We emphasize that
all sensitive information (i.e., group names and phone numbers) were anonymized in
order to ensure the privacy of users.

In the next step, the images were clustered based on their similarity using per-
ceptual hashing techniques to group together all images that are visually similar [299].
This allows us to track the spread of an image through multiple groups on WhatsApp,

14Note that we consider that these are, actually, phone numbers. Hence, different numbers by the
same person are different identifiers.
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including the metadata on which users and groups shared that image and the time of
sharing. This is valuable information that not only shows the popularity of the images
but also helps in the analysis of dissemination and reach of images within the What-
sApp. Furthermore, it also aids us in the next task to create a set of unique images
that need to be checked to determine whether they contain fake news stories.

3.2.1.1 Fake News Identification

After tracking all images shared on WhatsApp and their dissemination from selected
public groups, we next identify which images contain fake news stories. This step
(Step 3) consists of identifying, among the images that circulated in WhatsApp
during the monitored period, those that disseminated fake news by matching the
images from WhatsApp and their correspondent occurrence images that were already
fact-checked by major online fact-checking agencies in Brazil. We accomplish this task
through two distinct approaches: (i) based on the match of fact-checked images, and
(ii) by using search engines. We use both as complementary strategies to increase the
amount of data found. Next, we describe the details of our proposed strategies.

Matching with Fact-Checked Data. First, we crawled all images which were fact-
checked from popular fact-checking websites in Brazil15. For each that fact-checking
website, we developed a script able to parse and save all content checked, as well as all
images on same webpage related to the content checked and, when explicitly available,
the label is given for that checking. Note that not all images contain fake news stories as
many fact-checking agencies do not have the explicit label. We only used these images
as a noisy source of ground truth. Therefore, for this work, we call fact-checked images
all different images files related to fact-checked content collected from fact-checking
agencies by this methodology. In total, we collected over 100k fact-checked images
from Brazil.

After that, we match this set of fact-checked images and those circulating on
WhatsApp using a perceptual hashing approach that generates hashes to compare
visually similar images. We used the state-of-the-art technique developed and being
used at Facebook: the PDQ hashing16. This approach, an improvement over the
commonly and broadly used pHash [299], can detect near visually similar images
even if cropped differently or have small amounts of text overlaid on them. Facebook
PDQ hash produces a 256 bit hash string using a discrete cosine transformation

15aosfatos.org, veja.abril.com.br/blog/me-engana-que-eu-posto/, www.e-farsas.com,
g1.globo.com/e-ou-nao-e/, piaui.folha.uol.com.br/lupa/, and www.boatos.org

16https://github.com/facebook/ThreatExchange/blob/master/hashing/hashing.pdf

aosfatos.org
veja.abril.com.br/blog/me-engana-que-eu-posto/
www.e-farsas.com
g1.globo.com/e-ou-nao-e/
piaui.folha.uol.com.br/lupa/
www.boatos.org
https://github.com/facebook/ThreatExchange/blob/master/hashing/hashing.pdf
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Table 3.2: WhatsApp collection − fact-checked images shared in WhatsApp during
the 2018 Brazilian election.

#Users #Groups News Stories
(Unique Images)

#Fake
News Time Span

Brazil 17,465 414 4,524 135 2018/08 - 2018/10

algorithm. We used the PDQ algorithm to compute the pairwise match between each
fact-checked image collected and each image shared in our WhatsApp dataset. For all
instances matched this way, we manually verified if the image was labeled as fake by
the fact-checking agency.

Search Engines. In our second strategy, we automated the process of searching each
image shared on the WhatsApp groups on the Web by using the Reverse Google Image
search as proposed in [216]. Given the search results for an image, we checked whether
any of the returned pages belongs to one of the main fact-checking domains from Brazil,
according to the previously defined set. If so, we parsed the fact-checking page and
automatically labeled the fact-checked image as fake or true depending on how the
image was tagged on the fact-checking page.

As shown in Table 3.2 our final dataset is composed of more than 4.5k distinct
images shared by more than 17k users in 414 different groups. Also, it contains 135
distinct fact-checked images from Brazil. Specifically for the Brazilian election dataset,
we have news stories labeled as fake and news stories that have not been checked. Thus,
in the rest of the thesis, we refer to the latter as unchecked, since the veracity of their
content was not necessarily checked. Thus, we do not claim that there is no fake news
in the unchecked content, given that such an assertion is restricted to the availability
of checked facts.

3.3 Health

Last, we use the FakeHealth dataset17 that was built based on two repositories: Health-
Story and HealthRelease. Each repository includes health news stories comprising their
content (e.g., text, source, image), reviews, social engagements (e.g., number of replies
and retweets on Twitter), and user networks [63].

The news stories in this dataset were evaluated on the HealthNewsReview.org18,
a web-based project which analyzes news stories about health care interventions to

17https://doi.org/10.5281/zenodo.3606757
18https://www.healthnewsreview.org/

https://doi.org/10.5281/zenodo.3606757
https://www.healthnewsreview.org/
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Figure 3.2: Summary of labeled instances in each dataset.

improve the quality of healthcare information, including particular treatments, tests,
products or procedures. Specifically, each news was checked by reviewers with years of
experience in the health domain based on some criteria. These criteria assess the health
news in diverse aspects such as the overclaiming, missing of information, reliability of
sources, and conflict of interests [63]. The final dataset contains 763 and 1,533 news
labeled as fake and real respectively, totalizing 2,296 news health stories.

3.4 Summary

We started this chapter by surveying existing open datasets for fake news detection.
Then, we presented the selected datasets in this work covering each of the scenarios of
interest: the US and Brazilian elections, and Health which contains different propor-
tions of labeled as fake or true/unchecked stories, as shown in Figure 3.2. Furthermore,
we described how we collected fake news stories disseminated during the 2018 Brazilian
election releasing a novel dataset to the research community.

We need to acknowledge that there are some limitations regarding the data gath-
ered in this thesis. First, we used two different strategies in order to detect the highest
amount of fact-checked images shared on WhatsApp, but it is possible that many exist-
ing fake news from our dataset were not checked by any of the fact-checking agencies
used in this thesis or even images that did not match using the hashing technique.
Thus, we cannot comment on the recall of our dataset and the sampling bias present
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in the dataset. Moreover, the WhatsApp public groups used here are just a portion of
the entire network of WhatsApp and may not be statistically representative, though
we cannot have access to all groups on WhatsApp to perform a real analysis. Still, to
date, this is the largest available sample of WhatsApp for research.

The 2018 Brazilian election dataset presents also some strong advantages. First,
it uses labels from fact-checking agencies, relying on specialist labeling. Also, a dataset
based on news stories disseminated through images is less common than a text-based
one on fake news as we see on our survey presented in this chapter. Furthermore, it
covers an important aspect of studies on fake news around the world: the elections
period. On the other hand, it is restricted to peculiarities of only one isolated event.
Finally, the dataset explores the context of the closed network of WhatsApp in which
shared content is usually popular in other media too. WhatsApp is becoming very
important to studies on fake news, especially in Brazil, the country from which we
gather data. However, it is a challenging task to get any data from this encrypted
messaging app due to the closed nature of its network. Thus, this dataset can provide
a useful resource to shed light on this phenomenon, principally in terms of spreading
as we include information about dissemination.

The next chapter describes our survey on existing features for fake news detection
and our effort in the direction of implementing these features using the selected datasets
in this chapter, including the new ones proposed in this thesis.



Chapter 4

Features for Fake News Detection

Fake news detection on traditional news media mainly relies on news content, while
in digital platforms, we can use side information (e.g., the number of shares, com-
ments, etc) as additional information to help detect fake news [246]. The literature
that explores features for fake news detection is quite broad considering efforts related
to information credibility, rumor detection, and news spread. Hence, we conduct a
systematic survey on these efforts, aiming to identify proposed features. Table 4.1
presents a summary of this survey along with some of the techniques used to extract
those features.

In summary, we can categorize features explored in previous works as follows:
(i) features extracted from content (e.g., language processing techniques and image
properties) [107, 114, 276, 286, 303]; (ii) features from source (e.g., reliability and
trustworthiness) [148]; and finally (iii) features extracted from the environment, which
usually involves propagation dynamics within digital platforms and Web [49]. Next,
we describe how we implemented or adapted the features summarized in Table 4.1.
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Table 4.1: Overview of features for fake news detection presented in previous work.

Extracted from... Feature Set Techniques mostly used References

Content

Language Structures (Syntax) Sentence-level features, such bag-of-words ap-
proaches, “n-grams", part-of-speech (POS tagging)

[53, 135, 201, 212, 227,
246, 286]

Lexical Features Character level and word-level features, such as num-
ber of words, characters per word, hashtags, similar-
ity between words, etc

[3, 27, 38, 107, 114, 131,
201, 202, 212, 222, 246,
286, 303]

Moral Foundation Cues Moral foundation features [276]
Images and Videos Indicators of manipulation and image distributions [117, 121]
Psycholinguistic Cues Additional signals of persuasive language such as

anger, sadness, etc and indicators of biased language
[107, 135, 201, 227, 276,
277]

Semantic Structure Word embeddings, “n-grams" extensions, topic mod-
els (e.g., latent Dirichlet allocation (LDA)), contex-
tual informations

[27, 49, 53, 88, 227, 282,
286, 303]

Subjectivity Cues Subjectivity score, sentiment analysis, opinion lexi-
cons

[212, 227, 234, 276]

Source Bias Cues Indicators of bias (e.g., politics), polarization [119, 219, 222]
Credibility and Trustworthiness Estimation of user’ perception of source credibility [38, 242, 246]

Environment
(Digital Platforms and Web)

Engagement Number of page views, likes (on Facebook), retweets
(on Twitter), etc

[38, 85, 88, 107, 131, 241,
246, 257, 277]

Network Structure Friendship network, complex network metrics (i.e.,
degree, average shortest path)

[38, 53, 88, 107, 131, 212,
241, 242, 246, 248, 267,
276, 277]

Temporal Patterns and Novelty Time-series, propagation, novelty metrics [38, 85, 88, 135, 241, 242,
246, 267, 277]

User Information Users’ profiles and characteristics across individual
level and group level (e.g., their friends and followers)

[38, 107, 135, 212, 222,
241, 242, 246, 257, 267,
277]
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4.1 Our Implementation of Features for Fake News

Detection

As previously mentioned, most of the existing efforts to detect fake news propose
features that leverage information present in a specific dataset. In contrast, some of
the datasets used in this work allow implementing most of the features explored in
previous works. Next, we briefly describe how we implemented or adapted the features
summarized and detailed in Table 4.1. In total, we implemented 208 features for fake
news detection. In addition to features typically used for this task, we propose 22
new features for fake news detection. Specifically, we propose features based on image
properties, semantic structure, news sources (i.e., specific attributes of publishers),
and new propagation measures within/outside digital platforms. Table 4.2 presents an
overview of our implementation of features for fake news detection.

4.1.1 Content Features

Content features involve not only the news story but also its headline, associated
images and any message that was published along with it. Thus, specially for news
stories embedded in images and videos1, we apply image processing techniques, e.g.,
optical character recognition (OCR) provided by Google Vision API2, for extracting
the text shown on them as a way to implement textual features. In total, we evaluated
154 content features. The sets of features are described next.

Image properties (IMAG). The images are part of the news and provide visual cues
to frame the story [246]. Thus, we also use the Google Vision API to extract various
pieces of information associated with images such as number of labels, colors, objects,
and the presence of faces. Further, we use as features measures provided by safe search
detection, which detects explicit content (adult, spoof, medical, violence, and racy) and
returns the likelihood that each is present. In total, we implemented 10 image features.

Language structures (SYNT, for Syntax). Sentence-level features, including bag-
of-words approaches, “n-grams” and part-of-speech (POS tagging) were extensively
explored in previous efforts as features for fake news detection [53, 246]. Here we
implement 31 features from this set including number of words and syllables per sen-

1Regarding the Brazilian election dataset, i.e., WhatsApp data, we consider only news stories
disseminated through images. Previous efforts showed that images are the most frequent type of
media content, as well as an important source of fake news [216].

2https://cloud.google.com/vision

https://cloud.google.com/vision
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Table 4.2: Our implementation of features for fake news detection.

C
on

te
nt

(1
54

F
ea
tu
re
s)

IM
A
G

(1
0)

Number of faces in image†, labels†, colors, objects, Web entities? and safe search indicators? (adult, spoof, medical,
violence, and racy)

SY
N
T

(3
1)

readability indicators? (gunning fog [105], linsear write formula, smog index [163], flesch kincaid grade index [251],
difficult words, LIX [13], dale chall readability score [89], RIX, coleman liau index [51], automated readability index
(ARI) [239], flesch reading ease index [87]), sentence begin (article, interrogative, preposition, pronoun, conjunction,
subordination), sentence information (summary, complex words, characters, paragraphs, long and short sentence, word
types, words per sentence, syllables, type token ratio)

LE
X
I
(5
9)

word count, count-low-word?, count-up-word?, words per sentence, summary variables (analytic thinking, clout, au-
thentic, emotional tone), language metrics (words > 6 letters, dictionary words from LIWC), function words (function,
total pronouns, personal pronouns – 1st pers singular, 1st pers plural, 2nd person, 3rd person singular, 3rd person
plural – impersonal pronouns, articles, prepositions, auxiliary verbs, common adverbs, conjunctions, negations), word
usage (regular verbs, to be verb, adjectives, comparatives, interrogatives, numbers, quatifiers, nominalization), infor-
mal speech indicators (swear words, netspeak, assent, nonfluencies, fillers), punctuations (periods, commas, colons,
semicolons, question marks, exclamation marks, dashes, quotation marks, apostrophes, parentheses – pairs –, others
punctuations), occurrence or not of specific characters (i.e.,#)

P
SY

C
(4
4)

affective indicators (affect, anxiety, anger, sadness), social and personal concerns (social, family, friends, female and
male referents, biological processes, body, health/illness, sexuality, ingesting, drives, affiliation, achievement, power, re-
ward focus, risk focus, work, leisure, home, money, relig, death), cognitive indicators (cognitive process, insight, cause,
discrepancies, tentativeness, certainty, differentiation, perception, seeing, hearing, feeling) and temporal references
(past focus, present focus, future focus, relative, motion, space, time)

SE
M
A

(5
)

toxicity?, category, topic, contextual information, labels

SU
B
J
(4
)

subjectivity, sentiment, positive and negative emotions

T
Y
P
E

(1
)

type of content (e.g., video, image, link)

Continue on next page
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S
ou

rc
e
(1
3
F
ea
tu
re
s)

P
U
B
L
(7
)

publisher, page/group that published news story, ip (ASN)?, latitude?, longitude?, the user who carried out the first
news share?, the groups where this news story was disseminated?

C
R
E
D

(5
) page talking about count?, page fan count?, indicators of low credibility, relative position of news domain on the Alexa

ranking?, dissimilarity between domains from the Alexa Ranking and news domains?
B
IA

S
(1
)

political bias

E
nv

ir
on

m
en
t
(4
1
F
ea
tu
re
s)

E
N
G
A

(1
8)

counts of social interactions (e.g., reactions, shares, and comments in Facebook, retweets and replies in Twitter, shares
in WhatsApp)‡

E
X
P
R

(1
0)

external propagation measures†, i.e., information about the dissemination of the news stories on the Web?

T
E
M
P

(1
3)

rate at which shares/comments are made‡

? New features.
‡ We consider intervals time: 900, 1800, 2700, 3600, 7200, 14400, 28800, 57600, 86400, 172800, 259200, 345600, and 432000 seconds.
† Indicates features not previously used for fake news detection.
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tence as well as tags of word categories (such as noun, verb, adjective). In addition,
to evaluate writers’ style as potential indicators of text quality, we also implement
features based on text readability which is concerned with how (unnecessarily)
complex is the writing in terms of word and grammar usage [64].

Lexical features (LEXI). Typical lexical features include character and word-level
signals [38, 246], such as amount of unique words and their frequency in the text.
We implement 59 lexical features, including number of words, first-person pronouns,
demonstrative pronouns, verbs, hashtags, all punctuations counts, etc.

Psycholinguistic cues (PSYC). Linguistic Inquiry and Word Count (LIWC)
[199, 261] is a dictionary-based text mining software that categorizes words into
psychologically meaningful groups. Since its proposition, it has been widely used
for a number of different tasks, including sentiment analysis [220] and discourse
characterization in digital platforms [56, 274]. Thus, we use the dictionaries for
the English and Portuguese languages, which are organized as a hierarchy of LIWC
categories [198]. For example, the word ‘cried’ falls into the sadness, negative emotion,
overall affect, verbs, and past focus categories. Examples of words representing
Religion in the dictionary are altar, church. Then, in a given text, the LIWC software
finds the occurrence of the words in each category. The output is the proportion of the
words in each category to the total words in the text. We use its latest version (2015)
to extract 44 features that capture additional signals of persuasive and biased language.

Semantic structure (SEMA). There are features that capture the semantic
aspects of a text [53, 282] that are useful to infer patterns of meaning from data
[36]. As part of this set of features, we consider category (i.e., sport, health, etc)
and topic (i.e., elections, etc) of news article3 and the toxicity score obtained from
Google’s API4, called Perspective. The API uses machine learning models to quantify
the extent to which a text (or news headline, for instance) can be perceived as
“toxic”. Furthermore, based on the images associated with news stories, we also use
the Google Vision API to extract contextual information of them such as topics/labels.

Subjectivity cues (SUBJ). Last, previous efforts show that the sentiment of the news
article is strongly related to the popularity of the news and also with the dynamics

3This is important because although we are analyzing specific scenarios, news stories can be
associated with more than one category/topic.

4https://www.perspectiveapi.com/#/

https://www.perspectiveapi.com/#/
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of the posted comments on that particular news [213]. Hence, we use a Portuguese
and English versions5 of SentiStrength method [263] to measure the polarity of each
news story. SentiStrength is a well-established method that implements a combination
of supervised learning techniques with a set of rules that impact the “strength” of the
opinion contained in the text in a scale from -5 (very negative) to +5 (very positive).
Also, using TextBlob’s API6, we compute the subjectivity score of a text.

4.1.2 Source Features

Source features are related to the publisher of the news story, e.g., domain information
that can be extracted from news URLs, indicators of the credibility and political
bias, etc. Thus, we extract features of this set through two distinct approaches:
for the cases where there is a URL associate with the news story (e.g., the US
election and Health datasets), (i) we first parse all news URLs and extract the
domain information. When the URL is unavailable, we associate the official URL of
news outlet to the news article. In this scenario, we extract indicators of credibility
and source trustworthiness. Apropos, we introduce a new set composed by 5 (five)
features, called domain/publisher as we further discuss. Regarding the Brazilian
election dataset, where there is no URL associated with the news story, (ii) we use as
publishers the users and groups within WhatsApp to capture information about the
potential fabricators of news stories.

Domain (PUBL, for publisher). Ever since creating fake news became a profitable
job, some cities have become famous because of residents who create and disseminate
fake news7,8. In order to exploit the information that publisher localization could
carry, two distinct pipelines were built: (i) for the cases where there is a URL
associated with the news story (i.e., the US Election and Health datasets), we take
each news website URL and extract new features, such as IP address, latitude,
and longitude. First, for each domain, the corresponding IP address is extracted
using the traceroute Linux command, which prints the route that a packet takes
to reach the host. Then the ipstack API9 is used to retrieve the location features.
Although localization information (i.e., IP address) has previously been used in works
that exploit bots or spam detection [211], to the best of our knowledge, there are

5sentistrength.wlv.ac.uk
6http://textblob.readthedocs.io/en/dev/
7https://www.bbc.com/news/magazine-38168281
8https://www1.folha.uol.com.br/ilustrissima/2017/02/1859808-como-funciona-a-engr

enagem-das-noticias-falsas-no-brasil.shtml
9https://ipstack.com/

sentistrength.wlv.ac.uk
http://textblob.readthedocs.io/en/dev/
https://www.bbc.com/news/magazine-38168281
https://www1.folha.uol.com.br/ilustrissima/2017/02/1859808-como-funciona-a-engrenagem-das-noticias-falsas-no-brasil.shtml
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no works that exploit this data in the context of fake news detection context10.
Nonetheless, (ii) for the cases where there is no URL associetad with the news story
(i.e., Brazilian election dataset), first, we consider the anonymized identifier of the
user who shared a news story for the first time as a categorical feature. This identifier
incorporates the user’s locale code. Similarly, we capture the first WhatsApp group
in which it was posted. In a preliminary analysis, we found that only 10 users were
responsible for the first post of 23% of images fact-checked as fake, and that 44%
of these images had their first appearance in just 9 distinct groups. We conjecture
that these publisher dynamics provide valuable information, capable of capturing
any indication of a malicious and orchestrated action to intentionally spread fake news.

Credibility and trustworthiness (CRED). In this feature set, we introduce 5
(five) new features to capture aspects of credibility (or popularity) and trustworthi-
ness of domains11. Using Facebook’s API12, we collect user engagement metrics of
Facebook pages that published news stories (i.e. page talking about count and page
fan count). Then, we use the Alexa API to get the relative position of news domain
on the Alexa Ranking13. Furthermore, using this same API, we collect Alexa’s top
500 newspapers. Based on the hypothesis that some unreliable domains may try
to disguise themselves using domains similar to those of well-known newspapers,
we define the dissimilarity between domains from the Alexa ranking and news
domains in our dataset (measured by the minimum non-zero edit distance) as fea-
tures. Last, we use indicators of low credibility of domains compiled in [242] as features.

Bias cues (BIAS). The correlation between political polarization and spread of fake
news was explored in previous studies [219, 222]. In this thesis, for the US Election
dataset (i.e., BuzzFace), we use the political biases of news outlets as a single feature.
For the Health dataset, this feature has not been implemented. Last, for the Brazilian
election dataset, we infer the political biases of publishers WhatsApp groups accord-
ing to the following strategy: (i) we automatically parse the group description (i.e.,
group name) to check whether there is any information about its political bias. If so,
based on [67], we automatically label the group as “right”, “left” or “mainstream”. For
example, the group “#BOLSONARO PRESIDENTE” was assigned “right” as political

10We conduct a IP to ASN mapping using https://asn.cymru.com/cgi-bin/whois.cgi. and
exploit it as categorial feature.

11This group of features was implemented only for cases where there is a URL / domain associated
with a news story, i.e. the US election and Health datasets.

12https://developers.facebook.com
13https://www.alexa.com

https://asn.cymru.com/cgi-bin/whois.cgi.
https://developers.facebook.com
https://www.alexa.com
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bias since Jair Bolsonaro, back then a presidential candidate, is a right-wing partisan.
For cases where the description of the group does not provide any indication of its
political alignment, (ii) we manually inspect the group content, that is, the bias of
messages posted in them, in order to infer the political bias of group. This strategy
has been used in previous studies to quantify the biases of a given source [33, 219].
For cases where content from both biases is shared across the same groups, we label it
mainstream. In a preliminary analysis, we found that during the 2018 electoral period
right-wing groups were more active in the dissemination of content within WhatsApp.
Furthermore, an image posted in those groups is more likely to be associated with a
fake story than one posted in another group due to the imbalance between fake and
unchecked content. This corroborates with previous studies showing that right-wing
groups are more effective in using the social media tool to spread news, disinformation
and opinions [35].

4.1.3 Environment Features

Some features can be extracted from the environment such as user engagement metrics
and statistics from propagation dynamics.These features have been extensively used
in previous efforts [78], especially to better understand the phenomenon of fake news
[277]. Next, we detail the features from this category.

Engagement (ENGA). We use measurements from social interactions based on the
information available in each of the datasets: (i) in the US election dataset, we use
number of likes, shares and comments from Facebook users. (ii) the Health dataset
provides information from Twitter users, including number of replies, retweets, etc.
Moreover, for both, we compute these numbers within intervals from publication time
(900, 1800, 2700, 3600, 7200, 14400, 28800, 57600, 86400, 172800, 259200, 345600,
and 432000 seconds), summing up to 12 features. Last, (iii) considering the Brazilian
election dataset, we computed measures such as number of distinct users who posted
the same news story through image on WhatsApp, the number of distinct groups in
which the same news story was posted, and the total number of copies (shares) of the
same news story across all analyzed groups both, for messages containing fake news
stories and for messages with unchecked content.

External Propagation (EXPR). We also recover external propagation measures,
i.e., information about the dissemination of the news stories on the Web. To
accomplish this, we use the image associated with piece of news, i.e., the main image
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in the news story. Next, we use the information about pages with matching images
from the Google Vision API which returns information about websites that contain
images identical to an image provided as input. From the set of websites/domains that
published this image over the Web, we measured the volume of available, uncommon14,
and secure links (i.e., https).

Temporal Engagement Patterns (TEMP). Last, to capture temporal patterns
from user activity on digital platforms (i.e., Facebook, Twiiter, and WhatsApp), we
compute the rate at which shares/comments are made within intervals for the same
time windows defined before.

4.1.4 Novel and Disregarded Features

Despite our efforts to include all the features described before, a few of them could
not be included for few reasons. First, some datasets do not contain some pieces of
information (e.g., Brazilian election dataset does not contain information related to
news URLs – etc). In other words, features were extracted considering the availability
of the information in each of the datasets.

More importantly, 22 of the previously described features are novel. In particu-
lar, we proposed all features related to domain, including IP, latitude, longitude, and
domain credibility. We also proposed other features such as toxicity, safe search indi-
cators, external propagation measure (outside online digital platforms) and readability
to assess the writing style of news stories. Later on we show that some of these features
were proven valuable for fake news detection.

4.2 Feature Importance

Last, we evaluate the relative power of each feature in distinguishing fake news from
others (i.e., true/unchecked content) by ranking them w.r.t. the Information Gain
(IG) [21]. Table 4.3 summarizes the results, showing the rank of top-20 most discrim-
inative features according to this measure in each dataset (US and Brazilian elections
and Health datasets).

14To determine common links we used pre-defined suffixes: ‘.com’, ‘.net’, ‘.edu’, ‘.org’, ‘.mil’, ‘.gov’,
‘.br’ from https://www.domain.com/blog/2018/10/30/domain-name-types/

https://www.domain.com/blog/2018/10/30/domain-name-types/


4.2.
F
eat

u
r
e

Im
po

rta
n
c
e

49

Table 4.3: Feature importance in each dataset.

Top features by InfoGain (IG)
US Election (%) Brazilian Election (%) Health (%)

1 ip_to_asn_ASN2635 (source:PUBL) 19.0 count_web_dissemination_urls (env:EXPR) 9.3 toxicity (cont:SEMA) 4.7
2 share_count (env:ENGA) 3.9 web_dissem_accessible_links (env:EXPR) 5.1 count_shares (env:ENGA) 4.0
3 adverb (cont:LEXI) 2.6 web_dissem_foreign_uncom_domain (env:EXPR) 4.3 latitude (source:PUBL) 3.1
4 low_credibility (source:CRED) 1.9 acc_259200 (env:ENGA) 3.8 count_low_word (cont:LEXI) 3.0
5 compare (cont:LEXI) 1.8 count_groups (env:ENGA) 2.9 users_count (env:ENGA) 2.9
6 Dict words from LIWC (cont:LEXI) 1.8 Dict words from LIWC (cont:LEXI) 1.8 relativ (cont:PSYC) 2.3
7 Clout (cont:PSYC) 1.7 Dic (cont:LEXI) 2.1 ranking_position_alexa (source:CRED) 2.2
8 reaction_count (env:ENGA) 1.6 Bridge (cont:SEMA) 2.0 img_count_labels (cont:IMAG) 2.1
9 Period (cont:LEXI) 1.6 ingest (cont:PSYC) 1.9 Dict words from LIWC (cont:LEXI) 2.0
10 senten_info_complex_words_dc (cont:SYNT) 1.5 count_low_word (cont:LEXI) 1.8 sentence_info_characters (cont:SYNT) 2.0
11 readability_index_ARI (cont:SYNT) 1.5 toxicity (cont:SEMA) 1.8 insight (cont:PSYC) 1.8
12 sentence_info_type_token_ratio (cont:SYNT) 1.5 Quote (cont:LEXI) 1.7 seqMatch_top_newsp_alexa (source:CRED) 1.6
13 swear (cont:LEXI) 1.4 img_faces (img_has_faces) (env:IMAG) 1.7 AllPunc (cont:LEXI) 1.5
14 words per sentence (cont:LEXI) 1.3 img_count_labels (cont:IMAG) 1.6 Sixltr, Words > 6 letters (cont:LEXI) 1.5
15 readability_coleman_liau_index (cont:SYNT) 1.3 Sixltr (cont:LEXI) 1.6 web_dissem_accessible_links (env:EXPR) 1.5
16 ppron (cont:LEXI) 1.3 img_count_objects (cont:IMAG) 1.6 readability_dale_chall (cont:SYNT) 1.4
17 verb (cont:LEXI) 1.3 political_bias_right (source:BIAS) 1.6 readability_LIX (cont:SYNT) 1.4
18 average_hashtags_by_comments (cont:LEXI) 1.2 anger (cont:PSYC) 1.5 time (cont:PSYC) 1.3
19 acc_1800 (env:TEMP) 1.1 number (cont:LEXI) 1.4 readability_gunning_fog (cont:SYNT) 1.3
20 ip_to_asn_ASN32244 (source:PUBL) 1.1 cogmech (cont:PSYC) 1.4 function (cont:LEXI) 1.3
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Note that the 20 most discriminative features in each dataset are distributed
among the three categories, i.e., content, source, and environment, underlining the
need to use all of them. Moreover, we observe a trend for all datasets: the content
features are the majority, followed by environment and source-related ones. Although
the number of features extracted from content is larger, this highlights how important
they are for detecting fake news, especially those related to semantic aspects. For
instance, there are several news items that are labeled as fake simply because they
present information, in some cases even true, but out of context. In summary, the IG
results suggesting that our features are useful for fake news detection purposes.

4.3 Summary

In addition to exploring the main features proposed in the literature for fake news
detection, in this chapter we presented a new set of features. In total, we computed a
total of 199, 177, and 193 features using data from the US election, Brazilian Election
and, Health datasets, respectively. We also evaluated the importance of these features
for fake news detection using the selected datasets (i.e., data from US and Brazilian
elections, and Health) by ranking them w.r.t. the Information Gain (IG). The results
reveal that our implemented features can be useful to detect fake news, which we will
investigate more deeply and comprehensively in the following sections. Thus, in the
next chapter, we use all these implemented features and selected datasets to assess the
ability of current supervised machine learning approaches to correctly classify a news
story as fake.



Chapter 5

Prediction Performance of Fake
News Detection

Although fake news detection is not a new problem1, recently, this issue gained a lot of
strength and its impact in areas, such as politics, has attracted the attention of various
researchers who are interested in verifying whether this type of content can, inclusively,
manipulate the results of an election [139]. Hence, there is a growing number of studies
that attempt to provide a solution to the problem [53, 257, 276, 282].

However, they are mostly concurrent work, which propose complementary solu-
tions and features to train a classifier using data from a specific context, providing hints
and insights that are rarely or never tested together. Thus, it is difficult to gauge the
potential that supervised models trained from features proposed in recent studies have
for detecting fake news. While a fully automated approach for the fake news problem
can be quite controversial and is still open for debate, a pertinent research question is:
What is the prediction performance of current approaches and features for automatic
detection of fake news in different scenarios?

To answer this question, in this chapter, we explore the selected datasets from
different scenarios (Chapter 3), the main features for fake news detection and the new
ones proposed here (Chapter 4) to evaluate and compare different solutions to the
problem, assessing the prediction performance of current supervised machine learning
approaches. Thus, Section 5.1 describes our experimental setup including metrics used
to evaluate our results (Section 5.1.1), the classification methods adopted in this work
(Section 5.1.2) and then some other details (Section 5.1.3). Last, the results obtained
and a discussion of our findings are presented in Section 5.2. Overall, our results show

1http://www.politico.com/magazine/story/2016/12/fake-news-history-long-violent-2
14535
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that the prediction performance of features combined with existing classifiers has a
useful degree of discriminative power for detecting fake news.

5.1 Experimental Setup

According to the reasons previously mentioned and to our definition of ‘Fake News
Detection’ in Section 2.2.3, in this thesis, we explore a binary classification version
task. Thus, the algorithm learns a classification model from a set of previously labeled
(i.e., pre-classified) data, and then applies the acquired knowledge to classify new
(unseen) news into two classes: fake and non-fake. Based on that, we describe in the
next subsections details of the experimental setup adopted in this work.

5.1.1 Evaluation Metrics

To assess the effectiveness of our classification strategy, we adopted metrics commonly
used in Machine Learning and Information Retrieval [21, 292]: Precision (P), Recall
(R) and F1 by class, MacroF1, and Area Under the Curve (AUC). In this thesis, all
these metrics were computed using scikit-learn2, an open machine learning library in
Python. To explain these metrics in our context, we present the following confusion
matrix [206], in Table 5.1.

Table 5.1: Example of confusion matrix.

Predicted
Fake Not Fake/Unchecked

Real Fake a b
Label Not Fake/Unchecked c d

Each letter in the Table 5.1 represents the number of instances that are actually
in class X and predicted as class Y, where {X;Y} ∈ {fake and not fake/unchecked}.
Recall (R) of a class X is the ratio of the number of elements correctly classified as X
to the number of known elements in class X. Precision (P) of a class X is the ratio of
the number of elements classified correctly as X to the total predicted as the class X.
For example, the precision of the fake news class is computed as: P (fake) = a/(a+ c);
its recall, as: R(fake) = a/(a+ b); and the F1 measure is the harmonic mean between
both precision and recall. In this case, F1(fake) = 2P (fake)·R(fake)

P (fake)+R(fake)
.

We also compute a variation of F1, namely, Macro-F1, which is normally re-
ported to evaluate classification effectiveness on skewed datasets. Macro-F1 values are

2http://scikit-learn.org

http://scikit-learn.org
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computed by first calculating F1 values for each class in isolation, and then averaging
over all classes. Macro-F1 considers equally important the effectiveness in each class,
independently of the relative size of the class. Thus, accuracy and Macro-F1 provide
complementary assessments of the classification effectiveness. Macro-F1 is especially
important when the class distribution is very skewed, to verify the capability of the
method to perform well in the smaller classes, which occurs in our scenario.

In addition, from this confusion matrix in Table 5.1 we can compute the False
Positive Rate (FPR) (fall-out) that corresponds to the number of elements in class X
that are mistakenly considered as Y , with respect to all elements in class X. Thus, the
higher FPR, the more elements in class Y will be missclassified. For instance, FPR of
the fake news class is computed as: FPR(fake) = b/(a + b). Then we can combine
the FPR and recall (R), also called True Positive Rate (TPR), into one single metric,
the Area under ROC curve (AUC). The Area under ROC curve is a metric for binary
classification and often used as a measure of quality of the models’ performance.

We compute the two first metrics with many different thresholds, with the FPR
values on the abscissa and the TPR values on the ordinate. The resulting curve is
called Area Under Curve (ROC curve), and the metric we consider is the AUC of this
curve. The AUC of a classifier is equal to the probability that the classifier will rank a
randomly chosen element in class X (positive) higher than a randomly chosen element
in class Y (negative).

5.1.1.1 Winning Number

We also resort to a performance measure proposed by Qin Tao et al. [208], called
winning number to assess the most competitive classifiers (or methods) among of can-
didates, given a pre-defined task they have to perform. In our context, the task is to
classify news as fake or not fake/unchecked. That is, the winning number of a method
i in the context of a performance measure M , is given as:

Si(M) =
n∑

j=1

n∑
k=1

1Mi(j)>Mk(j) (5.1)

where j is the index of a dataset, i and k are the indices of a classifier, Mi(j) is the
performance (position) of the i− th method on j − th dataset in terms of measure M ,
and 1Mi(j)>Mk(j) is the indicator function:

1Mi(j)>Mk(j) =

{
1 if Mi(j) > Mk(j),
0 otherwise.

(5.2)



54 Chapter 5. Prediction Performance of Fake News Detection

Therefore, the larger Si(M) is, the better the i− th classifier performs compared
to the others. The results of this analysis will be presented in next sections.

5.1.2 Classifiers

We analyzed five different and widely used machine learning algorithms in our
experiment: k-Nearest Neighbors (KNN) [57], Naive Bayes (NB) [164], random
forests (RF) [31], non-linear Support Vector Machine with the Radial Basis Function
(SVM) [122] and, XGBoost (XGB) [46]. We do not include a neural network model
for the following reasons: (i) we already have a large number of hand-crafted features
for the dataset size – i.e., the datasets that we use are small; (ii) although previous
works that employ neural networks exhibited robust performance [283], they lack the
explanability achieved with feature engineering that can be useful to understand “the
structure of fake news”, which we intend to explore in this thesis.

The k-Nearest Neighbors (KNN) is a classification method that performs a selec-
tion of k closest training examples in the feature space to assign a label to a unlabeled
instance. Naive Bayes (NB) methods are a set of supervised learning algorithms based
on applying Bayes’ theorem with the “naive” assumption of conditional independence
between every pair of features given the value of the class variable. The random
forests (RF) classifier is a variation of a bagging of decision trees: it is an ensemble
of low-correlated decision trees built by a random attribute selection to compose the
decision nodes. The non-linear Support Vector Machine with the Radial Basis Func-
tion (SVM) constructs a hyperplane or set of hyperplanes in a high-dimensional space,
which can be used for classification by separating the training instances with maxi-
mum distance (margin) in different classes, in our case, fake and not fake/unchecked.
Finally, XGBoost (or simply, XGB) is short for eXtreme Gradient Boosting. It is an
optimized distributed gradient boosting library designed to be highly efficient, flexible
and portable. It implements machine learning algorithms under the Gradient Boosting
framework.

5.1.3 Experimental Details

The predictive performance of models was measured using a 5-fold cross-validation
method. The entire 5-fold cross validation was repeated 10 times with different seeds
used to shuffle the original dataset, thus producing 50 different results for each test.
Thus, the results reported are averages of the 50 runs with 95% confidence intervals.
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Last, the best parameters of methods were obtained using a grid search strategy whose
implementation, as well as that of all classifiers, is available in scikit-learn3.

5.2 Classification Results

Table 5.2 shows the empirical results obtained with 95% confidence intervals from the
fitted models using all features previously described (see Table 4.2) in each dataset of
interest. Overall, we note that the classifiers yield results with some variations across
the datasets from different scenarios. Nonetheless, we observe a trend: for all datasets
XGB classifier is always among the best performing methods.

Regarding the US election dataset, the best results were obtained by RF and XGB
classifiers, statistically tied with 0.80 (±0.015) and 0.79 (±0.019) for MacroF1 and 0.86
(±0.019) and 0.87 (±0.009) for AUC, respectively. Furthermore, XGB is also the best
performing strategy considering the Brazilian election dataset, with 0.97 (±0.001) and
0.82 (±0.026) for MacroF1 and AUC, respectively. Last, SVM also appears among
the best classifiers in the Health dataset with 0.59 (±0.017) and 0.64 (±0.015) for
MacroF1 and AUC. However, it is statiscally tied with XGB classifier that, considering
the Health dataset obtained 0.59 (±0.015) and 0.62 (±0.019) for MacroF1 and AUC,
respectively.

As we earlier present in Chapter 1 of this thesis, we include the Heatlh dataset as
way as to compare our results and measure the potential of our features for fake news
detection in a scenario different from politics. However, we note that the proposed
and implemented features are not ideal for finding health fake news. The models
performed poorly in comparison with results in other datasets, w.r.t. all evaluation
metrics, indicating a possible dependency between the task of detecting fake news and
the context.

Also, observing F1 by class, we note that all classifiers are better at classifying
news as “not fake/unchecked” in comparison with “fake”. This occurred for all datasets
analyzed. Note that all datasets provide fewer data labeled as “fake”. We believe that
this best represents the real world, where the proportion of fake news fabricated and

3http://scikit-learn.org

http://scikit-learn.org
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Table 5.2: Experimental results of different classifier algorithms for selected datasets.

Dataset Classifier Fake Not Fake/Unchecked MacroF1 AUC.P R F1 P R F1

US Election

KNN 0.62±0.187 0.17±0.108 0.23±0.111 0.85±0.012 0.96±0.031 0.90±0.010 0.78±0.014 0.84±0.009
NB 0.00±0.000 0.00±0.000 0.00±0.000 0.83±0.000 1.00±0.000 0.91±0.000 0.75±0.001 0.81±0.015
RF 0.51±0.080 0.29±0.138 0.33±0.109 0.86±0.016 0.93±0.045 0.90±0.016 0.80±0.015 0.86±0.019
SVM 0.60±0.085 0.12±0.024 0.20±0.036 0.84±0.003 0.98±0.007 0.91±0.003 0.78±0.007 0.84±0.015
XGB 0.60±0.195 0.15±0.096 0.22±0.115 0.85±0.012 0.97±0.021 0.90±0.004 0.79±0.019 0.87±0.009

Brazilian Election

KNN 0.00±0.000 0.00±0.000 0.00±0.000 0.97±0.000 1.00±0.000 0.98±0.000 0.95±0.000 0.63±0.030
NB 0.00±0.000 0.00±0.000 0.00±0.000 0.97±0.000 1.00±0.000 0.98±0.000 0.95±0.000 0.64±0.003
RF 0.00±0.000 0.00±0.000 0.00±0.000 0.97±0.000 1.00±0.000 0.98±0.000 0.96±0.001 0.71±0.059
SVM 0.00±0.000 0.00±0.000 0.00±0.000 0.97±0.000 1.00±0.000 0.98±0.000 0.95±0.001 0.46±0.105
XGB 0.40±0.043 0.07±0.017 0.03±0.030 0.97±0.000 1.00±0.000 0.98±0.004 0.97±0.001 0.82±0.026

Health

KNN 0.57±0.132 0.04±0.011 0.07±0.019 0.67±0.003 0.98±0.012 0.80±0.004 0.56±0.006 0.61±0.013
NB 0.00±0.000 0.00±0.000 0.00±0.000 0.67±0.000 1.00±0.000 0.80±0.000 0.53±0.001 0.55±0.024
RF 0.35±0.164 0.07±0.080 0.11±0.010 0.68±0.011 0.96±0.044 0.79±0.010 0.56±0.028 0.61±0.019
SVM 0.56±0.055 0.11±0.031 0.18±0.048 0.68±0.008 0.96±0.011 0.80±0.006 0.59±0.017 0.64±0.015
XGB 0.50±0.059 0.12±0.059 0.19±0.070 0.68±0.005 0.93±0.042 0.78±0.011 0.59±0.015 0.62±0.019
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shared is small compared to the large volume of news generated every day. However,
with less data labeled as “fake” to train the classifiers, they are naturally worse at
distinguishing them from others, highlighting that detecting fake news is not a trivial
task.

Last, as an initial attempt to investigate the practical potential of these ap-
proaches for detecting fake news, we inspect the ROC curve for the best classifiers in
each dataset as shown in Figure 5.1. We observe that it is possible to choose a threshold
to correctly classify most of fake news (true positive rate ≈ 1), while misclassifying 40%
and 55% of the true/unchecked content considering data from the US and Brazilian
elections, respectively (false positive rate ≈ 0.40 and ≈ 0.55). For the Health dataset,
the results reinforce that the models are not useful for correctly identifying health fake
news.

In the next section, we present the results of the winning number score achieved
for all classifiers in the labeled datasets.

5.2.1 Winning Numbers

The winning number measure tries to assess the most competitive methods among a
series of candidates, given a large series of pre-defined tasks they have to perform. By
Equation 5.1, the highest winning number that could be achieved by each classifier is 15.
Table 5.3 presents the results of winning score, in which we consider the performance
metric MacroF1 and AUC.

In Table 5.3, the top classifier is XGB, followed by RF, SVM, KNN, and NB.
This means that XGB method performs well across datasets when it comes to cor-
rectly distinguish fake news from others (i.e., not fake/unchecked). This suggests that
XGB would be preferable in situations in which a preliminary evaluation has to per-
form. However, it is important to note that some supervised classification results are
considerably low (e.g., considering the Health dataset), still leaving a large gap for the
development of better solutions for fake news detection.

Table 5.3: Winning points ranking for MacroF1 and AUC.

Classifier MacroF1 Winning Score AUC Winning Score
XGB 15 15
RF 12 12
SVM 11 9
KNN 9 8
NB 5 5
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(a) US election - XGB classifier
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(b) US election - RF classifier
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(c) Brazilian election - XGB classifier
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(d) Health - XGB classifier
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(e) Health - SVM classifier

Figure 5.1: For the US and Brazilian elections datasets, it is possible to correctly classify
almost all of fake news with only 40% and 55% of false positive rate, respectively.
Regarding Health dataset, the results show that the models are not useful for correctly
identifying health fake news.
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5.3 Summary

In this chapter, we explored the prediction performance of current approaches and
features for the automatic detection of fake news. Particularly, considering our surveys
on existent datasets and features for fake news detection in Chapter 4, we explored
the selected datasets, including the one proposed here, the main features for fake news
detection, and proposed new ones to evaluate and compare different supervised machine
learning approaches, assessing their prediction performance in the task of automatically
identify fake news in different scenarios. Our results provide an interesting perspective
on the current prediction performance of supervised machine learning approaches for
fake news detection. For instance, our best classification results for the US election
dataset considering MacroF1 (i.e., RF and XGB, statistically tied with 0.80 ± 0.015
and 0.79 ± 0.019, respectively and AUC (i.e., 0.86 ± 0.019 and 0.87 ± 0.011 for RF
and XGB, respectively) as evaluation metrics reveal that these classifiers are accurate
for the fake news detection task. The same can be observed for the Brazilian election
dataset (i.e., 0.97 ± 0.001 and 0.82 ± 0.026 obtained by XGB, considering MacroF1
and AUC respectively). Moreover, inspecting the ROC curve, we note that we are
able to correctly classify nearly all of the fake news in the US and Brazilian elections
datasets, misclassifying about 40% and 55% of true/unchecked news stories, which is
already sufficient to help fact-checkers, especially in the identification of news stories
that are worth investigating, reducing their search space for suspicious news. Last, our
results also reveal that the implemented features are not useful to identify health fake
news. Hence, we did not include the Health dataset in the rest of the analyses of this
thesis.

Overall, although the prediction performance of proposed features combined with
existing classifiers already has a useful degree of discriminative power for detecting fake
news from political context, there is a still large space for improvement. First, little
is known about the discriminating power of features for fake news detection, either
individually or when combined with others. Moreover, explaining the predictions made
by classifiers can be useful to the understanding of the influence of each of the features
on the outcomes of the classifiers helping the experts in the fact-checking process. We
explore these explanations in the next chapter. Particularly, in order to provide a
better understanding of the fake news phenomena, we explore the XGB classifier that
obtained the best results among a set of classifiers tested and propose a framework for
quantifying the informativeness of features for fake news detection using the US and
Brazilian elections datasets. In addition, we provide explanations on how these features
are used in the decisions taken by computation models designed to detect fake news,
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allowing us to understand their utility considering different scenarios in the political
context.



Chapter 6

Informativeness of Features for
Fake News Detection

As previously introduced in this thesis, in our study on RG1, we conducted a systematic
survey that identified existing features for fake news detection (see Chapter 4). In
addition, we proposed new ones and explored the prediction performance of current
supervised machine learning approaches using all these features combined considering
data from different scenarios. Our results reveal that the use of supervised machine
learning for this task is promising, and the proposed solutions can be used especially
in assisting fact-checkers in identifying stories that are worth investigating.

However, little is known about the discriminative power of features proposed
in the literature, either individually or when combined with others. Some may be
adequate for pinpointing fake news with specific patterns, while others are more general
but not discriminative. Moreover, while explaining the decisions made by the proposed
models is central to understanding the structure of fake content, this discussion is often
left aside. In this chapter, we address all these issues.

Specifically, towards our second research goal (see RG2 in Chapter 1), we want
to provide answers to the following questions: Do we need all features for fake news
detection, or should we focus on a smaller set of more representative features? Is there
a trade-off between feature discriminative power and robustness? Is there a clear link
between features and the patterns of fake news they can detect?

To answer these questions, we propose a framework for quantifying the informa-
tiveness of our implemented features for fake news detection (see Chapter 4) considering
our data from the US and Brazilian elections. Since these features may have a variety of
complex nonlinear interactions, we employ a fast and effective classification algorithm
and with significant flexibility. Finally, we propose and perform an unbiased search
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for models, so that each model is composed of a set of randomly chosen features. We
enumerated roughly 400K and 300K models for each scenario analyzed (i.e., the US
and Brazilian elections, respectively), enabling to perform a unique macro-to-micro
investigation of the considered features.

Based on our proposed framework for quantifying the informativeness of features,
our analysis unveils the real impact of a slew of features for fake news detection con-
sidering the scenarios analyzed. Particularly, our results show that: (i) our unbiased
model exploration reveals how hard fake news detection is, as regarding the 2016 US
election dataset, only 2.2% of the models achieve a detection performance higher than
0.85 in terms of the area under the ROC curve (AUC). On the other hand, using data
from the 2018 Brazilian election, the models achieved detection performance lower
than 0.85 (the best model achieved 0.84 in terms of AUC); (ii) among the best mod-
els, we found that some features appear up to five times more often than others; (iii)
we distinguish a small set of features that are not only highly effective to build high-
performance models, but also contribute the most to increase the robustness of the
models in the different scenarios, and; (iv) we represent models in a high dimensional
space, so that models that output similar decisions are placed close to each other. We
then cluster the model space, and a centroid analysis reveals that prototype models are
very distinct from each other. Our cluster analysis by AUC corroborates with these
results. For centroids prototypes, we present an explanation of factors contributing to
their decisions. Our findings suggest that models within different groups separate fake
from real content based on several different reasons.

Additionally, we emphasize that this study is not about proposing the best com-
bination of features or the best classification model, but rather about investigating
features’ informativeness and simple models that can be generated from them to iden-
tify fake news in different scenarios, as well as using these models to explain predictions
made for news stories.

Next, we describe our framework for quantifying the informativeness of features
for fake news detection, including experimental setup. Finally, we present our results
and implications of our findings.

6.1 Framework for Quantifying the Informativeness

of Features for Fake News Detection

Figure 6.1 presents an overview of our framework for quantifying the informativeness
of features for fake news detection. The framework can be divided into three main
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Figure 6.1: Overview of our framework for quantifying the informativeness of features
for fake news detection.

steps: Step 1 involves unbiased generation of models from some inputs: a classification
algorithm, the implementation of features using a specific dataset and the definition of
metrics that will be used to evaluate models’ performance.

Then, Step 2 consists of quantifying informativeness of features based on models’
predictions. Additionally, this step can be executed considering some additional filter or
criteria for the selection of models that will be analyzed. For instance, the model with
the best performance according to some evaluation metric or representative models of
clusters.

Finally, Step 3 provides an explanation of factors contributing to model decisions,
thus promoting civic reasoning by complementing our ability to evaluate digital content
and reach warranted conclusions. Next, we describe how we tackle each of these steps
in this thesis.

6.2 Step 1: Unbiased Model Generation

There are some inputs for unbiased model generation, as introduced previously by
Figure 6.1, that we hereafter present.

Features and data: We consider our 199 and 177 implemented features for fake news
detection (see Chapter 4) using the US and Brazilian elections datasets, respectively.

Classification algorithm: The features we consider may have a variety of complex
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nonlinear interactions. Capturing these interactions requires a classification algorithm
with significant flexibility. For this reason, we chose gradient boosting machines. The
main idea of gradient boosting machines is to combine multiple models into a stronger
one. Specifically, models are iteratively trained so that each model is trained on the
errors of the previous models, thus giving more importance to the difficult cases. At
each iteration, the errors are computed and a model is fitted to these errors. Finally,
the contribution of each base model to the final one is found by minimizing the overall
error of the final model. Fitting the base models is computationally challenging so we
used a recent, high-performance implementation of gradient boosting machines, the
XGB [46], which was the best performing method according to our experiments in the
last chapter.

Evaluation: In order to evaluate how accurate the learned models are, in this section
we compute the area under the ROC curve (or simply, AUC [21]), which considers the
precision-recall trade-off. As mentioned in Section 5.1.1, the AUC is an estimate of
the probability that a model will rank a randomly chosen fake news case higher than
a randomly chosen fact case. The AUC is robust to class imbalance and considers all
possible classification thresholds.

Our unbiased model generation: The exact approach to assess the real impact of
features for fake news detection would require exhaustive enumeration of all possible
combination of features, so that one model is obtained for each combination of features.
Obviously, inspecting all possible subsets of features is computationally prohibitive.
Instead, we sample the model space by randomly selecting the features that compose
a model considering each of the analyzed dataset.

Then, according to Figure 6.1, in Step 1 we propose a framework to explore the
spaceM of models that can be generated from a set of features considering a specific
dataset. Even if we consider a single class of models, fix the model parameters, and limit
the maximum number F of features in a model, the set of possible models is still 2F−1.
Strategies based on forward or backward feature selection favor features selected early
on and thus are inadequate for assessing the relative importance of features in the model
space. Sampling models uniformly from this space is not desirable either, as models
with different number of features may have very different sampling probabilities. Our
framework compensates for the lower prevalence of very small and very large models
by sampling the same number of models for different number of features. Moreover,
each feature occurs exactly the same number of times in the generated model set.

Specifically, we begin by enumerating all possible 1-feature and 2-feature models
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(199 and 19,701 models in the US election dataset, and, 177 and 15,576 models in the
Brazilian election dataset, respectively). Next, we take each of the 2-feature models
and include one new feature chosen uniformly at random, so as to build 3-feature
models. This step is repeated until we reach models composed of 20 features1 (a total
of 374,518 and 296,121 models considering the US and Brazilian elections datasets,
respectively). In each step, we ensure that each feature is included the same number of
times and that no feature appears twice in a model. This compensates for the smaller
number of few-feature models by keeping the number of models constant regardless of
the number of features. We further present that this number of features (i.e., up to 20)
allows us to generate models with better performance compared to the best results we
obtained in the previous chapter.

Experimental setup: Similar to our experiments presented in the last chapter, for
each XGB model, we perform a 5-fold cross-validation. The dataset is partitioned into
five partitions, out of which four are used as training data, and the remaining one is
used as the validation-set. The process is then repeated five times with each of the
sets used exactly once as the validation-set, thus producing five results. Hence, the
reported AUC values are averaged over the five runs. Furthermore, we employ the
mean absolute deviation (MAD) in order to get sense of how spread out the AUC
values are through the five validation sets. Therefore, for each XGB model, we have
an estimate of its predictive accuracy and variability.

6.3 Step 2: Informativeness of Features for Fake

News Detection

In this section, we describe the results of the experiments as part of the Step 2 of our
proposed framework for quantifying the informativeness of features for fake news de-
tection using data from the 2016 US and 2018 Brazilian elections. They are designed to
answer our research questions. In Section 6.3.1, we investigate the predictive accuracy
and variability of features. Then, in Section 6.3.2, we focus on the best performing
models in order to evaluate models in terms of effectiveness and variability. Finally, in
Section 6.3.3, we cluster the model space according to the features in each model, and
we conduct an investigation to understand the role features play in the model decisions.

1This number was defined based on the experimental analyzes available in the Appendix B of this
thesis.
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6.3.1 Features: Accuracy and Variability

We quantify the predictive accuracy of a feature by considering all models in which
the feature was included. Particularly, the predictive accuracy of a feature is given
as the average AUC value of all models in which the feature was included. Similarly,
the variability of a feature is given as the average MAD value of all models in which
the feature was included. Figure 6.2 shows how features are distributed in terms of
predictive accuracy and variability considering the US and Brazilian elections datasets.
We observe that there is a small number of features for which the predictive accuracy is
significantly higher. Specifically for the US election dataset (Figure 6.2(a)), around 3%
of the considered features are included into models in which the average AUC values
are higher than 0.85. For the Brazilian election dataset (Figure 6.2(c)), approximately
3% of these features are included into models with AUC > 0.70, on average. In both
datasets, most features are associated with significantly lower average AUC values.
The same trend is observed when we investigate the distribution of features in terms
of variability. Around 2% of the considered features are associated with relatively
low variability in the US election dataset (Figure 6.2(b)). Considering the Brazilian
election dataset, as shown in Figure 6.2(d), this percentage is slightly higher (around
3%).

6.3.2 Top 10 % Models: Accuracy and Variability

Now we investigate whether relatively simple models (composed by up to 20 features)
can perform consistently well across the datasets. In order to do so, we take the top
10% models w.r.t. AUC. Among the best performing models, we are interested in those
that exhibit low variability.

Figure 6.3 shows a scatter plot of the top 10% models w.r.t AUC, each represented
by a dot. Each dot’s diameter is proportional to the ratio between the respective
model’s AUC mean and variability. We show 2D t-SNE representations [160] for the
sake of easy visualization. Cartesian coordinates of each dot center are obtained from
the vector of the probabilities assigned by the model to each fake news case in the
validation set.

First, we note that the mean AUC is in the range [0.858, 0.885] and [0.738, 0.839]

for the US and Brazilian elections datasets, respectively. Therefore, the different diam-
eters are mostly due to AUC’s variability. For the US election dataset, we observe the
presence of very few models with excellent performance on average (yellow dots, AUC
> 0.88), but with high variability. On the other hand, there are many models with
lower variability, but with lower average AUC values (medium-sized purple and blue



6.3. Step 2: Informativeness of Features for Fake News Detection 67

Feats (by AUC mean)
0.800

0.825

0.850
AU

C 
(M

ea
n)

(a) US election − PA

Feats (by AUC var.)

0.015

0.020

AU
C 

(V
ar

ia
bi

lit
y)

(b) US election − VR

Feats (by AUC mean)
0.65

0.70

0.75

AU
C 

(M
ea

n)

(c) Brazilian election − PA

Feats (by AUC var.)

0.035

0.040

0.045
AU

C 
(V

ar
ia

bi
lit

y)

(d) Brazilian election − VR

Figure 6.2: Distribution of features. Left − Predictive accuracy (PA). Right − Vari-
ability (VR).

models, AUC < 0.865). Finally, there are some models with a good trade-off between
performance and variability (pinkish dots, AUC ≈ 0.87). Considering the Brazilian
election dataset, we observe the presence of few models with good performance on av-
erage (yellow dot, AUC > 0.83 and orange dots, AUC > 0.80). Also, there are many
models with lower average AUC values (blue and purple dots, AUC < 0.775). Overall,
the models have high variability. There is a single model with lower variability but also
with lower average AUC value (pinkish dot, AUC ≈ 0.79). We further discuss these
cases.

To better understand the relationship between features and model performance in
each of the datasets, we take the best performing models and compute the prevalence
of features. Also, to understand the relationship between them and AUC variability,
we take, from the top performing models, the 10% with the highest and 10% with the
lowest variability and compute the prevalence of features in these sets. We present the
results in the next sections.
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Figure 6.3: Each point corresponds to a model. Color indicates the AUC value. The
diameter indicates variability (i.e., the larger the diameter the lower is the variability).
Models are placed according to the probabilities they assign to fake news cases. We
show 2D t-SNE representations for the sake of easy visualization.
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6.3.2.1 Accuracy

Considering models with the highest AUC values (the top 10% best models) and the
following analyzed datasets, we discover the following.

US election dataset. Features that capture information regarding news publisher,
including location and credibility of domains (e.g., publisher/domain (54%), ranking
position of domain from Social Alexa (39%), page reactions from users on digital plat-
forms (22%), IP (ASN) associated with domain (20%), etc.), are very frequent in this
group of models. Moreover, features extracted from the environment (i.e., from digital
platforms), are also more frequent (e.g., the number of shares (35%) and reactions
count (29%)). Finally, features that capture political bias of news outlet (i.e., main-
stream, left-leaning, and right-leaning (39%)) are quite prevalent in the best models.
On the other hand, character level, word-level and sentence-level features (e.g., count)
are less frequent in best models (7% of models on average).

Brazilian election dataset. Features extracted from the environment (i.e., from
digital platforms andWeb) are more frequent (e.g., information about the dissemination
of the stories on the Web (80%), number of Websites that published the news story
over the Web (38%), number of shares (17%) and users that disseminated the news
story (20%), etc). Also, information regarding semantic structure of news story (e.g.,
image labels (22%), toxicity (18%), image safe search (17%), etc) and news publisher
(e.g., the first group in which the news story was posted (17%)) are very frequent.
Last, character level, word-level and sentence-level features (e.g., number of articles,
prepositions and punctuations) are less frequent in best models in the Brazilian election
dataset (8% of models on average).

6.3.2.2 Variability

In terms of variability among the best models, we observe that:

US election dataset. While features from the digital platforms (e.g., share count
(8%)) and readability indicators (8%) are very frequent in models with low variability,
features from user engagement (from digital platforms) and source (e.g., Facebook page
(5%) and political bias (6%)), occurred more often in models with high variability.
Word level-features are very frequent both in models with high and low variability.

Brazilian Election Dataset. Features that capture information regarding subjectiv-
ity of text (8%), semantic structure (8%), political bias (7%) and information about the
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dissemination of the news stories on the Web (8%) are very frequent in models with low
variability. On the other hand, features extracted from the environment (e.g., number
of shares on first 432000 seconds (6%)), are frequent in models with high variability.
Also, Word level-features and sentence-level features (e.g., readability indicators) are
very frequent both in models with high and low variability.

In summary, we conclude that there are many combinations of features that yield
models with high performance and low variability. In the next section, we investi-
gate whether these models are redundant (i.e., identify similar sets of fake news) or
complementary.

6.3.3 Clustering the Model Space

In order to understand whether the top 10% models cover different regions of the space
of fake news considering the two datasets analyzed, we cluster them from one hot vector
representations that indicate which features are present in each model. To cluster these
models, we use the standard K-Means algorithm based on Euclidean distances [16],
which divides the set of coalitions into K disjoint clusters. The distance between the
coalitions is given by their euclidean distances. To find the optimum value of K, we
use the Silhouette Score [226], which measures, on average, how tightly grouped all the
members in different clusters are, and selects the value of K, for which the Silhouette
Score is the highest. In this thesis, we use K = 6 for the US election dataset, and
K = 4 for the Brazilian election dataset. The sizes of the resulting clusters vary from
4,012 to 8,391 (mean 6,241 and std. dev. 1,529) and from 2,908 to 8,517 (mean 5,922
and std. dev. 1,846) for the US and Brazilian elections datasets, respectively.

Once again, we embed the models in a 2D space based on the probabilities as-
signed to fake news cases and color code the models according to the cluster they
belong to. Hence cohesive clusters indicate that models within the same cluster are
better at identifying fake news with specific patterns. If this is the case, models that
belong to the same cluster (i.e., share similar features) are expected to be close to each
other in the embedding, indicating that they assign similar scores to the fake news in
the test set. In fact, this is what we observe in Figure 6.4 for both datasets. Next, we
analyze which types of features best describe each cluster.

6.3.3.1 Describing Clusters in Terms of Types of Features

When we focus on the analysis of the top 10% performing models in each dataset, fea-
tures no longer appear with the same frequency. In addition, clusters include different
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Figure 6.4: t-SNE representations of models based on the scores associated to each
fake news in the validation set in each dataset. Colors indicate clusters found from
binary vectors indicating which features were used in each model. Proximity between
models from the same cluster suggest correlation between features used and fake news
correctly detected.
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Figure 6.5: Descriptions of clusters in terms of feature sets, represented as segments.
Segment lengths are normalized Ri,t ratios and indicate how much more/less often
features of type t appear in cluster i than in a random null model.
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number of models, each of which can include any number of features. In order to com-
pare the frequency of specific types of features across clusters, we define a (random)
null model. This allows to determine how much more (less) often than expected a given
feature type appears in a cluster.

Let Ci,t be the number of times features of type t appear in models from cluster i
for t ∈ BIAS, CRED, . . . , TEMP and i = 1, . . . , 4 or 6 (considering the Brazilian and
US elections datasets, respectively). Multiple features of the same type are counted
multiple times. Also, let Ci =

∑
tCi,t be the total number of features in cluster i.

Denote by Nt =
∑

iCi,t the number of times features of type t appear among the top
10% performing models. The expectation of Ci,t if features were assigned to clusters
completely at random is CiNt/

∑
tNt. Therefore, the ratio Ri,t = Ci,t/(CiNt/

∑
tNt)

measures how much more (less) often features of type t appear in cluster i than in a
random null model.

Figure 6.5 shows ratios Ri,t normalized for each cluster i (i.e., divided by
∑

tRi,t).
Normalized ratios allow to identify which types of features better describe each cluster
considering both datasets. Regarding the US Election dataset (Figure 6.5(a)), we note
that clusters comprise combinations of features types in different proportions. Also,
we observe that all clusters use features from all features types, except for clusters 3
and 4, which do not include BIAS features. These features are more frequent in cluster
5 and less so in clusters 2, 4 and 6. CRED features are very prevalent in clusters 2,
4 and 6, but less used by models in cluster 5. Finally, PUBL features are very preva-
lent in cluster 3. In contrast, for the Brazilian Election dataset (Figure 6.5(b)), we
observe that all clusters use features from all features types but in similar proportions,
except for cluster 1, which uses SEMA features in a higher proportion than the other
clusters. Therefore, especially for the US Election dataset, these observations com-
bined with Figure 6.4 corroborate the hypothesis that models generated from different
combinations of features are able to correctly identify different fake news groups.

6.4 Step 3: Feature Importance and Shapley

Additive Explanations

Effective models perform decisions that are usually hard to explain. However, under-
standing why a model has made a specific decision is paramount in any fake news
detection application scenario, as it provides insights into the reasons why the content
was considered to be fake, tooling fact-checkers with the aspects that contributed most
to the decision.
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The typical approach for explaining the decisions of a model is based on calculat-
ing the impact (or importance) each feature has on the decision. Feature importance
can be defined as the increase in the model prediction error after feature values are
permuted, since this operation breaks the relationship between the feature and the
outcome. Therefore, a feature is important if permuting its values increases the model
error, because the model relied on the feature for the decision. On the other hand,
a feature is not important if permuting its values keeps the model error unchanged,
because the model ignored the feature for the decision.

However, features often interact with each other in many different and complex
ways in order to perform accurate decisions. Thus, the feature importance is also given
as a function of the interplay between the features. In this case, Shapley values [157]
can be used to find a fair division scheme that defines how the total importance should
be distributed among the features. In fact, Shapley values are theoretically optimal and
the unique consistent and locally accurate attribution values. Unfortunately, Shapley
values can be challenging to compute, and thus we focus on explaining only the top-
most effective models. Therefore, we attempt to explain the decisions made by some
prototype models in Section 6.4.1.

6.4.1 Explaining Model Decisions

In this section, we use SHAP [157] to explain why news are classified as fake or not
by representative models of each cluster considering the two datasets analyzed. SHAP
is short for SHapley Additive exPlanations. It is a unified approach to interpreting
model predictions. As such, SHAP assigns a “force” or importance value – positive or
negative – to each feature in a particular prediction [157]. The output value (prediction)
consists of the sum of the base value (average prediction over the validation set) and
these forces (closer to 1.0 means more likely to be fake). In addition, SHAP allows (i)
to summarize the importance of a feature, and (ii) to associate low/high feature values
to an increase/decrease in output values, through color-coded violin plots built from
all predictions.

Representative models of each cluster in each of the datasets were selected ac-
cording to the following criteria: (i) by centroid proximity, selecting the closest model
to the cluster centroid (Figures 6.6 and 6.7, for the US and Brazilian elections datasets,
respectively); and (ii) by AUC, selecting each cluster the model with the best perfor-
mance w.r.t AUC (Figures 6.8 for the US election dataset and 6.9 for the Brazilian
election dataset). In this section, we show only the graph for the first round of cross-
validation, in Appendix C, all the graphs for all folds for both criteria, i.e., (i) and (ii),
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Figure 6.6: SHAP summaries for the closest models to each cluster centroid for the US
election dataset.
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Figure 6.7: SHAP summaries for the closest models to each cluster centroid for the
Brazilian election dataset.

are shown.

Figures 6.6 and 6.7 show violin plots of SHAP values for features used by each of
the selected centroid models for the US and Brazilian elections datasets, respectively.
Interestingly, we note that the closest models to the centroids for both datasets have
either one or two features. Also, for the US election dataset all features of the selected
centroid models come from sets PUBL, BIAS, ENGA and CRED. In contrast, for the
Brazilian election dataset, these features come from sets SEMA and EXPR.

For the US election dataset (Figure 6.6), the representative models of clusters 1
and 2 have a single feature, domain (a categorical feature) and the relative position of
news domain on the Alexa ranking, respectively. These plots are very similar, as there
is a close mapping from domains to relative position of them on the Alexa ranking.
We found that some domains have a large negative impact (i.e., less likely fake) on the
output value such as politico.com, cnn.com and abcnews.go.com. Also, as expected,
very low values (top of the Alexa ranking) tend to have a large negative impact on
the output. For cluster 3’s model, high share counts have large impact – positive or
negative – over predictions tending to increase output values. This is consistent with
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recent research that shows that fake news are more likely to be shared [139, 277].
Cluster 4’s model also includes number of shares as a feature and can be interpreted
in the same way. Additionally, it includes categories of political bias as a feature.
As expected, category has a negative impact on output for mainstream news (purple
dots), but increases the prediction value if the source exhibits political bias. Last, the
representative models of clusters 5 and 6 include number of shares and reactions as a
feature. Once again, we note that higher values of these engagement features increase
the chances that a piece of news is classified as fake. Moreover, these clusters include
as a feature information regarding source (i.e., page as a categorical feature in cluster
6, and user engagement metrics of Facebook pages that published news stories – page
talking about count – as a feature in cluster 5). In cluster 5’s model, low values for
’page talking about count’ feature are almost always associated with both negative and
positive impact, since very well known pages are less likely to share fake news. Last,
the plot in cluster 6 is very similar with cluster 1 plot showing that some pages have a
large negative impact (i.e., less likely fake) on the output.

The representative models of all clusters for the Brazilian Election dataset (Fig-
ure 6.7) have a feature regarding external propagation measures, i.e., information about
the dissemination of the news stories on the Web Cluster 1’s model includes a single
feature from this category: the number of websites/domains that published this news
story over the Web. We observe that while high domains count have positive impact
over predictions, low values have a negative impact over them tending to increase/de-
crease output values. Differently, in the cluster 2’s model, which also includes the
same feature included in cluster 1’s model, high domains count that published the
news stories over the Web have large impact – positive or negative – over predictions
tending to increase output values. Representative models of clusters 3 e 4 also include
the number of domains that published the news stories over the Web as a feature and
can be interpreted in the same way (clusters 1 and 2, respectively). Additionally, these
representative clusters’ models include as a feature semantic information regarding text
that are almost always associated with positive impact on outputs, highlighting that
the fake news disseminated during the 2018 Brazilian election has a strong connection
with specific facts.

Last, in Figures 6.8 and 6.9 we present the SHAP results for the top performing
models w.r.t AUC for the US and Brazilian election datasets, respectively. Differently
from the models closest to the centroids that have one or two features, the clusters in
Figures 6.8 and 6.9 have much more features. Figure 6.8 for the US Election dataset
shows that all clusters rank engagement features (i.e., number of shares and reactions)
nearly as the most impactful features. Cluster 1 uses as a features information regarding
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Figure 6.8: SHAP summaries for the highest AUC model in each cluster for the US
election dataset.
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Figure 6.9: SHAP summaries for the highest AUC model in each cluster for the Brazil-
ian election dataset.

news publisher and indicators of text quality, which are features proposed in the present
work. Clusters 2 and 3 use localization (i.e., longitude and IP address/ASN) and news
publisher features, including aspects of credibility (or popularity) and trustworthiness
of them. For cluster 4, Alexa’s ranking position appears as the most important feature,
similar to the centroid clusters. It also uses as a features domain localization, image
properties, and semantic aspects of a text. Cluster 5 and Cluster 6 are a mix of
political bias, information regarding news publisher, external propagation measures,
and image properties features, which are top-of-the-rank features on the others clusters.
Psycholinguistic cues are shown to be relevant in all clusters, once they appear in every
model. For the Brazilian Election dataset (Figure 6.9), all cluster are also a mix of
political bias, information regarding news publisher, external propagation measures,
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semantic aspects of a news story, and image properties features. Similar findings were
obtained when analyzing the lowest variability models in each cluster for both datasets,
where most of them contain Psycholinguistic cues, News Publishers, Semantic and
Engagement features.

6.5 Pareto-Efficient Analysis of Features for Fake

News Detection in Different Scenarios

After understanding the general informativeness of the features for fake news detec-
tion, we turn our focus to contrast them in different scenarios. Specifically, in this
section we investigate if there is a set of features that yield models with high perfor-
mance able to identify fake news disseminated on digital platforms considering different
scenarios, i.e., the 2016 US and 2018 Brazilian presidential elections. To accomplish
this goal, we propose an experiment based on Pareto-Efficiency which is a central con-
cept in Economics widely explored in several areas of knowledge, including computer
science [150, 295].

The Pareto-Efficiency concept states that “when some action could be done to
make at least one person better off without hurting anyone else, then it should be done”.
This action is called Pareto improvement, and a system is said to be Pareto-Efficient
if no such improvement is possible [223].

Thereby, the same concept may be exploited to investigate if there is a set of
features that can be useful to detect fake news in different scenarios. In this case, the
most efficient set of features is the one that cannot improve an objective further (e.g.,
models with high performance in terms of AUC in a given dataset), without hurting
the other objective (i.e., models with high performance learned in another dataset).
In other words, it allows to discover the features for fake news detection that generate
models with high performance considering data from elections in different countries:
the United States and Brazil.

Thus, to perform this analysis, we first filter among those features presented in
Chapter 4, only the ones computed in both analyzed datasets. That is, we discard all
features extracted from a specific dataset (e.g., information regarding source credibility
that are extracted specifically from the US election dataset − and, in the same way,
the WhatsApp groups where the news stories were disseminated, which are features
extracted specifically from the Brazilian election dataset). In total, there are 163
features for fake news detection that are common to both datasets. These features
were used as input for a new round of generation of unbiased models according to our
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strategy proposed in the Section 6.1 (Step 1). In total, we generated 247,941 feature
sets (maximum of 20 features in each set) which are used to build models using data
from the US and Brazilian elections. Here, our interest is to understand features for
fake news detection that can be useful to build models with high performance in terms
of AUC considering data from different scenarios.

As shown in Figure 6.10, each possible feature set is associated with a point in
a bi-dimensional scattergram (which we call the models space). In this case, a point
is represented as [x,y], where each coordinate x, y corresponds to the performance
of models in terms of AUC in each of the scenarios analyzed. In total, there are
247,941 points in the graph that correspond to the total of features set generated from
unbiased model generation strategy. The blue dots connected by the red line indicate
the optimal choice in terms of the feature set, forming a Pareto boundary under the
remaining choice space (below and left, gray dots). These points are not dominated
by any other point in the scattergram [193, 298], that is, they correspond to cases for
which no Pareto improvement is possible, being, therefore, feature sets more likely to
be simultaneously accurate to built models with high performance considering data
from the US and Brazilian elections. Hence, to obtain a deep understanding of these
features that can be useful for detecting fake news in different scenarios, we focus on
the 14 models (i.e., sets of features) that compose the Pareto boundary.

Figure 6.10: Pareto efficiency.
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First, observe that the AUC is in the range [0.80, 0.88] for the US election dataset
and [0.75, 0.83] for the Brazilian election dataset. Also, we note that among models that
compose the Pareto boundary, 28% of them (that is, 4 models) achieved performance
less that 0.8 in terms of AUC. Overall, the models have a good trade-off between
performance of models from both datasets.

Then, to better understand the relationship between features and model perfor-
mance in each of the datasets, we compute the prevalence of features. The results are
shown in Table 6.1. We observe that features extracted from environment are present in
all models that compose the Pareto boundary (e.g., the number of Websites/domains
that published the image associated with news story over the Web (100%) and the
volume of them that are uncommon (100%)). Moreover, some features extracted from
content are very frequent (e.g., identifier of the existence of endorsement text (55%)
and count of uppercase words (55%)) in these models. Last, other set of features from
source (e.g., information regarding bias of news publisher (44%)) and content, includ-
ing images properties (e.g., count of image objects (44%)), temporal patterns (44%)
and information regarding semantic structure of content (44%), are quite prevalent in
this group of models. We conclude that there are features that yield models with high
performance in different scenarios.

Table 6.1: Top-10 features in models that compose the Pareto boundary.

Feature (%)
count_web_dissemination_urls (env:EXPR) 100
web_dissem_foreign_uncommon_domains (env:EXPR) 100
idt_text (content:SYNT) 55
count_up_word (content:LEXI) 55
acc_432000 (env:TEMP) 44
img_objects (content:SEMA) 44
word_usage_pronoun (content:LEXI) 44
img_count_objects (content:IMAG) 44
focuspast (content:PSYC) 44
political_bias (source:BIAS) 44

6.6 Summary

Based on our survey on features for fake news detection as well as our attempt to
implement all potential features to detect fake news, and our experimental results
described in the previous chapters of this thesis, in this chapter, we explored our
RG2 whose objective is to investigate the informativeness of features for fake news
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detection providing explanations about the decisions made by these algorithms designed
for this task. Particularly, we presented our unbiased framework for quantifying the
informativeness of features for fake news detection. Our results unveil the real impact
of a slew of features for fake news detection considering data from two specific scenarios:
the US and Brazilian elections. First, our proposed features for fake news detection
related to the news source appear within the best models up to five times more often
than other features. Second, our framework demonstrates how hard is to detect fake
news, as only a small fraction of the models achieved a good detection performance in
terms of AUC.

In addition, our findings suggest that fake news with specific patterns tend to
be identified by models with specific combinations of features. As result, different
models separate fake stories from real ones based on very different reasoning. This
shows the complexity of the problem and allows us to understand how hard it is for
a single solution to tackle all forms of fake news stories. Further, as part of our
proposed framework, we presented explanations of what features or set of them tend
to play major roles in classifying a news story as fake for both datasets. Explaining
predictions made by models designed for fake news detection is crucial and can be
useful to help fact-checkers understand clearly models decisions, supporting them on
the fact-checking process. For example, a certain story was considered as false because
it was posted by new newspaper hosted under the same IP address (ASN) as a known
blacklisted fake news source. Moreover, we present a set of features that are useful for
detecting fake news in different scenarios.

Last, the next chapter explores strategies with practical potential for detecting
fake news.





Chapter 7

Fakeness Score Model

In this thesis, we discuss that automatic solutions for fake news detection could be used
as an assistive tool for fact-checkers to identify content that is more likely to be fake or
content that is worth checking, still leaving the final call to an expert at the endpoint of
the process. Thus, we leverage our findings towards building automatic detection tools
to incorporate them into a real system to help in the fact-checking task. Particularly, we
incorporate our approach in the WhatsApp Monitor, a system to support fact-checkers
available at the following link: http://www.whatsapp-monitor.dcc.ufmg.br/.

The WhatsApp Monitor is a web-based system proposed by our research
group [167, 217] that provides a way to explore the most popular content shared on
WhatsApp public groups and displaying them daily in an organized way. Such an
organization has been used by many journalists and agencies, including Comprova, a
collaborative journalistic project from First Draft focused on verifying questionable
stories published on digital platforms and WhatsApp during the 12 weeks leading up
to the Brazilian 2018 presidential election.

This system integrates a framework that (i) collects data from hundreds of public
groups onWhatsApp, monitoring multiple types of media such as images, videos, audio,
and textual messages from different countries, including Brazil, India and Indonesia;
(ii) matches identical pieces of information together and ranks them every day; (iii)
and, finally, displays the ranked content on a web application where users can navigate
through days and content. Although this system has already been used extensively, it
only displays a list of the most frequently shared content in the monitored groups over
a time interval. This strategy did not necessarily indicate which content should be fact-
checked first, as the popularity of a news story in WhatsApp may not be representative
of its popularity elsewhere.

Therefore, based on the framework presented in this thesis, we propose and im-
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plement a new ranking mechanism that accounts for the potential occurrence of fake
news within the data, significantly reducing the number of content pieces journalists
and fact-checkers have to go through before finding a fake story. Particularly, we ex-
plore the XGB machine learning method to estimate a fakeness score on news stories
aiming at improving ranking results, which can support decisions regarding the selec-
tion of facts (or news) to be checked. Last, we deploy our approach in a real system,
the WhatsApp Monitor.

Our experimental evaluation shows that this tool can reduce by up to 40% the
amount of effort required to identify 80% of the fake news in the data when compared to
current mechanisms practiced by the fact-checking agencies for the selection of material
to be checked such as popularity ranking.

7.1 Problem Statement

From a technical standpoint, we address the fake news detection as a ranking problem:
given a set S of news stories disseminated through images on WhatsApp, its goal is
to generate a sorted list R in which news stories that are more likely to be fake are
displayed at the top positions of the list. The architecture of the proposed ranking tool
is organized into the modules shown in Figure 7.1.

We use the new dataset built in Chapter 3 (WhatsApp Data), containing news
stories disseminated during the 2018 Brazilian presidential election verified by expert
fact-checkers (Labeled Data) to train a model that outputs a fakeness score. In order to
do so, we explore our features for fake news detection presented in Chapter 4 (Feature
Extraction) to train a machine learning model (Fakeness Scoring). This model is used to

WhatsApp
Data

Ranking Model

Fakeness
Scoring

Feature
Extraction

WhatsApp Monitor

Labeled Data
User

Fact-Checking

Figure 7.1: Architecture of the proposed tool for ranking WhatsApp content w.r.t.
fakeness scores.
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compute scores based on extracted features for new content collected from WhatsApp,
and then to rank them (Ranking Model). Last, we make this ranking available in the
WhatsApp Monitor for users, which can include fact-checkers that may eventually help
us improve the model by providing more labeled data.

7.2 Experimental Evaluation

In this section, we describe our ranking-based strategy and the details of our exper-
imental setup, including the metrics used to assess the performance of the methods.
At the end, we present and discuss the main results.

7.2.1 Ranking-Based Strategy

Based on results presented in Chapter 5 of this thesis, we explore the XGB classifier.
Specifically, the XGB model “learn” from training data how to assign a fakeness score
to a news story disseminated through images on WhatsApp. Each instance i of the
training dataset is composed by a feature vector Xi, containing the values of the
features described in Chapter 4, and a label yi indicating whether i is fake (yi=1) or
unchecked (yi=0). Given an unseen news story j, the output is an estimate of the
probability of j being fake, which in turn is used to produce a ranking of news stories.

7.2.2 Evaluation Metrics

Since our goal is to build good rankings, we assess the effectiveness of our ranking-based
strategies using metrics commonly adopted in Information Retrieval: Precision, Recall
and Normalized Discounted Cumulative Gain (NDCG) [21] in the top k positions of the
ranking (P@k, Recall@k and NDCG@k, respectively) for different values of k. In the
fact-checking domain, k represents the number of news that the fact checker specialist
can afford to inspect.

Let S be the set of all news to be checked, F ⊆ S be the set of fake news among
them, R be the produced ranking, and Rk be the top-k positions of R. Precision@k is
the fraction of fake news detected in the first k positions of the provided rank, that is:

Precision@k(R,F ) =
|Rk ∩ F |

k
. (7.1)
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Recall@k is the fraction of all existing fake news in S that were indeed retrieved
among the top-k positions of the ranking:

Recall@k(R,F ) =
|Rk ∩ F |
|F |

(7.2)

The NDCG@k metric, in turn, emphasizes results in the top positions of the
ranking. Let DCG@k be the discounted cumulative gain in the first k positions of the
ranking, defined below in the equation 7.3, where f(i) is equal to 1 if the i-th news
story in R is fake (i.e., it is in F ), and 0 otherwise. The un-normalized and normalized
discounted cumulative gain in the first k recommendations are respectively:

DCG@k(R,F ) =
k∑

i=1

f(i)

log2(i+ 1)
, (7.3)

NDCG@k(R,F ) =
DCG@k(R,F )

IdealDCG@k
, (7.4)

where IdealDCG is the value obtained for DCG@k when there are only fake news at
the top-k (or fewer) positions.

7.2.3 Experimental Setup

We evaluate the effectiveness of the fake news ranking methods using 5-fold cross-
validation experiments. That is, the set of news stories is partitioned into five equal-
sized (stratiefied) folds. Three folds are used as training set to “learn” the models. One
fold is used as validation set, for parameter tuning, and the last fold is used for testing.
The folds are rotated such that all possible 5 configurations of training, validation and
test sets are tested.

In order to obtain multiple lists of news to rank, for each portion in each fold, we
generated 50 bootstrap samples with replacement (also stratified), containing 200 news
each. Thus, reported results are averages over 50 samples × 5 folds = 250 executions.

7.3 Results

Table 7.1 shows average Precision@k, Recall@k and NDCG@k results (for k=5, 10,
50 and 100) yielded by each strategy, namely, a baseline in which news are ranked by
their number of shares (#SharesRank), and the ranking-based technique XGB. Also,



7.4. Potential Applications 89

Table 7.1: Average experimental results and 95% confidence intervals. Best results
(and statistical ties) in bold.

Precision@5 Precision@10 Precision@50 Precision@100
#SharesRank 0.092 ± 0.020 0.105 ± 0.014 0.064 ± 0.004 0.045 ± 0.002
XGB 0.237 ± 0.025 0.173 ± 0.016 0.085 ± 0.003 0.053 ± 0.001

Recall@5 Recall@10 Recall@50 Recall@100
#SharesRank 0.077 ± 0.017 0.176 ± 0.023 0.530 ± 0.033 0.744 ± 0.031
XGB 0.198 ± 0.021 0.288 ± 0.027 0.706 ± 0.027 0.891 ± 0.020

NDCG@5 NDCG@10 NDCG@50 NDCG@100
#SharesRank 0.110 ± 0.025 0.113 ± 0.017 0.076 ± 0.006 0.057 ± 0.003
XGB 0.250 ± 0.029 0.201 ± 0.020 0.113 ± 0.006 0.078 ± 0.004

95% confidence intervals are presented, and best results (with corresponding statistical
ties according to a 2-sided t-test) are emphasized in bold.

Our first observation is that, as expected, ranking news stories by the number of
shares is not ideal for finding fake news, performing poorly in comparison to the our
strategy, w.r.t. all evaluation metrics. Our ranking-based strategy (XGB) outperforms
this popularity-based baseline with gains of up to 64%, 64% and 77% in Precision@10,
Recall@10 and NDCG@10, respectively. Thus, although the number of shares is a good
evidence of the impact that fake news may cause, it is not the best strategy to find
fake news earlier in the ranking.

Thus, our results show that our features can be effectively used for learning a
good fakeness function being XGB a best performing strategy in comparison to the
popularity-based baseline considering all evaluation metrics. In the next section, we
analyze our results under the lens of fact-checkers, which leverage our methods to
detect fake news earlier.

7.4 Potential Applications

In this section, we discuss potential applications of the fakeness score model in terms
of cost of fact-checking (Section 7.4.1) and deploy the ranking functionality based on
this model in a real application (Section 7.4.2).

7.4.1 Fact-Checking (Cost Analysis)

One of the most important applications of the tool we propose here is the fact-checking
process. Ranking images in the WhatsApp Monitor according to a fakeness score can
be used to help an expert fact-checker assign priorities in a more informed way.
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Figure 7.2: Cost analysis.

We now revisit the previous results but from the fact-checker perspective.
More precisely, we evaluate, for each strategy (i.e., our ranking-based strategy and
popularity-based baseline), (i) the effort required to recover a given fraction of the
fake news and, conversely, (ii) the fraction of fake news recovered upon fact-checking
a given fraction of the images. We assume that the fact-checker strictly follows the
ranking returned by each strategy and that the cost of fact-checking any image is a
fixed constant.

Figure 7.2 shows, for both strategies, the fraction of news inspected (x-axis)
and the average fraction of detected fake news with confidence intervals (y-axis). We
observe that to recover 80% of the fake news, a ranking created with XGB would
require a fact-checker to check approximately 30% of the news, while the popularity-
based strategy would require around 50%. Interestingly, by checking the top 40%
entries ranked by XGB, the fact-checker would recover roughly 90% of all fake news in
the dataset. These results reinforce that the use of machine learning based methods
for estimating a fakeness score can significantly reduce the efforts required to identify
fake news, potentially allowing them to be found at an early stage.
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7.4.2 WhatsApp Monitor

Finally, to test our approach, we deployed the ranking functionality developed by our
methodology in a real application for exhibiting WhatsApp data, thus extending the
system proposed in [167]. Their work provides an online system where users can oversee
the daily trends shared on the WhatsApp public groups for a particular country (e.g.,
Brazil, Indonesia and India) or domain (e.g., politics and news). The system ingests
a large amount of images from the groups being monitored and, then, shows popular
pieces of media content related to the political and news topics.

WhatsApp was pointed as one of the main sources of fake news in Brazil and
India during the last elections [17, 168, 215, 216], however, due to its closed nature,
the social structure of this messaging app still remains barely explored. Even though
results show that looking into the most shared content is a much better baseline com-
pared to a simple random approach, it is not easy to determine what are the popular
media being shared on WhatsApp as it is on Twitter or Facebook. Some works seek to
unveil these WhatsApp networks and recover widely shared content within the plat-
form. For instance, Moreno et al. [173] uses WhatsApp for monitoring and responding
during critical events in Ghana and, markedly, the WhatsApp Monitor [167].With our
proposed extension, which allows users to rank images and prioritize those most likely
to be fake in this system, we hope our tool can further assist fact-checking agencies to
fight misinformation.

Figure 7.3 presents some screenshots of the WhatsApp Monitor interface1. After
accessing the tool and logging in, the users of the system are taken to a dashboard
where they can navigate between dates and observe the most shared multimedia con-
tent in the monitored groups for a given date, as shown in Figure 7.3(a). With the
new functionality, users can choose between different methods for ranking the content:
popularity, which sorts images by the total number of shares; or by fakeness, which is
based on the probability that the image is fake, as estimated by our XGB model. The
system also has two other ranking methods based on the number of different groups or
different users who shared that image. This allows journalists to determine the content
shared in WhatsApp that may be worth checking each day. Also, using this new tool,
any ranking model can be used as an “off-the-shelf” strategy. That means, different
ranking models can be trained and aggregated to the system (e.g., a model trained
with pornography or specific fake news related to health), and it is up to the users to
choose how to order the content based on their preference.

1A working demo of our developed tool can be accessed in http://blackbird.dcc.ufmg.br/
test_monitor/

http://blackbird.dcc.ufmg.br/test_monitor/
http://blackbird.dcc.ufmg.br/test_monitor/
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(a) Navigation search (b) Image details

Figure 7.3: Screenshots of WhatsApp Monitor interface.

By clicking on “Details” of an image (Figure 7.3(b)), it shows the number of
shares, users, and groups in which the image appears, to help them identify some
context associated with the content, and a visual representation of the fakeness score
as a thermometer, accompanied by the probability value assigned by the trained model.
To ensure the privacy of users, we do not share or disclose any Personally Identifiable
Information (PII) such as cellphone numbers. We use only ids in order to measure
aggregate spreading statistics. Also, to avoid any misuse of the system, we limit the
users’ access through a login account. Since we only use publicly available WhatsApp
groups we joined, our data collection does not violate WhatsApp terms of service.

Figure 7.4 shows how images are displayed on the system, contrasting the images
shown when ranking by popularity and fakeness. We observe that the methods of
sorting images generate very distinct views of data. We believe that both rankings
can help a journalist. The fakeness ranking (Figure 7.4(b)) presents fake news in all
top items in this example, while popular ranking (Figure 7.4(a)) show most shared
content for that period, but 5 of the images exhibited there were not verified to be
fake. Note that, although the images displayed in the figure and the data used to train
our model come from the same source, we picked a different date range than the on
used for training the model to ensure a fair comparison.

7.5 Summary

In this chapter, we consider the problem of fake news dissemination through What-
sApp images by investigating how to design and integrate a tool to WhatsApp Monitor
system that allows users to rank those images according to an estimated fakeness score.
Our experimental evaluation shows that our approach provides substantial gains (up
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(a) Popularity ranking (b) Fakeness score ranking

Figure 7.4: Screenshots of the WhatsApp Monitor comparing the different ranking
strategies for the same period.

to 27%) in terms of precision and recall when compared to the baseline, considerably
improving current mechanisms adopted by the checking agencies for selecting the news
stories to be checked such as popularity ranking. Then, we discussed potential appli-
cations of this tool to fact-checking. In our experiments, the proposed tool reduced by
up to 40% the amount of effort required to identify 80% of the fake news, hence signif-
icantly contributing to the fact-checking process. Moreover, we validate our approach
by integrating the fakeness score model to a real system extensively used by Brazilian
fact-checking agencies.

The next section presents a summary of the main results of this thesis and pro-
vides directions for future work.





Chapter 8

Conclusions

In this chapter, we summarize the main contributions of this thesis (Section 8.1).
Moreover, we also present a discussion on future research directions (Section 8.2), as
well as the list of publications derived from this thesis (Section 8.3).

8.1 Summary of Results

In this thesis, we studied the practical potential of automatic solutions to identify fake
news disseminated on digital platforms. Particularly, (i) we surveyed datasets and
features for fake news detection, and then, we explored the prediction performance
of current approaches and features for automatic detection of fake news in different
scenarios. (ii) We also developed a framework for quantifying the real informativeness
of features for fake news detection, and last (iii) we proposed a fakeness score model as
a way to help fact-checking agencies identify fake news stories shared through images on
WhatsApp. Although there are some isolated initiatives that study fake news spread in
Brazil [172], to the best of our knowledge, this is the first work that explores strategies
with practical potential for detecting fake news spread on WhatsApp. Such studies are
categorized in research goals, which are summarized in Sections 8.1.1 to 8.1.3.

8.1.1 RG1 - Assessing the Prediction Performance of

Solutions to Detect Fake News

We first surveyed a large number of recent and related works as an attempt to imple-
ment all potential features to detect fake news. In this field, we explored data from
different scenarios: the 2016 US Election and Health. We also built a new dataset
containing news stories disseminated through images on WhatApp during the 2018
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Brazilian presidential election (Chapter 3). We believe that this dataset can be useful
for research in a variety of contexts such as better comprehension of the fake news
landscape in Brazil and the development of new automatic detection tools.

Moreover, we also proposed 22 new features for fake news detection (Chapter 4),
such as those related to the news source (e.g., IP address, domain, information regard-
ing source credibility), an indicator of toxicity of text, image safe search indicators,
external propagation measure (outside digital platforms) and readability features to
assess the writing style of news stories, which some of them (e.g., features from news
source) appear within the best models more often than other features from previous
efforts.

We then evaluated and compared different supervised machine learning ap-
proaches, assessing their prediction performance in the task of automatically identify
fake news disseminated in different scenarios (Chapter 5). Our results revealed that
automatic fake news detection could be used by fact-checkers as an auxiliary tool for
identifying content that is more likely to be fake. Particularly, we showed that the
prediction performance of proposed features combined with existing classifiers has a
useful degree of discriminative power for detecting fake news. Our best classification
results can correctly detect nearly all fake news in our data while misclassifying about
40% of true news for the US election dataset and 55% of the unchecked content for the
Brazilian election dataset, which is already sufficient to help fact-checkers. In contrast,
the results also showed that our proposed features and models for fake news detection
were not useful in correctly distinguishing health fake news from others, suggesting
that fake news detection is a context-dependent task.

In summary, our study on RG1 offers an initial step towards automatic fake news
detection disseminated on digital platforms. We hope it motivates follow-up efforts cov-
ering other datasets, scenarios/contexts, time periods, languages. Also, by sharing our
new dataset built in this thesis, we hope other researchers can provide other perspec-
tives of understanding of the fake news phenomena, triggering new countermeasures in
the upcoming elections.

8.1.2 RG2 - Quantifying the Informativeness of Features for

Fake News Detection

We proposed a framework for quantifying the informativeness of features for fake news
detection which revealed how hard is to detect fake news, as only a small fraction of
the models achieved a good detection performance in terms of AUC (Chapter 6). We
hope our effort can become a baseline for other solutions to the same problem.
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Our findings also suggested that fake news with different patterns tend to be
identified by models with specific combinations of features. As result, different models
separate fake stories from real/unchecked ones based on very different reasoning. This
shows the complexity of the problem and allows us to understand how hard it is for a
single solution to tackle all forms of fake news stories in different scenarios. As future
work, we plan to categorize the fake news stories as a strategy to construct effective
and robust ensembles of classifiers. For instance, in this work, we showed the different
models of clusters that are made of random combinations of features.

A clever way of increasing the chances of performance enhancement in a classifier
is by making an ensemble out of the different models from the clusters that we found,
once we combine their features, the probability of detecting a piece of fake news might
be higher. This indicates that ensemble techniques that combine models from different
clusters are a promising avenue for investigation.

8.1.3 RG3 - Exploring the Practical Potential of Fake News

Detection

We considered the problem of fake news dissemination through WhatsApp images by
investigating how to design and integrate a tool to our WhatsApp Monitor system [167]
that allows users to rank those images according to an estimated fakeness score (Chap-
ter 7). To achieve this goal, we explored the new dataset built in this thesis (Chapter 3)
containing news stories disseminated during the 2018 Brazilian Election to evaluate the
effectiveness of strategies. In this process, we also explored again our features for fake
news detection that extract content, source and environment information to fit those
models (Chapter 4). Our experimental evaluation showed that our approach provides
substantial gains (up to 27%) in terms of precision and recall when compared to the
baseline, considerably improving current mechanisms adopted by the checking agencies
for selecting the news stories to be checked such as popularity ranking.

We discussed potential applications of this tool to fact-checking. In our experi-
ments, the proposed tool reduced by up to 40% the amount of effort required to iden-
tify 80% of the fake news, hence significantly contributing to the fact-checking process.
Moreover, we validate our approach by integrating the fakeness score model to a real
system extensively used by Brazilian fact-checking agencies. As future work, we intend
to conduct A/B tests [73] to evaluate the effectiveness of the rankings generated by
our approach in practice.

Moreover, given the sheer volume and heterogeneity of data from WhatsApp
w.r.t. content, source, etc, we plan to investigate whether it is possible to generate
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good rankings from reduced subsets of features in order to speed up the feature ex-
traction process or even to improve the results by increasing the signal to noise ratio.
Also, providing explanations that supported the algorithm’s output is crucial in this
context. Thus, we intend to explore strategies to enhance the interpretability of our
models incorporating them into WhatsApp Monitor, as a way to help fact-checkers
understanding the influence of each of the features on the decisions of the algorithms,
supporting their checks.

Last, our proposed approach requires a continual pipeline where more stories get
labeled each day and are, in turn, fed back to the models. Rather than verifying only
the most suspicious stories, an active learning solution can be put in place, so that the
model can also indicate which stories should be investigated in order to improve its
prediction performance.

8.2 Future Research Directions

Despite the importance of the results achieved in this thesis, including contributions
provided by concurrent efforts, countering fake news is a typical adversarial issue that
requires continuous studies. Every election, misinformation campaigns explore new
ways to manipulate opinion and new defense mechanisms are created aiming at least
to mitigate the misinformation campaigns. As an example, the efforts that attempt to
understand the abuse of WhatsApp in the Brazilian elections have motivated counter-
measures deployed in the Spanish elections1,2 as well as worldwide changes in What-
sApp to slow down the dissemination of viral content3.

Thus, this thesis opens an avenue of directions for future work in a multidisci-
plinary field where journalists and computer scientists can explore together new fea-
tures (e.g., alternative media identifiers [104], additional lexicons [6] and network-based
metrics [230, 305]) and new combinations of them, more sophisticated learning models
(e.g., using active learning approaches), and data from other scenarios (e.g., COVID-
19 [59], wars [232]) to design new automatic mechanisms for detecting fake news on
digital platforms that are increasingly effective. Moreover, larger volumes of labeled
data will enable to explore, in the future, other techniques such as deep learning and
push the boundaries of prediction performance.

1https://elpais.com/elpais/2019/03/18/inenglish/155290078_672737.html
2https://www.independent.co.uk/news/world/europe/spain-elections-whatsapp-podemo

s-channel-close-left-ing-de-olmo-a8886481.html
3https://www.theguardian.com/technology/2019/jan/21/whatsapp-limits-message-forw

arding-fight-fake-news
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Finally, another interesting topic related to machine learning that is worth further
studying in our problem is the transfer learning from models learned in a given dataset
and applied to another. In machine learning tasks, transfer learning occurs when an
algorithm uses knowledge obtained while solving a specific problem (source-task) and
applying it to a different but related one (target-task) [166]. This concept is also used as
a way to offset the difficulties posed by tasks that involve unsupervised learning, semi-
supervised learning, or small datasets [266]. Thus, evaluating whether it is possible
to explore some “easily available” knowledge from an external source by analyzing our
datasets and models from different scenarios is also a promising future work.

8.3 Bibliographical Contributions

The main results of this thesis generated the following publications:

• REIS, J. C. S.; Melo, P.; Belém, F.; Murai, F.; Almeida, J.; Benevenuto, F.
Helping Fact-Checkers Identify Fake News Stories Shared through Images on
WhatsApp. In Information Systems Journal Special Issue on Misinformation on
the Web (under review), 2020.

• REIS, J. C. S.; Melo, P.; Garimella, K.; Benevenuto, F. Can WhatsApp benefit
from debunked fact-checked stories to reduce misinformation? In The Harvard
Kennedy School (HKS) Misinformation Review, 2020.

• REIS, J. C. S.; Melo, P.; Garimella, K.; Almeida, J.; Eckles, D.; Benevenuto,
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Indian Elections. In Proc. of the Int’l AAAI Conference on Web and Social
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Appendix A

Demographics of News Sharing in
Twitter

The widespread adoption and dissemination of online news through social media sys-
tems have been revolutionizing many segments of our society and ultimately our daily
lives. In these systems, users can play a central role as they share content to their
friends. Despite that, little is known about news spreaders in social media. In this
paper, we provide the first of its kind in-depth characterization of news spreaders in
social media. In particular, we investigate their demographics, what kind of content
they share, and the audience they reach. Among our main findings, we show that
males and white users tend to be more active in terms of sharing news, biasing the
news audience to the interests of these demographic groups. Our results also quantify
differences in interests of news sharing across demographics, which has implications for
personalized news digests.

A.1 Introduction

In recent years, with the huge success of Twitter and Facebook, social media has
become one of the most important channels in news diffusion. In particular, Twitter’s
unique concepts of asymmetric “follow” and “retweet”, which were later adopted by
Facebook, allow users to follow each other’s updates and propagate interesting pieces
of information quickly and broadly [134]. Such great power to disseminate information
embedded in social media naturally has attracted the news media. As a result, a
majority of US adults (62%) get news mostly on social media, according to a new
survey by Pew Research Center [102].

Along with their traditional channels, news media manage their presence in social

133



134 Appendix A. Demographics of News Sharing in Twitter

media by creating Twitter accounts and publishing tweets containing URLs that link
their news media sites. For those accounts, it is clearly visible who the audience is
– their followers. Furthermore, as any Twitter user can share URLs to news media
web sites, Twitter users exposed to news media’s tweets through retweets can also be
visible and accounted as audience. We call these users news spreaders in the rest of
this paper. This form of sharing of news URLs has long been a pervasive practice in
social media, but its role and impact are relatively unexplored.

In this work, we characterize news spreaders in Twitter along three dimensions:
(i) their demographics (who they are), (ii) their news shared (what they share), and
(iii) their impact (why they are important). To this end, the inference of demographics
of Twitter users is essential. Among various techniques that have been proposed [169],
we use state-of-the-art techniques to locate Twitter users and infer their demographics
based on profile photos.

Through a longitudinal data collection of news spreaders and their URL sharing
behavior of five popular global news media, we test how similar news URL sharing is
to typical URL sharing in terms of demographics of spreaders. We find a statistically
significant trend that white males participate more in news URL sharing than other
race-gender groups. This suggests that news spreaders have unique characteristics,
which cannot be easily perceived for typical URL spreaders in Twitter. Thus, our work
is essential to understand news spreaders correctly.

We then answer the above research questions. First, we examine demographics of
news spreaders. By comparing the followers of news media accounts, we discover huge
differences in terms of race-gender demographics. This suggests that we need to have a
broader definition of the exposure of the news media on social media that are not only a
set of followers [7] but also news spreaders. Second, we examine what kinds of news are
shared by news spreaders. The properties of the pieces of news are defined along three
dimensions: topics, author’s (journalist’s) gender and race, and linguistic analysis [199]
of news headlines. These three dimensions have been discovered as important factors
in news reading/sharing behavior [213, 240]. Finally, we answer how important news
spreaders are for news media from the perspective of audience expansion: (i) about
59% of news spreaders do not follow news media accounts in Twitter; (ii) the audience
brought by the spreaders is much bigger than that of the original followers of the
news media; (iii) in addition to that the demographics of the spreaders and those of
the followers are quite different, the followers of the spreaders are also substantially
different from the followers of the news sources in terms of demographics. In other
words, the spreaders play an important role in expanding the audience of news in
Twitter, which would otherwise be very limited. Lastly, we find that the demographics
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of news spreaders are related to the popularity of news.
Our contributions are three-fold: (i) by using a combination of state-of-the-art

techniques, we investigate in details aspects of the audience of news media in Twitter,
which has been considered as in-house data so far; (ii) we suggest a robust statisti-
cal framework to test the news URL sharing behavior by comparing it with typical
URL sharing behavior; and (iii) our findings show that news media should understand
spreaders and their followers to capture the complete picture of their presence in news
media. News media’s direct followers are only the tip of the iceberg of their audience
in Twitter in terms of volume and demographics.

The rest of the paper is organized as follows. Section A.2 briefly surveys related
efforts. Then, we present our experiment methodology and the data gathered. The
next three sections cover our results. We conclude the paper by discussing implications
from our findings as well as presenting directions for future work.

A.2 Related Work

In this Section, we review existing work related to news sharing along two main di-
mensions.

A.2.1 News Sharing and Propagation

Social media services have made personal contacts and relationships more visible and
quantifiable than ever before. Users interact by following each others’ updates and
passing along interesting pieces of information to their friends. This kind of word-
of-mouth propagation occurs whenever a user forwards a piece of information to her
friends, making users a key element in this process. Not surprisingly, a number of efforts
have attempted to quantify and characterize information spread in social networks as
well as the role users play in such propagation [39, 40, 224, 225, 289]. For example,
Rodrigues et al. [224] showed that retweets are responsible for increasing the audience
of URLs by about 2 orders of magnitude. As social media became an important channel
in news diffusion, some recent research efforts attempted to investigate how news are
shared in these systems. Next, we detail a few approaches that provides news sharing
and propagation.

Naveed et al. [180] showed that bad news tends to spread faster in systems like
Twitter. In this same year, also with the use of this same social media, Armstrong
et al. [15] analyzed how online media companies employ men and women in Twitter
feeds and how it connects to portrayals in news. In particular, the authors looked at
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how mentions of men and women on Twitter may influence mentions in news stories
(e.g., newspaper, television). Through the content analysis of newspaper and television
tweets at different granularity (i.e., local, regional and national), they found that male
mentions were more likely to appear in national news than in regional or local news
and more often than female mentions in the print media than on television.

A recent effort [32] has tackled the question “Why are some news articles shared
more than others?”. They showed that story importance cues are relevant in driving
social sharing and that certain topics (i.e., stories about politics, accidents, disasters,
and crime) were less shared. Some topics can be shared in order to improve the users’
reputation. This dynamic media attention has inspired other recent studies [10]. Bright
et al. [32], compare different social networks platforms and showed that some kind of
news are shared more in one network than the others (e.g., economy news on LinkedIn).

Unlike previous works, our effort focuses on understanding the dynamics of news
sharing on Twitter of each demographic group. Thus, to the best of our knowledge, this
is the first effort that investigates intersection between news sharing and demographic
information of users, including how these aspects are related.

A.2.2 Demographics in Social Media

Mislove et al. [169] was one of the first researchers that analyze demographic charac-
teristics of Twitter users considering a geographical perspective (i.e., how the demo-
graphics vary across different US states). After that, several efforts have arisen that
investigate demographic information, in various social media, using different strategies
for distinct purposes [29, 34, 123]. Particularly, researchers are jointly applying com-
puter science and statistical techniques to support sociological studies using large-scale
social media datasets. These studies can range from a simple characterization of to
the investigation of more complex causes, including to raising attention to the different
levels at which gender biases can manifest themselves on the web [278].

In [61] the authors used Twitter data to analyze the difference between men
and women behavior in terms of dynamics in free tagging environments. The results
obtained present gender distinctions in the use of Twitter hashtags, emphasizing it
as a social factor influencing the user’s choice of specific hashtags on a specific topic.
Still about tags (or hashtags), recently, the work presented in [12] explored their use
by different demographic groups. The demographic characteristics of each user were
obtained using Face++ and the Twitter user’s profile picture. The results showed
that, although there are more popular hashtags that are commonly used, there are
also many group-specific hashtags with non-negligible popularity. Besides that, the
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researchers show that the strategy of getting demographic data from Face++ is reliable
and provides accurate demographic information for gender and race, encouraging the
application of this strategy in other recent efforts [43]. We use a similar strategy to
gather demographic information.

Nilizadeh et al. [186] explore gender inequalities in Twitter, showing that gen-
der may allow inequality to persist in terms of online visibility. Looking at Pinterest,
Gilbert et al. [100] investigated what role gender plays in the website’s social connec-
tions. The results highlight a major difference between female and male users regarding
their motivations for using this social media. They found that being female means more
repins (i.e., more shared content), but fewer followers in comparison with Twitter. Gen-
der differences has also been explored in terms of social media disclosures of mental
illness [66].

More recently, An et al. [9] examined the news consumption in South Korea (from
Daum News portal1). The authors analyzed on a large scale the differences in news
consumption from a demographic perspective. Through a multidimensional analysis of
gender and age differences in news consumption, they quantify such differences along
four distinct dimensions: actual news items, topic, issue, and angle. The top 30 news
items for each gender and age group in Daum News were used and the demograph-
ics information were obtained through the website itself. Overall, focus mainly on
quantifying and explaining differences in news consumption.

More broadly, most of the previous efforts attempt to quantify differences in
gender behavior and inequalities in different social media or news systems. Our effort
is the first of its kind to provide a characterization of news sharing across different
demographic groups. Thus our effort is complementary to the existing ones.

A.3 Methodology

In order to understand demographics of news sharing in Twitter, first we define our
strategy for data collection. Then, we define our strategies for inference of demographic
information of each individual Twitter user and collection of information such as cat-
egory and authors of the news, and followers of each of the news media on Twitter.
Our ultimate goal, in this section, consists of reporting our baseline for comparison in
order to verify the statistical significance of the results. Next, we briefly describe the
methodology adopted for this work, including a discussion of its main limitations.

1https://media.daum.net/

https://media.daum.net/
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A.3.1 Data Collection

For this work, we gathered the 1% random sample of all tweets, through the Twitter
Streaming API2, along a 3 months period, from July to September, 2016. Specifically,
we considered only tweets (and retweets) that contain at least one URL and have been
shared by U.S. users. We understand that users who share URLs may present a slight
difference in behavior compared to others, so, considering our research objective, we
only select this set of American users. Besides that, as we are interested in analyzing
demographic characteristics, it is important to study users from the same place. For
this reason, we consider only US users, filtered by timezone. In total, we retrieved
11,790,679 tweets posted by 11,770,273 US users. From this initial dataset, we infer
demographics information about users and build: (i) our news sharing dataset, used in
the execution of our experiments, and (ii) our baseline dataset.

A.3.2 Inferring Demographics Information

In the literature, several studies present strategies for inference of gender, race, and
age. Some efforts attempt to infer the gender of a user from her name [123, 152, 169],
or the age from Twitter profile descriptions [252], by using patterns like ‘like 25 yr old ’
or ‘born in 1990 ’. However, in some cases the number of unrealized inferences (e.g., for
lack of information) is high (Liu and Ruths [152] reported 66% users in their dataset
did not have a proper name).

To overcome such limitation, in this work, we use the profile picture’s URLs of
all users in our dataset and use the Face++ API3, a face recognition platform based
on deep learning [294], to infer the gender (i.e., male or female), race (limited to Asian,
Black4, and White) and age information from the recognized faces in the profile images.
We discarded users whose profile pictures do not have a recognizable face or have more
than one face, according to Face++. Our final dataset contains 937,308 unique users
located in U.S. with identified demographic information, which are gender, race, and
age by Face++.

2https://dev.twitter.com/streaming/public
3https://www.faceplusplus.com
4We called African-American (AF-AM) in the rest of this chapter.

https://dev.twitter.com/streaming/public
https://www.faceplusplus.com
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Table A.1: Data collection by news source.

News Media #Shares #Authors Screen name #Followers
New York Times 14,505 1,165 @nytimes 1,141
Reuters 4,712 485 @Reuters 1,259
The Guardian 4,457 844 @guardian 1,620
Wall Street Journal 1,379 313 @WSJ 1,445
BBC News 1,144 190 @BBCBreaking 1,130

Table A.2: Demographic distribution of news spreaders.

Race (%) Gender (%) Total:Male Female
Asian 5.29 6.05 11.34
AF-AM 6.09 3.80 9.89
White 43.46 35.31 78.77
Total: 54.84 45.16 100.00

A.3.3 Shared News Dataset

To focus on news sharing in Twitter, we filtered only tweets that shared news URLs
from important and different news sources (i.e., BBC News5, The New York Times6,
Reuters Online7, The Wall Street Journal8, The Guardian9 and BBC News10), known
worldwide. All these news sites appear among the most popular ones in the world,
according to Alexa.com11. Simultaneously, we gathered information from users who
posted each of the tweets including demographic information from Face++, as detailed
above. From news URLs, we crawled information about them including, title, text,
principal image (link - when there is one), authors (when there is one) and date.
Lastly, Table A.1 shows the dataset used in this work containing 26,211 unique news
articles shared by 16,382 unique users. We note that The New York Times is the most
widely shared news media in Twitter, in comparison with those news sites considered.
Table A.2 shows the demographic decomposition of those 16,382 users who shared news
URLs.

5http://www.bbc.com
6http://www.nytimes.com
7http://www.reuters.com
8http://www.wsj.com/
9https://www.theguardian.com

10http://www.bbc.com
11http://www.alexa.com/topsites/category/News

http://www.bbc.com
http://www.nytimes.com
http://www.reuters.com
http://www.wsj.com/
https://www.theguardian.com
http://www.bbc.com
http://www.alexa.com/topsites/category/News
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A.3.4 Inferring News Category

In order to infer the categories of the news articles, we use meta information em-
bedded in the news URLs. News media usually have several news sections, such
as Politics, Sports, or World News, and group their news articles by these sections.
By looking at which section a news article belongs to, we can infer a topical cat-
egory of the news articles. The section information is often embedded in news
URL. For example, the URL http://www.nytimes.com/2016/07/02/us/politics/

loretta-lynch-hillary-clinton-email-server.html represents that the news ar-
ticle is about “Politics". We parsed all News URLs and extracted the topic information.
The New York Times, The Guardian, and BBC adopt the above mentioned strategy
for their URLs, and thus we simply parse their URL and infer the topic of a given news
article. Reuters and The Wall Street Journal do not have category information in their
URLs, however, the news articles have the category information. Thus, we collected
news articles and extracted category information by parsing HTML files. We success-
fully inferred the topical categories of 93.3% (24,466) of news articles. Figure A.1 shows
the proportion of the top 10 most significant news categories. We find that “World" is
the most “shared” category (21.16%), similar to the results in [213].

A.3.5 Finding Journalists in Twitter

We aim to collect demographics of the authors of news articles in our dataset. Fig-
ure A.2 shows the procedure for creating an author dataset. For each news URL, we
collect its title, text, principal image, authors, and date by parsing the original web
page.

Figure A.1: Top 10 most significant news categories.

http://www.nytimes.com/2016/07/02/us/politics/loretta-lynch-hillary-clinton-email-server.html
http://www.nytimes.com/2016/07/02/us/politics/loretta-lynch-hillary-clinton-email-server.html
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Figure A.2: Strategy for collecting news authors.

Then, we search and collect the Twitter profiles of the authors if they have Twitter
accounts. Then, we infer those authors’ demographic characteristics using Face++
(see Section A.3.2). Table A.1 shows the number of authors for each news media. As
expected, the largest number of names of distinguished authors we have gathered are
from the The New York Times news media, which had the largest number of news
shared in Twitter in our dataset.

A.3.6 Collecting Followers of News Media in Twitter

For each news source, we collected their followers in Twitter. Again, we infer their de-
mographics by Face++. Table A.1 presents the total of gathered news media followers
in Twitter, including the screen name used for collection. On average, we retrieved
1,319 followers by news source.

A.3.7 Baseline Dataset

A null model is widely used to estimate the statistical significance of the observed
trend in given data. As the null model is randomly generated data that preserve some
properties of the original data (e.g., the degree distribution in complex networks), the
same trend observed from the null model captures its occurrence by chance. Then, by
comparing the trend in the original data with that in the null model, the statistical
significance of the observed trend in the original data can be measured.

Table A.3 shows the breakdown of ethnicity and gender of the ≈ 1 million users
who shared URLs in Twitter between July and September 2016. We present a detailed
description of the comparison with null models.

Table A.3: Demographic distribution of users in the Baseline dataset.

Race (%) Gender (%) Total:Male Female
Asian 7.07 10.33 17.40
AF-AM 8.52 6.93 15.45
White 31.97 35.18 67.15
Total: 47.56 52.44 100.00
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In this work, whenever we report the number of users with certain properties who
share URLs on particular news media, we report Z -score by comparing the number of
those users in the actual data with that in null models.

Consider that we are interested in users who are Asian and share BBC News. In
this case, we denote by |UBBC | the number of users who share BBC News and |UAsian

BBC |
by the number of Asian among them. To construct a null model, we create k random
samples from a separate huge set of users, which is called Population, where each
sample has exactly |UBBC | users. The demographic information of users in Population
is inferred by Face++. For each sample, we count how many Asians are included,
|SAsian

BBC |. Then, the ZAsian
BBC is computed as following:

ZAsian
BBC =

|UAsian
BBC | −mean(|SAsian

BBC |)
std(|SAsian

BBC |)
(A.1)

where mean(·) is the mean and std(·) is the standard deviation of the values
from multiple samples. Intuitively, when the absolute value of Z value becomes bigger
(either positive or negative), the trend (more number or less number, respectively) is
less likely observed by chance. In this work, the size of Population is ≈ 1 million, and
k=100.

A.3.8 Potential Limitations

There are a few limitations of our data, discussed next.

Accuracy of the inference by Face++. First, (i) we are limited by accuracy
of Face++ in the inference. Face++ itself returns confidence levels for the inferred
gender and race attributes and returns an error range for inferred age. In our data, the
average confidence level reported by Face++ is 95.24 ± 0.020% for gender and 86.12
± 0.032% for race, with a confidence interval of 95%. Besides that, as the performance
of deep learning systems continues to improve, the inferred demographic attributes
should become more accurate. Also, recent efforts have used Face++ for similar tasks
and reported high confidence in manual inspections of small samples [12, 296]; Another
limitation, is that (ii) Face++ reports race of recognizable faces from images but not
the ethnicity (e.g., Hispanic); Finally, though (iii) we had discarded about 70% of the
crawled users (i.e., those users whose profile pictures do not have a recognizable face
or have profile pictures in which Face++ recognized with low confidence). However,
we note that the remaining final dataset is still representative and we only provide
results that are statistically significant based on well known statistical tests.
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Data. (iv) Our approach to identify users in US may contain users located in the
same time zone, but not in the US. We, however, believe that these users represent
a small fraction of the users, given the predominance of active US users in Twitter
[48]; (v) We are using the 1% random sample off all tweets. Although the 1% random
sample is not the best data to capture all the dynamics happening in Twitter, its
limitations are known [174] and it is the best available option at our disposal.

Even with limitations, we believe that our dataset and methods can provide
interesting insights on demographics and news sharing behaviors. In the following
sections, we present and discuss the main results from characterizing news spreaders in
Twitter along three dimensions: (i) their demographics (who they are), (ii) their news
shared (what they share), and 3) their impact (why they are important).

A.4 Who are the news spreaders?

Our first research question is to understand who the spreaders are. We compare the
demographics of news spreaders with 1) the spreaders of typical URLs in Twitter and
2) the Twitter followers of news media to see whether and to what extent they differ.

A.4.1 Typical URL Sharing Vs. News Sharing

Table A.4 shows, for each news media, the proportion of news URL shares by different
demographic groups. For example, for The New York Times, 54.1% of news shares
are made by men and 79.2% of news shares are by Whites. The numbers in the
parenthesis correspond to the Z-values, detailed in Section A.3.7. We note that the
Z-value indicates how news URL sharing behavior is similar or dissimilar from typical
URL sharing behavior in terms of demographic composition.

By comparing between the news sources, we see some obvious patterns: (i) The
Wall Street Journal is favored by Male (62.3%) more than Female (37.7%); (ii) The
New York Times has the most balanced gender distribution among spreaders (54.1%
vs 45.9%); and (iii) for The New York Times, The Guardian, and BBC News, the
proportion of shares by Asians is greater than by AF-AM.

From a simple comparison to Table A.2 which shows the demographic compo-
sitions of typical URL sharing behavior, we observed the following trends for all five
news sources. First, Males share more news URLs than Female do. Male (54.84% of
news spreaders) issue 54.1% to 62.3% of news URL shares. Secondly, Whites share
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Table A.4: Proportion of news shares by different demographic groups for each news
source.

News Media Race (%) Gender (%) Total:Male Female

The New York Times

Asian 5.1 (-9.22) 5.9 (-18.02) 11.0 (-19.96)
AF-AM 6.1 (-13.95) 3.7 (-15.01) 9.8 (-21.75)
White 42.8 (26.24) 36.4 (2.86) 79.2 (31.32)
Total: 54.1 (15.30) 45.9 (-15.30) 100.0

Reuters

Asian 3.6 (-8.06) 6.8 (-7.62) 10.4 (-12.09)
AF-AM 7.3 (-3.02) 3.7 (-8.70) 10.9 (-9.03)
White 47.0 (23.21) 31.7 (-4.89) 78.7 (16.38)
Total: 57.9 (14.00) 42.1 (-14.00) 100.0

The Guardian

Asian 4.9 (-6.11) 5.9 (-9.75) 10.7 (-12.75)
AF-AM 5.5 (-7.63) 3.3 (-9.77) 8.8 (-12.11)
White 46.9 (23.03) 33.6 (-2.39) 80.5 (18.41)
Total: 57.2 (13.24) 42.8 (-13.24) 100.0

The Wall Street Journal

Asian 4.9 (-3.91) 3.6 (-8.60) 8.5 (-9.43)
AF-AM 6.1 (-3.41) 3.3 (-5.86) 9.4 (-6.68)
White 51.3 (15.70) 30.8 (-3.35) 82.2 (12.23)
Total: 62.3 (10.77) 37.7 (-10.77) 100.0

BBC News

Asian 5.3 (-2.64) 6.6 (-4.49) 12.0 (-5.11)
AF-AM 7.1 (-1.91) 2.7 (-6.01) 9.8 (-5.76)
White 46.2 (11.00) 32.1 (-2.36) 78.2 (8.04)
Total: 58.6 (7.97) 41.4 (-7.97) 100.0

more news URLs than other race groups–White (78.77% of total users) cover 78.2% to
82.2% of news URL shares.

The Z-values in Table A.4 tell whether the differences between news spreaders and
typical URL spreaders are statistically significant or not. The most strong tendency is
observed for White-Male. White-Male share more news URLs than they share typical
URLs and this tendency is strong (Z > 1112). Then, another observations is that
White-Female are less likely to share news URLs than typical URLs (Z < 0) except for
The New York Times. On average, White-Male make 46.8% and White-Female make
32.9% of news URL shares. From the two proportions, one may think this is because
White-Female are less active than White-Male in Twitter. However, our method of
comparing the news URL sharing behavior with typical URL sharing behavior can
effectively tell that the difference is not because of the activity level, but of the type of
URLs. White-Female do share a significant number of typical URLs.

12Z-value is minimum for BBC News, the largest Z-value is 26.24 for The New York Times.
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Table A.5: Proportion of distinct followers by different demographic groups for each
news source.

News Media Race (%) Gender (%) Total:Male Female

The New York Times

Asian 12.7 (6.69) 10.5 (0.28) 23.2 (5.28)
AF-AM 11.4 (3.71) 3.9 (-4.35) 15.2 (-0.36)
White 35.0 (2.41) 26.6 (-6.12) 61.5 (-4.08)
Total: 59.1 (7.97) 40.9 (-7.97) 100.0

Reuters

Asian 11.3 (5.83) 7.9 (-2.97) 19.2 (1.71)
AF-AM 16.9 (9.97) 3.6 (-4.64) 20.5 (3.98)
White 39.5 (5.74) 20.8 (-10.31) 60.3 (-4.52)
Total: 67.7 (15.81) 32.3 (-15.81) 100.0

The Guardian

Asian 8.5 (2.22) 7.8 (-3.34) 16.4 (-1.30)
AF-AM 10.5 (2.79) 3.8 (-4.58) 14.3 (-1.04)
White 41.4 (8.99) 27.9 (-5.82) 69.3 (1.80)
Total: 60.4 (10.45) 39.6 (-10.45) 100.0

The Wall Street Journal

Asian 9.9 (4.13) 8.0 (-3.20) 17.9 (0.54)
AF-AM 14.5 (8.55) 4.2 (-4.06) 18.8 (3.64)
White 41.6 (6.97) 21.7 (-11.70) 63.3 (-3.28)
Total: 66.0 (13.93) 34.0 (-13.93) 100.0

BBC News

Asian 12.5 (5.85) 11.3 (0.92) 23.8 (4.67)
AF-AM 12.5 (4.58) 2.2 (-6.30) 14.7 (-0.59)
White 34.6 (1.92) 26.9 (-5.13) 61.5 (-3.25)
Total: 59.6 (7.57) 40.4 (-7.57) 100.0

A.4.2 Are Spreaders Similar to Followers of Media Sources?

In the previous analysis, we observed that White-Male are dominant in sharing news
URLs. Then, would such pattern find for the Twitter followers of news sources?

Table A.5 presents the demographics of Twitter followers of each news source.
Again, the number in the parenthesis is Z-value, reporting how it differs from typical
news sharing behavior. Compared to those users who share typical URLs, we observe
two main differences of news media followers: 1) there are more male users (Z > 0); 2)
except The Guardian, all the other four news sources have fewer White users (Z < 0).
The New York Times and BBC News have more Asian followers and Reuters and
The Wall Street Journal have more Asian and AF-AM users. This results in that the
following three groups, Asian-Male, AF-AM-Male, and White-Male, are prominent in
the followers of media sources (Z > 0). In addition, we observe that two news sources,
The New York Times and BBC News, have positive Z-values for Asian Female followers.

For both type of users the followers and the spreaders we observe a “Male domi-
nant” pattern, confirming that Male are more interested in news for consumption and
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spread. However, we find significant differences in demographic compositions between
the followers and the spreaders of news. While the followers have a certain degree of
racial equality, the spreaders are biased towards one particular race, White. This result
is particularly important because so far it was known that individuals affiliated with
news media play a large part in breaking the news [116]. Our observation indicates
that breaking news is from not only those followers, but also from these news spreaders
who are not necessarily following the news sources in Twitter.

A.5 What do News Spreaders Share?

We study what news spreaders share along three distinct dimensions: the topical cat-
egory of news, the demographic trait of the authors (journalist) of a news article, and
the linguistic properties of news headlines.

A.5.1 By News Category

We firstly examine which categories of news are shared more by particular demographic
groups. To this end, we standardized the names of topical categories for the analysis.
For example, we grouped news categories relating to health and life and named “Health
and Life" and grouped news categories relating to science and named “Science and
Tech.".

Table A.6 shows the proportion of news shares by each demographic group for
each topical category. We consider only topics that were present in all news sources
for this analysis. Foremost in Science and Tech, Business, and Politics, we can see the
great gender differences. On average, 61.2% of news URLs of these three topics are
shared by Male. In the others two categories, World and Health and Life, Female make
more contributions (48.6% of shares).

When compared to typical URL sharing behavior, we observe the tendency of
White-Male sharing news URLs for all categories (Z > 0), but the tendency is stronger
for Science and Tech, Business, and Politics (Z > 9.76) than World (Z = 4.55) and
Health and Life (Z = 1.89). One interesting observation is that White-Female do
share more news URLs of World and Health and Life categories than the typical URLs
(Z > 0).

To understand better how demographic traits relate to topical preferences, we
compute the relative preferences of each demographic group to ten topical categories
(see Figure A.1).
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Table A.6: Number of shares by category.

Category Race (%) Gender (%) Total:Male Female

World

Asian 4.3 (-6.96) 7.8 (-6.32) 12.1 (-9.84)
AF-AM 6.1 (-6.47) 3.2 (-9.35) 9.3 (-12.53)
White 40.4 (13.71) 38.3 (4.62) 78.6 (17.67)
Total: 50.8 (4.55) 49.2 (-4.55) 100.0

Health and Life

Asian 6.8 (-0.18) 7.0 (-2.76) 13.8 (-2.25)
AF-AM 3.3 (-3.82) 3.7 (-2.94) 7.0 (-5.54)
White 41.9 (4.77) 37.3 (0.93) 79.2 (5.97)
Total: 52.0 (1.89) 48.0 (-1.89) 100.0

Science and Tech

Asian 5.2 (-3.55) 5.4 (-6.98) 10.5 (-7.61)
AF-AM 6.3 (-3.25) 1.7 (-10.12) 8.0 (-9.17)
White 52.6 (19.17) 28.8 (-5.95) 81.4 (12.34)
Total: 64.1 (15.74) 35.9 (-15.74) 100.0

Business

Asian 4.0 (-4.95) 5.3 (-6.93) 9.3 (-8.13)
AF-AM 7.0 (-2.54) 3.1 (-5.69) 10.0 (-6.30)
White 49.4 (15.59) 31.3 (-3.48) 80.7 (10.45)
Total: 60.3 (9.76) 39.7 (-9.76) 100.0

Politics

Asian 5.5 (-3.06) 4.6 (-9.52) 10.1 (-9.94)
AF-AM 6.3 (-4.01) 3.2 (-7.53) 9.5 (-8.18)
White 47.3 (16.91) 33.1 (-2.58) 80.4 (14.20)
Total: 59.1 (13.23) 40.9 (-13.23) 100.0

News articles about Tech are more likely to be shared by Male than Female. We
then see White are more likely to share news about Health and Tech while Asian and
AF-AM participate more in sharing news about Sports and Arts. Lastly, Science is
favored by Asian but Business is favored by AF-AM. Our analysis shows that demo-
graphic groups have different topical tastes in sharing. This guides us how news media
publish their contents to target appropriate user segments.

A.5.2 By Author’s Demographics

In this section, we study how the gender of a journalist who wrote a news article
influences its shares. While some differences in topics written [158] or sources used
[300] between male and female journalists have been reported [158] , its appealing to
each demographic group has not been fully explored.

Table A.7 shows the demographics of the authors for each news source. Overall,
the proportion of Male authors are higher than that of Female authors–on average,
60.04% of the authors are Male. Reuters and BBC News have more skewed gender
distributions than the other three sources. In terms of race, most of the authors are



148 Appendix A. Demographics of News Sharing in Twitter

Table A.7: Demographic characteristics of the collected authors by news source.

News Media Race (%) Gender (%) Total:Male Female

The New York Times

Asian 4.9 5.8 10.7
AF-AM 3.9 0.9 4.8
White 49.4 35.1 84.5
Total: 58.1 41.9 100.0

Reuters

Asian 6.8 6.0 12.8
AF-AM 4.3 2.3 6.6
White 51.3 29.3 80.6
Total: 62.5 37.5 100.0

The Guardian

Asian 3.4 4.6 8.1
AF-AM 3.8 1.2 5.0
White 50.4 36.6 87.0
Total: 57.6 42.4 100.0

The Wall Street Journal

Asian 7.0 6.1 13.1
AF-AM 2.9 1.6 4.5
White 47.9 34.5 82.4
Total: 57.8 42.2 100.0

BBC News

Asian 3.2 4.7 7.9
AF-AM 6.3 1.1 7.4
White 54.7 30.0 84.7
Total: 64.2 35.8 100.0

White (83.8% on average across five media sources), followed by Asian authors (10.5%).
We observe only 5.7% of the authors are AF-AM and strikingly low fraction of AF-AM
Female authors (1.42%).

Table A.8 shows the proportion of the spreaders who shared any news URLs
written by a certain author demographic group for each news source.

A.5.2.1 Author’s Gender

Does the gender of an author affect the spreading behavior? For The New York Times
and Reuters, the proportion of Male spreaders is not significantly different (< 2%) no
matter the gender of the author is. However, in the rest three others sources, Male
tend to share more news URLs written by Male–the difference is 12.4% for BBC News,
7.4% for The Wall Street Journal, and 5.3% for The Guardian. While the effect of
the gender of the authors on spreading behavior exists, this might be a mere effect
of biological differences in topical tastes–Male and Female journalists write only the
topics that readers of the same gender are interested in.

To control the effect of the topics, we use a Chi-square test [37] to find which
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Table A.8: Confusion matrixes for news authors and spreaders by news source.

(a) The New York Times
Spreaders (%)

Male Female

Authors
(%)

Male 54.8 45.2
Female 53.1 46.9

Asian AF-AM White
Asian 11.0 10.7 78.3
AF-AM 11.3 11.6 77.1
White 10.7 10.3 79.1

(b) Reuters
Spreaders (%)

Male Female

Authors
(%)

Male 58.7 41.3
Female 57.5 42.5

Asian AF-AM White
Asian 13.2 10.4 76.5
AF-AM 14.0 9.6 76.3
White 9.5 10.9 79.6

(c) The Guardian
Spreaders (%)

Male Female

Authors
(%)

Male 59.7 40.3
Female 54.4 45.6

Asian AF-AM White
Asian 13.2 10.0 76.8
AF-AM 14.1 11.1 74.8
White 10.5 9.7 79.8

(d) The Wall Street Journal
Spreaders (%)

Male Female

Authors
(%)

Male 66.9 33.1
Female 59.6 40.4

Asian AF-AM White
Asian 12.5 9.2 78.4
AF-AM 12.3 9.9 77.8
White 9.3 9.8 80.9

(e) BBC News
Spreaders (%)

Male Female

Authors
(%)

Male 62.4 37.6
Female 50.0 50.0

Asian AF-AM White
Asian 3.4 6.9 89.7
AF-AM 13.3 40.0 46.7
White 11.3 9.1 79.6
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Table A.9: Discriminative topics for gender and race groups by authors and spreaders.

(a) Gender

Topic Author Spreader
Female Male Female Male

Sport ↓ ↑
Opinion ↓ ↑
Health ↑ ↓ ↑ ↓
Tech ↓ ↑
Business ↓ ↑

(b) Race

Topic Author Spreader
Asian AF-AM White Asian AF-AM White

World ↑ ↓
Tech ↑ ↓
Opinion ↓ ↑
Sports ↑ ↑ ↓
Art ↑ ↓

topics are written significantly more by Female (or Male) journalists and which topics
are significantly more shared by Female (or Male) spreaders. Table A.9 shows the
graphical presentation of the statistically significant results by Chi-square test statistics
(p < 0.05). In the table, an upward pointing arrow represents a higher tendency in
writing or sharing. For example, Male authors write news significantly more about
Sport and Opinion, and Female authors write about Health. There are no topics that
authors and spreaders have the same gender differences except for Health. Therefore,
the gender difference in spreading behavior is unlikely driven by that in journalists’
choice of the topics. We bring the potential explanation in later section based on
linguistic component of news.

A.5.2.2 Author’s Race

Does the race of an author affect the spreading behavior? We observe that the propor-
tion of Asian spreaders are significantly difference across different race of the authors
in all news sources except The New York Times. For Reuters, The Guardian, and The
Wall Street Journal, Asian spreaders are more likely to share news URLs written by
Asian or AF-AM authors. Compared to the proportion of shares by Asian (Table A.4)
which are 10.4%, 10.7%, and 8.5% for those three news sources, respectively, the pro-
portion of the news URLs shares written by Asian authors are increased by 26.9%,
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23.4%, and 47.1%, respectively. For AF-AM users, we did not find the same pattern.
Lastly, BBC News has a strong tendency that AF-AM share extensively news URLs
written by AF-AM and Asian.

Table A.9(b) shows the discriminative topics for each racial group of authors and
spreaders. Asian authors are writing more about World and Tech than White. White
authors write more opinionated news articles than Asian. For spreaders, Asian and
AF-AM share more Sports news than White. News about Arts is favored by Asian
more than White. Once again, we do not find any relationship between the topical
interests of a certain racial author group and those of a certain racial spreaders group.

A.5.3 By LIWC Analysis

Linguistic Inquiry and Word Count (LIWC) [199] is a dictionary-based text mining
software. Since it has been proposed, it has been widely used for a number of different
tasks, including sentiment analysis [220] and discourse characterization in social media
platforms [56]. Next, we use LIWC to characterize differences in the content shared
by different demographic groups. Its latest version, LIWC 2015 (used in this work),
defines about 90 linguistic categories and classifies more than 6,400 words into those
categories [198]. For example, the word ‘cried’ falls into the sadness, negative emotion,
overall affect, verbs, and past focus categories. Then, in a given text, the LIWC soft-
ware finds the occurrence of the words in each category. The output is the proportion
of the words in each category to the total words in the text.

Table A.10 presents the result of LIWC analysis of headlines shared by Male

Table A.10: LIWC analysis of ours and Newman et al. [182].

LIWC Dimension Our data Newman et al. [182]
Pronouns

First-person singular M<F M<F
Third-person M<F M<F

Linguistic dimensions
Negations M<F M<F

Current concerns
Money M>F M>F

Biological process
Ingestion M<F -

Spoken categories
Assent M<F -

Swear words M>F M>F
Female references M<F -



152 Appendix A. Demographics of News Sharing in Twitter

spreaders and Female spreaders. For comparison purposes, we also show the result of
effects of gender on language use [182]. We show only LIWC dimensions that have
more than 20% differences between Male and Female and omit the rest because the
number of the whole dimensions is more than 90.

In our data, we find exactly the same trend as [182]: Female share headlines in-
cluding more first-person singular pronouns, third-person pronouns, negations, words
about ingestion (e.g., dish, eat, or pizza), assent (e.g., agree, yes, or ok), and female
references (e.g., girl, her, or mom), and Male share headlines including more words
about money (e.g., audit, cash, or owe), and swear words (e.g., damn, or shit). Con-
sidering that [182] observed those language usage patterns in the texts Male or Female
write, finding the same patterns in the texts he or she shares is surprising and inter-
esting. The spreaders are likely to share the news that is aligned with the language
usage of their own. While many research have focused on attracting more clicks by
tweaking headlines, such as including named-entities in headlines [126], we show that
those studies can be extended to target specific user segments.

In addition, we find some results that are aligned with some stereotypes of races
(e.g., Asian share headlines including more words related to family). However, we
omit the result of LIWC by race of the spreaders because there have been no available
references for a systematic comparison.

A.6 Importance of Spreaders

Finally, we study the impact of understanding news spreaders in two ways: (i) extended
readership by news spreaders and (ii) understanding news popularity and demographics
of news spreaders.

For the first, we compare the original followers and followers of spreaders by
the number and the demographics. That is, we analyzed how spreaders extend news
media’s readers. For example, if followers of the The New York Times are usually white
male but spreaders of The New York Times URLs have a lot of Asian followers, then,
the role of spreaders is really important not only because it increases the number of
audience but also because it brings “different" audiences. The results are shown below
in detail.

A.6.1 Extended Readership by Spreaders

Ideally, to study the audience size reached by spreaders that is not reached directly by
news sources profiles, we would like to have at our disposal the followers and friends of
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Table A.11: Total/Real number of followers of the news sources in Twitter and number
of followers of the spreaders that shared news of the news source.

News Media #Followers # Followers
(news media) (spreaders)

The New York Times 32,626,611 67,458,732
Reuters 15,946,449 11,119,453
The Guardian 6,154,465 21,120,210
The Wall Street Journal 12,563,525 6,193,775
BBC News 27,871,624 4,713,614

all users from our dataset. However, the number of followers and friends of these users
surpasses a billion users, which is unfeasible to be crawled given our resources. As an
attempt to provide evidence that spreaders can largely benefit audience of news papers
in social media systems, Table A.11 contrasts the number of followers of the news media
profiles and the sum of the number of followers of the spreaders of each news source.
Although these results do not quantify exactly the extent to which spreaders are able
to increase the audience size of news sources, it clearly shows that they play a very
important role in many news source audiences. For example, the number of followers
in our sample of spreaders from The New York Times contains more than double the
number of followers of The New York Times.

We move onto demographic of the followers of news spreaders. First, we collected
followers from a sample of 25% of spreaders from our dataset. For this data sample,
the average confidence level for the number of the followers of the spreaders is 6111.154
± 66396.94, with a confidence interval of 95%. After that, we analyze the demographic
characteristics of the followers of the spreaders.

Table A.12 shows the demographics of the followers of news spreaders. Compared
with the demographics of the followers of news sources (Table A.5), we observe the
increase in the percentage of Female–the average increase is 9%. Besides that, for
race, the percentage of White is higher–the average increase is 16%. We tried to test
whether this difference in demographics of spreaders’ followers and those of the original
followers is statistically significant.

We define the demographic distribution of the audience for each news media
as a six-long vector whose element is a proportion of each demographic group (e.g.,
Male-Asian, Female-Asian, ..., and Female-White), respectively. With these vectors,
we use the Kolmogorov-Smirnov test [162], which is a widely used statistical test to
check whether two distributions are generated from an identical reference distribution.
However, the difference is not statistically significant (for The New York Times, D =
0.5, p-value = 0.1641). The main reason is that the length of the vector, six, is too
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Table A.12: Demographic characteristics of each the followers of the spreaders by news
source.

News Media Race (%) Gender (%) Total:Male Female

The New York Times

Asian 4.8 5.6 10.4
AF-AM 6.3 4.2 10.5
White 41.5 37.5 79.1
Total: 52.7 47.3 100.0

Reuters

Asian 4.8 5.4 10.2
AF-AM 6.3 4.0 10.4
White 42.3 37.1 79.4
Total: 53.4 46.6 100.0

The Guardian

Asian 4.8 5.3 10.1
AF-AM 6.1 3.8 9.9
White 42.7 37.2 80.0
Total: 53.6 46.4 100.0

The Wall Street Journal

Asian 4.8 5.3 10.1
AF-AM 6.1 3.9 10.0
White 43.0 36.9 79.9
Total: 54.0 46.0 100.0

BBC News

Asian 4.8 5.3 10.1
AF-AM 6.1 3.8 9.8
White 42.9 37.2 80.1
Total: 53.7 46.3 100.0

short to get statistical evidence. In future work, we will build demographic vectors
for multiple snapshots and compute the statistical significance by concatenating those
vectors.

A.6.2 News Popularity and Demographics

In the previous section, we show that understanding news spreaders is important as
they extend the readership of news media. Another important aspect is whether the
demographic traits of news spreaders are relating to the popularity of news. To this
end, we collect the number clicks for each news URL using the Bit.ly API13. Then,
we compare the popularity of news articles shared by different demographic groups to
know whether a certain demographic group share news URLs likely to be more popular.

For gender group, we observe that the news items shared by Female are more
clicked that those shared by Male. The differences are statistically significant by
Kruskal-Wallis H-test (H = 7.719, p < 0.005). For race, the news articles shared

13https://dev.bitly.com/
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by Asians are more clicked (H = 6.659, p < 0.005). The results show that the demo-
graphic information of news spreaders can potentially help in predicting the popularity
of news articles.

A.7 Concluding Discussion

The increasing diffusion of news in social media systems, associated with the great
power provided to users along the dissemination process, are making these platforms
a fertile ground for misleading or fake news propagation. The growing use of
Twitter as a news’ channel highlights the importance of characterizing news spreaders
to understand who they are, what they share and their impact. Next, we briefly
discuss implications of our main findings and discuss directions we aim to explore next.

Bias on breaking news stories: A widely used tool that users use to find breaking
news-stories in online social networks is the Trending stories (or topics) [80, 269].
Recently, Facebook has been involved in many controversies related to trending
stories [70]. First, Facebook involved human curators as part of its process to identify
trending stories. A main criticism was that human curators could bias the final list
of stories. Then, Facebook removed the human intervention and followed the popular
perception that data-driven algorithms would not be biased as they simply process
data. Our results, however, shows the data itself is biased, at least in terms of the
demographic groups considered. We show that demographic groups of white and male
users tend to share more news in Twitter. Our results also quantify the existing bias
on Twitter shares towards specific demographic groups across news categories and
other dimensions. Thus, our work contributes with a new and important perspective
to the emerging debate in the community centered around concerns about bias and
transparency of decisions taken by algorithms operating over user-generated data.
Finally, we believe that the increasing availability of information about demographics
will help the development of systems that promote more diversity and less inequal-
ity to users. Thus, as a final contribution of our effort, we intend to release our
demographic dataset to the research community by the time of publication of this study.

Personalized news recommendations: Our analysis shows different user behaviors
in terms of news sharing and also highlight demographic differents in terms of user
interests. Identifying intrinsic characteristics of the users who spread the news in
the online world and identifying how users interest across demographics is a key step
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towards the development of a framework that can promote the customization of the user
experience using social media for news digest. We aim at further exploring this topic
as part of our future work by investigating the discriminative power of demographic,
linguistic, and network features in predicting a user’s interest in specific news and news
topics.
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(b) Graphic zoom for the US election dataset (up
to 21 features)
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Figure B.1: Performance of XGB models in terms of AUC considering the number of
features used by them. For both datasets, the predictive accuracy improves for models
composed of up to 20 features. Thereafter we note a stabilization or worsening of the
performance of models.
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Figure C.1: SHAP summaries for the closest models to cluster 1 centroid for the US
election dataset (Folds 1 and 2).
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(b) Fold 4

Figure C.2: SHAP summaries for the closest models to cluster 1 centroid for the US
election dataset (Folds 3 and 4).
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Figure C.3: SHAP summaries for the closest models to cluster 2 centroid for the US
election dataset (Folds 1, 2, 3 and 4).
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Figure C.4: SHAP summaries for the closest models to cluster 3 centroid for the US
election dataset (Folds 1 and 2).
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Figure C.5: SHAP summaries for the closest models to cluster 3 centroid for the US
election dataset (Folds 3 and 4).
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Figure C.6: SHAP summaries for the closest models to cluster 4 centroid for the US
election dataset (Folds 1, 2, 3 and 4).
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Figure C.7: SHAP summaries for the closest models to cluster 5 centroid for the US
election dataset (Folds 1, 2, 3 and 4).
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Figure C.8: SHAP summaries for the closest models to cluster 6 centroid for the US
election dataset (Folds 1 and 2).
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Figure C.9: SHAP summaries for the closest models to cluster 6 centroid for the US
election dataset (Folds 3 and 4).
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Figure C.10: SHAP summaries for the closest models to cluster 1 centroid for the
Brazilian election dataset (Folds 1, 2, 3 and 4).
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Figure C.11: SHAP summaries for the closest models to cluster 2 centroid for the
Brazilian election dataset (Folds 1, 2, 3 and 4).
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Figure C.12: SHAP summaries for the closest models to cluster 3 centroid for the
Brazilian election dataset (Folds 1 and 2).
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Figure C.13: SHAP summaries for the closest models to cluster 3 centroid for the
Brazilian election dataset (Folds 3 and 4).
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Figure C.14: SHAP summaries for the closest models to cluster 4 centroid for the
Brazilian election dataset (Folds 1 and 2).
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Figure C.15: SHAP summaries for the closest models to cluster 4 centroid for the
Brazilian election dataset (Folds 3 and 4).
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Figure C.16: SHAP summaries for the highest AUC model in cluster 1 for the US
election dataset (Folds 1 and 2).



176 Appendix C. SHAP Graphs

0.05 0.00 0.05 0.10 0.15 0.20
SHAP value (impact on model output)

focusfuture
domain_ihavethetruth.com

hear
domain_abcnews.go.com

sexual
leisure

word_usage_pronoun
discrep

domain_freedomdaily.com
img_safe_search_violence_NONE

domain_eaglerising.com
adj

readability_linsear_write_formula
WPS
work

readability_gunning_fog
57600

domain_rightwingnews.com
sequenceMatcher_top_newspapers_alexa

share_count

Low

High

Fe
at

ur
e 

va
lu

e

(a) Fold 3

0.05 0.00 0.05 0.10 0.15
SHAP value (impact on model output)

domain_conservativetribune.com
hear

domain_addictinginfo.org
focusfuture

discrep
domain_ihavethetruth.com

word_usage_pronoun
domain_abcnews.go.com
domain_eaglerising.com

leisure
adj

readability_gunning_fog
work

domain_freedomdaily.com
readability_linsear_write_formula

WPS
domain_rightwingnews.com

57600
sequenceMatcher_top_newspapers_alexa

share_count

Low

High

Fe
at

ur
e 

va
lu

e

(b) Fold 4

Figure C.17: SHAP summaries for the highest AUC model in cluster 1 for the US
election dataset (Folds 3 and 4).



177

0.05 0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
SHAP value (impact on model output)

sentence_info_sentences
domain_eaglerising.com

domain_conservativetribune.com
word_usage_nominalization
domain_ihavethetruth.com
readability_difficult_words

number_hashtag
sentence_info_syllables

Authentic
Analytic
172800

readability_LIX
domain_rightwingnews.com

sentence_info_type_token_ratio
page_fan_count

domain_freedomdaily.com
cogproc

toxicity_title_message
reaction_count

longitude

Low

High

Fe
at

ur
e 

va
lu

e

(a) Fold 1

0.05 0.00 0.05 0.10 0.15 0.20 0.25
SHAP value (impact on model output)

domain_eaglerising.com
domain_conservativetribune.com

readability_difficult_words
ingest

word_usage_nominalization
sentence_info_syllables

Analytic
number_hashtag

sentence_info_type_token_ratio
Authentic

domain_ihavethetruth.com
cogproc
172800

page_fan_count
reaction_count
readability_LIX

domain_rightwingnews.com
domain_freedomdaily.com

toxicity_title_message
longitude

Low

High

Fe
at

ur
e 

va
lu

e

(b) Fold 2

Figure C.18: SHAP summaries for the highest AUC model in cluster 2 for the US
election dataset (Folds 1 and 2).
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Figure C.19: SHAP summaries for the highest AUC model in cluster 2 for the US
election dataset (Folds 3 and 4).
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Figure C.20: SHAP summaries for the highest AUC model in cluster 3 for the US
election dataset (Folds 1 and 2).
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Figure C.21: SHAP summaries for the highest AUC model in cluster 3 for the US
election dataset (Folds 3 and 4).
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Figure C.22: SHAP summaries for the highest AUC model in cluster 4 for the US
election dataset (Folds 1 and 2).
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Figure C.23: SHAP summaries for the highest AUC model in cluster 4 for the US
election dataset (Folds 3 and 4).
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Figure C.24: SHAP summaries for the highest AUC model in cluster 5 for the US
election dataset (Folds 1 and 2).
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Figure C.25: SHAP summaries for the highest AUC model in cluster 5 for the US
election dataset (Folds 3 and 4).
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Figure C.26: SHAP summaries for the highest AUC model in cluster 6 for the US
election dataset (Folds 1 and 2).
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Figure C.27: SHAP summaries for the highest AUC model in cluster 6 for the US
election dataset (Folds 3 and 4).
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Figure C.28: SHAP summaries for the highest AUC model in cluster 1 for the Brazil-
ian election dataset (Folds 1 and 2).
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Figure C.29: SHAP summaries for the highest AUC model in cluster 1 for the Brazil-
ian election dataset (Folds 3 and 4).
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Figure C.30: SHAP summaries for the highest AUC model in cluster 2 for the Brazil-
ian election dataset (Folds 1 and 2).
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Figure C.31: SHAP summaries for the highest AUC model in cluster 2 for the Brazil-
ian election dataset (Folds 3 and 4).
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Figure C.32: SHAP summaries for the highest AUC model in cluster 3 for the Brazil-
ian election dataset (Folds 1 and 2).
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Figure C.33: SHAP summaries for the highest AUC model in cluster 3 for the Brazil-
ian election dataset (Folds 3 and 4).
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Figure C.34: SHAP summaries for the highest AUC model in cluster 4 for the Brazil-
ian election dataset (Folds 1 and 2).
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Figure C.35: SHAP summaries for the highest AUC model in cluster 4 for the Brazil-
ian election dataset (Folds 3 and 4).
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