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UNIVERSIDADE FEDERAL DE MINAS GERAIS

Abstract
Escola de Engenharia

Graduate Program in Electrical Engineering

A Practical Toolset for TERS Experiments and Analysis

by Hudson Luiz Silva de MIRANDA

This work proposes a set of hardware and software tools to improve the usability
of tip-enhanced Raman spectroscopy (TERS) systems. TERS is capable of providing
optical images with resolution beyond the light’s diffraction limit while also provid-
ing chemical and structural information, which makes it a technique of interest for
nanoscience and nanotechnology applications. Specifically, this work aims to de-
velop hardware and software solutions to better understand the TERS probe’s inter-
action with an electromagnetic field, providing insights on: optical probe alignment
methods, optimization of probe’s constructive parameters and super-resolution.

Aside from the development of the necessary instruments, this task also compre-
hends the study of TERS probe’s interaction with light via Finite Element Method
simulations in addition to TERS experiments with graphene under a series of envi-
ronmental conditions that affect the local electromagnetic field in a controlled man-
ner.

Furthermore, the work also comprehends the use of data analysis techniques,
specifically Spectral Unmixing and Principal Component Analysis (PCA), with the
objective of efficiently extracting information from hyperspectral images in a non
supervised manner via dimensionality reduction.
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UNIVERSIDADE FEDERAL DE MINAS GERAIS

Resumo
Escola de Engenharia

Graduate Program in Electrical Engineering

Um conjunto de ferramentas prático para experimentos e análises TERS

por Hudson Luiz Silva de MIRANDA

Este trabalho propõe um conjunto de ferramentas de hardware e software para mel-
horar a usabilidade de sistemas de espectroscopia Raman aprimorada por ponta
(TERS, do inglês Tip Enhanced Raman Spectroscopy). O TERS é capaz de fornecer ima-
gens ópticas com resolução além do limite de difração da luz, além de fornecer infor-
mações químicas e estruturais, o que o torna uma técnica de interesse para aplicações
em nanociência e nanotecnologia. Especificamente, este trabalho visa desenvolver
soluções de hardware e software para melhor compreender a interação da sonda
TERS com um campo eletromagnético, fornecendo informações sobre: métodos de
alinhamento óptico de sonda, otimização dos parâmetros construtivos da sonda e
super-resolução.

Além do desenvolvimento dos instrumentos necessários, esta tarefa também com-
preende o estudo da interação da sonda TERS com a luz via simulações do Método
dos Elementos Finitos, além de experimentos de TERS com grafeno sob uma série
de condições ambientais que afetam o campo eletromagnético local de forma con-
trolada.

Além disso, o trabalho também compreende a utilização de técnicas de análise
de dados, especificamente Decomposição Espectral (Spectral Unmixing) e Análise de
Componentes Principais (PCA, do inglês Principal Component Analysis), com o ob-
jetivo de extrair informações de imagens hiperespectrais de forma eficiente e não
supervisionada via redução de dimensionalidade.
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Chapter 1

Introduction

Scientific advances are marked by the technological capacity to measure new phe-
nomena. Two examples are the optical microscope, enabling the field of microbi-
ology, and the spatial telescope, which allowed a much deeper study of celestial
bodies. Despite the many advances, optical microscopy’s resolution is physically
limited by the light diffraction limit, known as Abbe’s Limit [1]. This limit deter-
mines an approximate equation for the maximum spatial resolution of an optical
measurement system:

d ≈ λ

2NA
(1.1)

Equation (1.1) gives the smallest resolvable feature size d as a function of light’s
wavelength λ and the illumination collection’s numerical aperture NA. When the
separation between two emitters becomes smaller than d they become unresolvable
from one another, as shown in Fig. 1.1.

FIGURE 1.1: Images generated by two point light sources varying the
space between them, providing a graphical representation of Abbe’s
Limit. When the two point-like sources are too close (d < 0.5λ/NA),
their PSFs superpose, precluding the identification of two distinct

sources.[2]

From an image processing perspective, the performance of an optical system can
be associated with a Point Spread Function (PSF), a 2-dimensional impulse response
that represents the image acquisition setup. Usually, for microscopy setups, the PSF
is an Airy disk [3] whose width depends on λ and NA, as shown in Fig. 1.2.

Given this limitation of optical images, it would not be possible to directly em-
ploy optical measurements at a nanometric scale, considering visible light has wave-
lengths in the range of 380 nm to 740 nm. There are two main aspects that motivate
the need for nanoscale optical measurements. The first aspect is the wide range of
possible applications of nanotechnology currently being prospected (Fig. 1.3). This
creates a demand for study and quality control of nanomaterials involved in these
applications, which gives rise to the second aspect: optical images are capable of
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FIGURE 1.2: Simulation of formed images of point-like sources with
Airy disks in systems with distinct NA. A higher NA results in a
sharper Airy disk and improved spatial resolution, although always
limited to the diffraction (Abbe) limit. The imaged point-like sources

reveal the PSF of the system.[4]

providing a high level of information regarding composition, structure of materi-
als and functional properties, more so than techniques such as Scanning Electron
Microscopy, X-Ray Diffraction and Mass Spectroscopy [5].

The necessity of studying nanomaterials via optical means has encouraged the
invention of modified microscopy setups for this task. Such devices include Stim-
ulated Emission Depletion (STED) microscopes [5] and Tip Enhanced Raman Spec-
troscopy (TERS) [7]. The working principle of STED is based on fluorescence and
TERS is based on Raman scattering, which makes it more sensitive to composition
and structure and, for this reason, it will be the focus of this work. TERS combines
Raman Spectroscopy [8], which provides a fingerprint of an analyte in the form of
a Raman spectrum, and Scanning Probe Microscopy that provides topological infor-
mation regarding the surface of the material [9]. The combination of a metallic scan-
ning probe with a sharp apex, in association with a laser excitation source focused
on it, generates an antenna effect concentrating the excitation power and amplifying
the light scattered by the analyte, thus increasing the spatial resolution.

This work aims at supplying TERS users with a set of tools targeting crucial steps
in performing the technique and also tools that provide a novel perspective when
analysing experimental data obtaining TERS. Three main tools targeting these goals
were produced during this work: on the experimental front, a reliable methodol-
ogy for positioning a TERS tip optimizing optical signal and resolution is devel-
oped and tested; regarding the TERS probes, a simulation framework is elaborated
to enable not only optimization of the probes’ geometry and composition, but also
to understand the distribution of electric field in a nanometric volume around the
TERS probe apex; on the data analysis approach, the work proposes unsupervised
algorithms that can assist in the exploration of large data sets of spectral data. With
these tools some crucial issues in TERS probe design, probe alignment and TERS
data analysis are tackled and demonstrated.
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FIGURE 1.3: Range of possible applications of nanoparticles in differ-
ent fields.[6]

The remainder of the thesis is structured in the following Chapters: Chapter 2
supplies the necessary background concepts that support this work. Chapter 3 de-
scribes the existing experimental apparatus and its required modifications for this
work. The same chapter describes the simulation framework created to analyze
TERS probes’ response to optical excitation and also a set of algorithmic tools for
large scale unsupervised Raman data analysis. Chapter 4 contains demonstrations
and applications of the toolset presented in the previous Chapter. Finally, Chapter 5
summarizes the main findings produced by utilizing the developed toolset.





5

Chapter 2

Theoretical Background

This Chapter provides an overview of the relevant topics to understand the physical
and engineering concepts required for this work.

2.1 Confocal Optical Microscopy

Optical Microscopy (OM) is a method for obtaining magnified images of small ob-
jects using visible light. Usually there is a light source that illuminates a sample and
an objective lens collects the light after interacting with the sample and projects it
onto an image sensor. The choice of how to illuminate the sample and how to collect
the optical signal defines different types of OM. This work focuses on Backscattering
Confocal Optical Microscopy (BCOM) [10, 11]. The basic diagram for this configura-
tion is shown in Fig. 2.1. A collimated excitation light is transmitted through a beam
splitter or dichroic mirror and it is focused by an objective lens onto the sample. The
scattered light is then collected through the same lens and it is reflected by the mirror
to another lens that focuses the light through a pinhole onto a detector.

b)a)

FIGURE 2.1: a) BCOM setup - the laser is directed to the sample by
a dycroic mirror (DM) and through the objetictive lens (O); The light
scattered by the sample (S) returns following the same path and it is
transmitted by the DM, directed to a detector, in this case a Single
Photon Avalanche Detector (SPAD); b) the pinhole in the way to the
detector selects light scattered only in a small region around the focal

point, acting as a spatial filter.[3]

In this setup, the pinhole in the front of the detector is responsible for the confo-
cality. It acts as a spatial filter selecting light in a narrow region around the geometric
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focal point. This results in a narrower PSF and focal plane [12], effectively improving
the resolution. The optimal pinhole size, Dp, is defined by:

Dp ≤
λ · vP ·MT

π · NA
, (2.1)

where λ is the collected wavelength, vP is a parameter dependent on the system’s
PSF and is given in optical units, MT is the total system magnification and NA the
numerical aperture of the collecting lens.

The existence of the pinhole makes it necessary to scan a sample pixel by pixel
(raster scanning) in order to obtain a full image, and this is a key limitation of BCOM.

Despite being optimized for spatial resolution, BCOM systems are still bounded
by light’s diffraction limit described by Eq. (1.1). Thus, classically, the resolution of
the system can only be improved by decreasing the excitation wavelength λ or by
increasing the numerical apperture NA.

2.2 Raman Spectroscopy

The Raman scattering effect refers to the inelastic scattering of light by matter [8].
This phenomenon consists in a change of an incident photon energy caused by their
interaction with the scattering material. Therefore, if a material is optically excited
with a given wavelength λLASER, the scattered light should present a small portion
of light with different wavelengths. The amount of energy lost or gained depends
on the sample’s atomic vibrational structure, which, in turn, depends on its chemical
composition, structure and environmental conditions [13]. The dependence between
energy shift and material properties makes Raman a tool of great interest for mate-
rials characterization.

The amount of energy lost or gained by the photons (λPHONON) depends on the
vibrational energy configuration of the material, as shown in Fig. 2.2.

VIBRATIONAL ENERGY STATES

E P
HO
NO
N

EN
ER

GY

VIRTUAL 
ENERGY 
STATES

EaS = ELASER + EPHONON ERAYLEIGH = ELASER ES = ELASER - EPHONON

FIGURE 2.2: Band diagram for Raman scattering. In terms of scat-
tered wavelength, the Stokes shift (ES = ELASER − EPHONON) occurs
towards higher wavelengths and the anti-Stokes (ES = ELASER +
EPHONON) goes in the opposite direction. The shift’s magnitude
(EPHONON) is directly related to the phonon energy. The phonon is
a quantum of atomic vibrational energy. (Source: Cassiano Rabelo)

Raman spectra are generally presented as graphs of Raman shift in units of
wavenumbers (cm−1) vs. signal intensity. Because the Raman shift occurs relative
to the excitation wavelength, it is useful to perform a mathematical transformation
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to present all spectra in the same reference, removing the excitation wavelength de-
pendence from the visualization. This can be achieved by Eq. (2.2):

∆w = (
107

λLASER
− 107

λS
), (2.2)

where λLASER and λS are the excitation and the scattered (Raman) wavelengths (in
nm), respectively. ∆w is the Raman shift (in cm−1) and it is conventioned to be
positive for Stokes and negative for anti-Stokes scattering.

Figure 2.3 illustrates the sensitivity of Raman spectroscopy to different graphene
samples stacked in distinct amounts of layers. Only by analyzing the Raman spectral
signature of a sample it is possible to determine the quantity of layers in a sample
of graphene [14]. Figure 2.3 a) shows that graphene has two most prominent bands,
named G and 2D. The G band is associated with the Carbon-Carbon bond stretch-
ing mode in an sp2 hybridization configuration and the 2D band is generated by a
breathing mode in the hexagonal rings [13].

(a)

(b) (c)

G
2D

FIGURE 2.3: Raman Spectroscopy in graphene-related structures.
a) shows the difference in Raman signature between single layer
graphine and graphite, which is composed of a large number of
stacked layers of graphene. The inset schematics depict the G and
2D vibration modes in the graphene structure [15]; b) shows the evo-
lution of the 2D band shape as the number of layers increase, using a
514 nm excitation source; c) same as b), but with different excitation

at 633 nm.(Adapted from [14])
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The symmetry of the atomic structure, as well as the electric field distribution
generated by the excitation light, will determine its Raman response. The Raman
response of a material can be calculated from the Raman tensors, related to each
of its vibrational modes, and input excitation electric field, given by the following
formula: ESx

ESy
ESz

 =

αxx αxy αxz
αyx αyy αyz
αzx αzy αzz

 ·
ELx

ELy
ELz


−→
ES = ←→αR

−→
EL

(2.3)

where the vector
−→
ES represents the configuration of the scattered electric field,

←→αR the Raman tensor for given vibrational mode and
−→
EL the excitation electric field.

It is important to consider that a molecule with N atoms will generally have 3N −
6 degrees of freedom for atomic vibrations [13], each of them with an associated
Raman tensor.

Being a two-dimensional material, the graphene response to an electric field ex-
citation perpendicular to its plane generates no activation of the G band vibrational
modes and negligible activation of the 2D band vibrational modes [16].

2.3 Scanning Probe Microscopy

Scanning Probe Microscopy (SPM) is a family of techniques consisting of scanning
the surface of a sample with a small probe (or tip) and recording its physical prop-
erties [9]. These techniques resemble the operating principle of a vinyl disk player
where the needle scans the surface and its deflection by patterns etched in the disk
are transformed into sound.

From the wide range of SPM types, a technique denominated Atomic Force Mi-
croscopy (AFM), which provides information about the surface topography, will be
the focus for this work. For this case a very sharp scanning probe with an apex in
the range of few nanometers of radius is used. The probe follows the surface pro-
file while a sensor monitors the magnitude of the interaction between the probe and
the sample and feeds this value to a controller system that adjusts the probe height,
usually via a piezoelectric actuator system, as depicted in Fig. 2.4. By scanning with
this constant-gap configuration, it is possible to recover the sample topography by
directly analyzing the voltage signal applied to the actuator system to maintain the
constant gap. This voltage signal is usually converted to length units via a calibra-
tion constant.

The sharpness of a probe and the controller tuning are the main parameters to
determine the quality of an AFM setup. If the controller is not correctly tuned it will
not follow the sample’s profile correctly and may also damage the probe during the
scan. Furthermore, if the probe is too large, it will not be able to properly resolve
features that are smaller than its apex diameter. This is exemplified in Fig. 2.5. In
the case of SPM, the PSF is dependant on the shape of the probe and control system
response, since the image is formed by physically convolving the probe with the
surface [9].

Since the PSF for an SPM imaging system is defined by the shape of the nano-
metric probe, the resolution is much superior to optical images. The main limitation
of SPM is the amount of information that can be extracted. AFM, for example, is
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FIGURE 2.4: AFM control system diagram. A setpoint defining the
desired value for the interaction is usually provided by an operator.
During the operation, this value is compared to the current feedback
signal and the error is sent to a controller. The controller’s output
is sent to a high voltage amplifying stage that drives a piezoelectric
element that changes the probe’s position along the Z axis while scan-

ning the surface (XY plane) [3].

FIGURE 2.5: Schematics of an SPM procedure, where the tip (gray)
scans a surface (black). A sharper probe generates a topographic im-
age with better resolution, as displayed by the dashed line under the

pictures.

only able to obtain topological and interaction (the one used for distance feedback)
information [9].

AFM systems work based on the van der Walls force between the probe and the
surface, and it can be categorized in three varieties: contact, non-contact and inter-
mittent contact modes, according to the region of the van der Wall potential which is
explored experimentally. In the contact mode, the probe is constantly engaging the
sample and a sensor monitors the probe’s interaction level caused by the contact and
attempts to maintain a constant interaction defined by a setpoint value of a sensed
variable (e.g.: deflection angle of a cantilever probe). The intermittent-contact mode,
or tapping mode, is similar, differing in the fact that the probe oscillates vertically,
reducing the amount of time the probe interacts with the sample. Non-contact mode
consists in having the probe at a set distance from the sample throughout the whole
scan. In this case, the feedback signal is related to the van der Waals force that arises
from the small distance between the probe and the sample surface [17].

In order to sense the minute van der Waals forces, a specialized approach is nec-
essary. Among different approaches, a well established solution, relevant to this
work, is to use the scanning probe attached to a tuning fork (TF). The TF is forced
to oscillate at its resonance frequency by a vibrating piezo element and, as the probe
approaches the sample, the resonating frequency changes as a consequence of the in-
teraction between probe and surface. A Phase Locked Loop (PLL) monitors change
in phase and adjusts the piezo vibrating frequency in order to maintaing a constant
phase [9]. The shift is compensated by moving the probe vertically to reestablish the
working probe-sample distance and, consequently, the specified TF frequency shift.
This provides the necessary tool to implement a control system that is able to main-
tain a reference distance between the probe and the scanned surface. The change in
probe position along the vertical axis will then reflect the surface topography.
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2.4 TENOM

Tip Enhanced Near-Field Optical Microscopy (TENOM) is a nanoscale optical imag-
ing technique emerging from the combination of SPM and OM. The latter, as dis-
cussed in Chapter 1, is limited by the diffraction limit of light, which limits the
spatial resolution of optical images to approximately λ/2. For light in the visible
spectrum, this represents resolutions around a few hundreds of nanometers. Such
limitation prevents the use of optical characterization in a critical range of applica-
tions, as shown in Fig. 1.3. The diffraction limited optical systems can be modified
in order to obtain resolutions of the same order as SPM.

An approach to modifying optical systems to increase resolution beyond the
diffraction limit is to position a metallic AFM probe in the focal region of a BCOM
system, creating a TENOM system, as shown in Fig. 2.6.

SPM Control

Detection

Excitation

Sample scanning stage

FIGURE 2.6: A TENOM system can be made by combininng BCOM
and SPM with a metallic probe. The probe must be positioned at the

BCOM system’s focal spot with nanometric precision.[18]

As a usual BCOM system, a laser excitation source is present along with condi-
tioning optics (can vary depending on the actual setup and experiment being per-
formed) for the excitation and collected light that is directed to the detectors. A
metallic scanning probe is then positioned at the optical system’s focal spot with
the assistance of an SPM system, acting as an optical nanoantenna. With proper
positioning of the probe with respect to the optical system, the tip-laser alignment
(axially and laterally), both SPM and BCOM systems will image the same region in
a sample.

The presence of a sharp metallic tip made of a material compatible with the exci-
tation wavelength produces an antenna effect [19]. This phenomenon contributes to
the increased resolution via two distinct mechanisms: (1) the incoming light focused
on the tip’s apex induces plasmons in the metallic surface, which are amplified by
resonance in the tip and then emit radiation [20]. This transforms the tip’s apex in
a nanometric light source illuminating the sample locally in the near-field optical
regimen. (2) The light emitted by the probe excites the sample, generating scattered
radiation. The scattered signal is composed of two components: the diffraction lim-
ited far-field (FF) and the highly localized near-field (NF) radiations [3]. The NF,
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which decays exponentially with respect to the distance from the source, can only
be detected up to a few nanometers away from the origin (in the case of visible light).
Said probe utilized to locally excite the sample interacts with the NF component of
the scattered light and, through the same plasmon resonance effect, amplifies it and
converts it into a propagating wave, which can be detected with the same instru-
ments as usual BCOM. These two phenomena result in both increased resolution
and signal intensity.

2.4.1 TERS

TENOM is a technique that applies to several optical phenomena, like elastic (Rayleigh)
scattering, photoluminecence, among others. When TENOM is combined with Ra-
man spectroscopy, it gives rise to Tip Enhanced Raman Spectroscopy (TERS). The
probe not only increases the spatial resolution, but it also significantly increases the
signal-to-noise ratio in the Raman spectra. An enhanced Raman spectrum is shown
in Fig. 2.7, as well as resolution improvements in optical Raman images.

A practical form of quantifying the TERS enhancement is to employ a metric
denominated spectral enhancement, defined as:

FTERS =
Atip−down

Atip−up
, (2.4)

where FTERS represents the spectral enhancement, Atip−down the integrated in-
tensity of a Raman band in the presence of the TERS tip (composed of a sum of
the far-field and the near-field regime) and Atip−up the corresponding value in the
absence of the tip (signal only from the far-field regime).

In addition to the spectral and resolution enhancements, because the probe is
able to access the NF, the resulting Raman spectrum carries information that is nor-
mally not available through confocal Raman spectroscopy [21].

TERS has been vastly used to study carbon nanomaterias [24–28], biological ma-
terials [29, 30] and various other low-dimensional materials [7, 31]. The main hurdle
of performing TERS, as with all TENOM applications, is the necessity to keep the
probe stable in a small region around the geometric center of the focus spot, which
is around tens of nanometers. The required mechanical, electrical, thermal and con-
trol stability to achieve this is one of the main challenges for TERS. This issue and
possible solutions are discussed further in this work.

2.5 Simulations

In order to understand how the laser focus is formed and how it interacts with the
probe, it is necessary to simulate electromagnetic waves and their behavior around
metallic nanostructures. This can be achieved by applying a discretized and fre-
quency domain version for Maxwell’s Equations in a Finite Element Method (FEM)
simulation [32]. Just as it is done for classical antennas, with the nanoantennas the
focus of the simulations is to characterize signal amplification and electric field dis-
tribution in a steady state condition, thus the reason for using the frequency-domain
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a) b) c)

d) e)

f) g)

FIGURE 2.7: a) Graphene’s Raman signature without the tip (red) and
with the tip (black). The Raman peaks’ amplitude is enhanced at the
tip’s location and a luminescence background is introduced by the
tip (Adapted from [20]); b) 4× 4 µm confocal Raman G band image of
carbon nanotubes without tip; c) 4× 4 µm G band TERS image of the
same area as in (b), now the presence of a TERS probe [22]; d) confocal
2D Raman band image of a nano-scale graphene defect structure and
e) image of the same region from d) using TERS; maps f) and g) are
equivalent to maps d) and e) , but using the graphene’s D band which
associated with structural defect (panels d–g are courtesy of Inmetro

produced with a method detailed in Ref. [23]).

FEM approach. In this work the frequency-domain differential form of Maxwell’s
Equations will be used [32]:

∇ · ~D = ρv

∇ · ~B = 0
∇× ~E = −jω~B
∇× ~H = ~J + jω~D
∇ ·~J = −jωρv

(2.5)

As well as the frequency-domain version of the constitutive relations:

~D = [ε]~E
~B = [µ]~H

(2.6)

These equations are converted to a discrete form in order to be usable by FEM.
Having the underlying physical equations that describe the optical phenomena that
are of interest for this work, the FEM simulation requires other five components to
be performed: a geometry representing the problem space must be provided; this
is used by a meshing algorithm to produce the finite-sized elements for simulation;
material properties, in this case the optical ones, must be attributed to each mesh
element; boundary conditions should be specified to properly treat the limiting in-
terfaces of the problem space; and, finally, an initial condition for the system must
be provided (an optical excitation source, for example).

Having an input geometry that describes the problem space a meshing algo-
rithm can be used to subdivide the ideal structure into finite-sized elements that are
interconnected forming a mesh. These elements are usually tetrahedral because of
its lower computational costs and ease of adaptation to various input geometries
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(when compared to prismatic or hexahedral elements). The size of the meshing el-
ements is crucial for the simulation’s accuracy. The elements must be small enough
to adapt correctly to the input geometry and also, in the case of optical simulations,
they must be at least five times smaller (as a rule of thumb) than the smallest wave-
length present in the simulation [32]. A good practice is to repeat the simulation
varying the elements’ size until the output variables converge. Naturally, there is a
trade-off between discretization and computational costs: as the amount of elements
increases, so does the amount of system memory used to represent this elements and
the processing time for the simulation.

With the discretized structure, material properties must be assigned to each finite
element. Specifically, for optical simulations, the complex index of refraction is suffi-
cient to populate the medium parameters in the constitutive relations from 2.6. The
index of refraction can be obtained form both theoretical models or experiments [33].

The boundary conditions of the simulation space are critical for optical simula-
tions[34] because, without proper treatment, they act as perfect reflecting surfaces
confining the wave inside the simulation space. Most FEM softwares, such as Com-
sol Multiphysics used in this work, provide options of boundary conditions to prop-
erly handle the simulation limits. These conditions can emulate, for example, a very
good absorbing material and their formulation may depend on the type of wave
being simulated (e.g.: plane wave, cylindrical wave, gaussian beam, etc.). An ef-
fective approach is to use a Perfectly Matched Layer (PML)[35] that is basically an
anisotropic absorbing medium placed around the simulation space, this emulates an
infinite medium around the specified geometry [32]. Boundary conditions can also
be used to represent a symmetry of the simulation space, this can be useful to reduce
it if the underlying problem being simulated presents mirror symmetries. For exam-
ple, a perfect magnetic conductor (PMC) boundary condition imposes symmetry of
electric fields and currents, thus it can be used as a symmetry constraint for optical
simulations.

2.6 Data Processing and Analysis Techniques

Optical images offer a wide variety of results in different formats [36]. The first
type of data are the conventional microscopy images representing a magnified ob-
ject. Nevertheless, more complex data types can also be obtained, especially when
using spectroscopy. A light spectrum is the decomposition of a light signal as a
function of energy, which is usually expressed in electron-Volts [eV], wavelength
[nm], frequency [THz] or wavenumber [cm−1]. Figures 2.2, 2.3 and 2.7a), present
such spectra, relating a particular wavelength or Raman shift to a signal intensity.
Optical spectra can embody a significant amount of information [36]. In Raman
spectroscopy (presented in Section 2.2), for example, each peak is related to a par-
ticular vibrational mode in the sample under analysis, which can be used to deduce
composition and structure [14, 37, 38]. These data types open a wide field of data
processing and analysis techniques ranging from simple signal processing, such as
averaging filter, to classifiers that are able to identify a substance given its spectral
signature.

In addition to single spectrum data, some equipments are capable of forming im-
ages where each pixel contains a complete spectrum, and this is called hyperspectral
imaging (HSI) [39]. These are three-dimensional matrices where the first two dimen-
sions are spatial location (x and y), corresponding to the region comprehended by
the image, and the third dimension is spectral, comprehending the acquired spectral
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range. An example of hyperspectral image is shown on Fig. 2.8. The combination of
hyperspectral imaging and Raman spectroscopy was made possible by recent equip-
ment advancements and is a frontier field of application, specially for TERS [21, 40,
41], as discussed in Section 2.4.1. This data format will be the focus of this work.

a) b) c)

FIGURE 2.8: a) Microscopy image of a mice brain section; b) Synthetic
image generated by performing a hyperspectral Raman scan in the
region delimited by the white rectangle in a). The colors in b) are
obtained by performing a feature extraction process for each pixel in
the HSI, reducing each spectrum to a single value, which can be the
intensity of one specific spectral feature; c) Illustrates how the depth
of each HSI pixel contains a whole optical spectrum. (Adapted from

[42])

In face of its high dimensionality and complexity, the visualization and analysis
of HSIs is non-trivial. The most direct form to visualize a hiperspectral image is to
reduce each spectrum to a single value based on a given metric. An usual metric for
Raman spectroscopy is peak amplitude, as shown in Fig. 2.9. An estimate of peak
amplitude can be achieved by simply detrending the data on a given range, this
avoids the necessity of linear regression for peak parameter estimation, resulting in
a simple HSI inspection method. However, this technique is very limited in its ca-
pacity to extract non-trivial information which may be contained in the data. Many
characteristics in the sample can only be inferred through spectroscopy by analyzing
a whole spectrum. An example of this can be seen on Fig. 2.3 where the amount of
layers not only has an impact in all present peaks, but also changes the shape of the
peak around 2700 cm−1, the 2D band.

Given this complexity, HSIs can benefit from more elaborate data science tools,
specially unsupervised learning techniques, as usually the data is unlabeled. This
work will focus on two particular tools: Principal Component Analysis (PCA) and
Spectral Unmixing. Both are essentially dimensionality reduction tools that require
no input other than the data itself and the desired number of dimensions of the new
dataset.

2.6.1 Principal Component Analysis

PCA is a well established tool for unsupervised data dimensionality reduction and
feature extraction [43](a). It consists of applying linear transformations in the data,
such as translations and rotations, in order to obtain a new feature space where the
new axes are aligned with the directions of most variances, as depicted in Fig. 2.10.
After the transformation, the new features are ordered with respect to explained
variance. With this operation, the first component, PC1, will contain the most vari-
ance and PCN , where N is the number of dimensions in the original dataset, will be
the least meaningful component in terms of variance. Another interesting aspect of
PCA is that all the new components are perpendicular to each other, meaning that
they are linearly independent.
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FIGURE 2.9: HSI visualization can be achieved by applying metrics
along specific spectral ranges. In the image above, the metric ap-
plied is peak amplitude estimate within two different ranges. The
data refers to Raman spectroscopy HSI of a mouse’s brain slice. Par-
ticularly, when the metric is applied in the blue range, a bright region,
corresponding to a β-amyloid plaque is revealed in the center of the
image. This same plaque is barely visible under the orange range

(Data source: Emerson Fonseca, unpublished).

PC1

PC2

f1 f1

f 2 f 2

b)a)

FIGURE 2.10: a) By rotating and translating the coordinate system,
it is possible to obtain a new space where the principal components
(PCs) are aligned with the directions of most variance successively
(Adapted from [43]); b) In contrast, unmixing utilizes endmembers
as components of a new feature space that represents each sample as

a weighted average of the endmembers.

This technique is particularly interesting for spectroscopy, as spectral data usu-
ally contain a large amount of features, considering that each point in a spectrum is
a feature. A particular study of Raman spectroscopy of graphene has shown that its
possible to reduce the feature space from 1024 to three dimensions and maintain the
necessary variance to explain the relevant dynamics in the data [36].

2.6.2 Spectral Unmixing

Similar to PCA, spectral unmixing can be used to reduce a feature space and stream-
line the investigation of HSIs. It consists of representing a dataset in terms of the
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weighted average of extreme points, endmembers, in the data, as shown in Fig. 2.10(b).
By selecting data points forming a convex hull (envelope) containing the dataset, it
is possible to represent each data point inside this volume as a mixture of the hull’s
vertexes.

The unmixing process constitutes of two main steps: selecting the optimal end-
members from the dataset, then represent the entire dataset in terms of weighted
averages of these endmembers. The process of extracting the endmembers can be
done automatically by algorithms such as N-FINDR [44]. This algorithm selects
endmembers maximizing the volume of the convex envelope, the simplex, formed
by them. This is based on the assumption that the purest pixels in the dataset will
yeld the largest volume for the corresponding simplex.

With the endmembers selected, they can be used to decompose the dataset. This
can be done through several algorithms and the choice will depend on the underly-
ing problem. In the case of Raman spectra, signature mixtures are additive when no
change in vibrational modes arises from mixing two or more compounds. With this
physical characteristic, methods that allow destructive combinations of endmem-
bers are not desired. Under this condition, methods such Fully Constrained Least
Squares (FCLS)[45] can be used obtain the optimal combination of the endmembers
to represent a given spectrum in the dataset.

Considering this the whole processing pipeline is unsupervised, spectral unmix-
ing serves as a powerful tool for HSI exploration [46]. It is also possible to validate
the performance of the unmixing operation by performing the inverse operation: us-
ing the calculated endmembers and weights to reconstruct the spectra and quantify
their difference from real data by using methods such as Root Mean Square Error
(RMSE) or Pearson Correlation Coefficient(PCC).

Spectral unmixing differs from PCA in terms of interpretation as the new space
is represented in terms of existing data, supplying a direct interpretation, and PCA
generates a representation in terms of the PC’s, which may not have a direct inter-
pretation.
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Chapter 3

Methods

3.1 TERS System

The TERS system implemented is a combination of BCOM with non-contact AFM.
This choice is optimized for a high NA excitation and collection, but it limits the
setup to the analysis of transparent thin samples, as the excitation light must be
transmitted through the sample in order to interact with the tip and then be collected
through the inverse path.

3.1.1 Optical Path

Figure 3.1 displays the system’s optical path. In sequential order from laser to detec-
tors the elements are:

1. Laser - He-Ne laser with 632.8 nm wavelength and 21 mW power output
(Model HNL210L, Thorlabs);

2. Laser Line Filter - Narrow band-pass filter to clean-up the laser output spec-
trum (Model LL01-633-12.5, Semrock);

3. Beam Expander - Pair of lenses with 30 mm and 250 mm focal distances to
expand the beam diameter by a factor of 8.3× in order to match the objective
lens entrance diameter. (Model AC254-030-A, AC254-250-A, Thorlabs);

4. Radial Polarizer - Changes a linear polarization to radial, which, when tightly
focused, generates a strong component along the propagation direction [47].
The resulting field will have the same orientation as the probe (vertical) result-
ing in optimal optical coupling (Model RPC, ARCoptix);

5. Spatial Filter - Removes undesired components generated by the radial po-
larizer. Consists of a focusing lens (f=40 mm), a pinhole (D=10 µm) and a
collimating lens (f = 45 mm). The pinhole must be positioned along the op-
tical axis and near the focal position in order to block undesired non-radially
polarized components generated by the previous element (Model AC254-040-
A-ML, P10D, AC254-045-A-ML, Thorlabs);

6. Berek Compensator - A variable waveplate [48] used compensate phase shifts
produced by optical elements between the radial polarizer and the sample that
would destroy the radial polarization (Model 5540M, Newport Inst.);

7. Microscope - A standard inverted microscope to accommodated the sample,
objective lens, scanning table and video cameras (Nikon Plan Apochromat VC
60x Objective 1.4 NA, MCL Nano-H50, Model Eclipse Ti-U, Nikon);
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After the microscope, the scattered signal can be directed to two outputs: a) Pho-
ton Counter and b) Spectrometer:

8. Pinhole (Output: a, b) - Provides the system’s confocality, as discussed in Fig-
ure 2.1 (Models P100D(a) and P150D(b), Thorlabs);

9. Collimation Lens (Output: a, b) - As the laser beam exits the microscope, it is
focused in an exterior point. This is done by manufacturer in order to place
optical sensors in this position, but since it would not be viable to put the
available detectors so close to the microscope, the beam is recollimated (Model
AC254-200-B-ML(a), AC254-150-B-ML(b), Thorlabs);

10. Notch Filter (Output: a, b) - Filters out the Rayleigh component from the laser
beam (Model LP02-633RU-25(a, b), Semrock);

11. Focusing Lens (Output: a) - Focuses the laser on the photon counter’s sensor
(Model AC254-100-B-ML, Thorlabs);

11. Focusing Lens (Output: b) - Focuses the laser on the spectrometer’s input slit.
The lens’ NA should match the spectrometer’s specification (Model AC254-30-
B-ML, Thorlabs);

12. Bandpass filters (Output: a) - Set of optical filters to select a specific wave-
length range. As most photon counters can not distinguish wavelengths, it is
necessary to perform this step to guarantee that only the desired wavelength
range is being detected;

13. Photon Counter (Output: a) - An avalanche photodiode (APD) responsible for
photon counting (Model SPCM-AQRH-14, Excelitas);

14. Spectrometer (Output: b) - The combination of a spectrometer and a CCD cam-
era capable of acquiring optical spectra with high sensitivity (Model SR-303i,
DU401A-BR-DD, Andor).

The system employs both a photon counter and a spectrometer coupled to a
Charge Coupled Device (CCD) because these devices have complementary specifi-
cations. The photon counter, in this case an avalanche photodiode (APD), is capable
of counting individual photos and can be used to generate Raman maps with very
low exposure times per each pixel (< 100 ms per pixel). Its only drawback is that it is
not able to distinguish between different wavelengths, thus optical bandpass filters
must be placed on its aperture to select only the wavelength range that is relevant
for a given experiment. In contrast, the spectrometer, coupled with a CCD, is ca-
pable of separating and measuring different wavelengths, generating actual optical
spectral graphs as outputs, the only drawback being exposure time which must usu-
ally be in the order of a couple of seconds in order to obtain results with acceptable
signal-to-noise ratio.

3.1.2 AFM system

The AFM setup is a home-made system based on a R9 SPM Controller form RHK
Technologies. The system is able to perform non-contact AFM utilizing tuning forks
(TF) with a 32.8 kHz resonance frequency and a PLL system to control the probe-
sample distance. In this setup, the controller has three main functions: controlling
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FIGURE 3.1: The TERS optical system. The excitation generated by
the laser undergoes a conditioning process for radial polarization and
directed to a microscope where the sample is located. The output
beam can be directed to either a spectrometer equiped with a CCD or

an APD for optical detection.

the scanning probe’s distance to the sample, control the sample’s XY movement
stage for scanning and synchronizing detectors with the scanning procedure.

In order to operate, the probe, which is attached to the TF, must be connected to a
positioning system with nanometric precision in three axes. In addition, this system
must handle the TF’s excitation at the resonance frequency and the detection of the
oscillation signal for control purposes. The structure that handles these functions
is denominated scanhead and is depicted on Figure 3.2. On the optical setup, the
scanhead is placed on top of the inverted microscope (Item 7 in the optical path) in
such way that the probe protruding from the bottom face of the scanhead can reach
the sample’s surface.

As shown in Figure 3.2 a), the scanhead is supported at three points of contact
consisting of fine thread screws. One of the screws, with an attached red box, is
a linear actuator based on a picomotor (Model 8302, Newport) capable of moving
with a sub-micron precision and locking into a given position. This element is used
to bring the scanhead close enough to the sample’s surface in order to be in range
for the Z piezo actuator, which has a total range of approximately 1.5 µm.

In the central part of the scanhead a metal tube containing cylindrical piezo ele-
ments is located. These piezo actuators are responsible for aligning the probe’s apex
with the laser focus along the XY plane and also maintaining the constant gap be-
tween the probe and the sample’s surface. These elements are controller by the R9
Controller via high voltage DC signals.

3.2 Probes

Considering that the TERS setup is based on a He-Ne laser with a 632.8 nm wave-
length, a probe manufactured with compatible materials and shape must be used.
A gold pyramidal tip denominated Plasmon-Tunnable Tip Pyramid (PTTP) manu-
factured in partnership with Dimat/Inmetro was used [20, 49]. Their geometry is
composed by a pyramid on top of a truncated pyramid, as shown in Figure 3.3. This
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a) b) c)

FIGURE 3.2: a) Shows a top view of the scanhead’s mechanical struc-
ture (electronics omitted for better visibility); b) Bottom view with
detail of the piezo tubes responsible for the nanometric XYZ posi-
tioning inside the scanhead; c) Detail of the tunning fork soldered to
a signal amplifying stage for oscillation measurement.(Source: Vitor

P. Monken)

particular shape and subwavelength size creates a Localized Surface Plasmon Reso-
nance (LSPR) effect [20, 50], which that improves the signal enhancement capabili-
ties of the probe. The choice of gold is based on its chemical stability, its plasmonic
activity and low absorption for He-Ne laser excitation at 632.8 nm.

FIGURE 3.3: Detail of the PTTP probes used in this work. The figure
on the left shows a photo of the TF soldered in the amplifying circuit,
as schematically show in Fig. 3.2(c). The middle and right pictures
show details of the probe, which consists of a gold nanopyramid on
top of a truncated micropyramid, forming a resonant cavity for the

surface plasmon polaritons(Adapted from [20]).

3.3 Probe Scanning System (PSS)

In the experimental setup, images are obtained by raster scanning the sample along
the XY plane by means of the sample positioning stage, while the tip is fixed at the
laser focus position. Nevertheless, in order to study the light-probe coupling within
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the laser focus, scanning a region in the XY plane by moving the probe and having
the laser and sample in a static position is necessary. Such system was developed
in the scope of this work by creating a separate control hardware for the XY piezos
located in the scanhead along with the associated software to implement the scan
logic and acquisition of optical data.

3.3.1 PSS Hardware

The additional and preexisting hardware for this task is shown on Figure 3.4. It
consists of a Digital-to-Analogic Converter (DAC), specifically a NI9263 and a cus-
tom high voltage amplifier (courtesy of Prof. Roberto Paniago-DF/UFMG). In this
setup, the NI9263 receives data from the software via USB connection and generates
an analog signal in a ±2.5 V range with a resolution of 0.3 mV for X position and Y
position separately and are transmitted through coaxial cables with BNC termina-
tions. These signals then serve as inputs for the voltage amplifier which has a gain of
roughly 38×, resulting in a range of ±95 V and a 11.5 mV resolution. The amplifier
has symmetric outputs for each channel: X+, X-, Y+ and Y-, as required by the piezo
system.

FIGURE 3.4: PSS hardware diagram. The blue boxes are existing mod-
ules in the TENOM system and the red ones were added modules to
create the PSS functionality. The types of the signals exchanged by

the boxes is outlined in the image.

The hardware must be calibrated before usage in order to obtain the proper con-
version factor from volts to nanometers. The calibration procedure consists of a
topographic scan of a well know AFM reference pattern, as shown in Figure 3.5. In
this case the R9 Controller is used in place of the NI9263 to drive the amplifier, as
the PSS software does not have access to topographic data.

The PSS must also be able to generate optical images with an APD. The APD used
in the system is a SPCM-AQR-14 (Perkin Elmer), which generates a TTL pulse each
time it registers a photon in its detector, therefore an increase/decrease in light input
intensity will result in a increase in photon counts per unit of time. To count the APD
TTL pulses an Arduino Nano was used in association with the Arduino Frequency
Counter Library [51]. The micro-controller simply counts the TTL pulses received
within a given integration time and writes the resulting counts/second (Hz) value
to the USB port, which is then read by the PSS.
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84nm 1.5 µm 1.5 µm
3.0 µm

FIGURE 3.5: Schematics of an AFM standard with the reference sam-
ple dimensions. The square wave pattern is repeated throughout a

2 × 2 mm2 area.

3.3.2 PSS Software

The hardware requires a software to generate position commands to the DAC for
scanning and read photon counts from the APD’s Arduino to form an image. For
this purpose a software was developed in C++ using the Qt Toolkit along with Na-
tional Instrument’s Application Programming Interface (API) to send commands to
the NI9263. This software was registered at the Instituto Nacional de Propriedade
Industrial under the name Probe Master (BR512020001027-0).

FIGURE 3.6: a) PSS’s main window for manual tip control and log-
ging; b) Scan window providing scan parameters and an image pre-

view updating in real time.

The software’s main screen is shown in Figure 3.6 a). It provides a Connect and
Disconnect button and an address dialog to establish a connection with the DAC.
It provides a range of fixed step sizes and enables the user to move the probe via
the keys I, K, J, and L for Up, Down, Left and Right steps. The X Pos and Y Pos
text displays show the current position already converted from Volts to nanometers,
which can be bookmarked to be reused. All the actions are shown in a logger for
debugging purposes.

The scan window shown in Figure 3.6 b) supplies buttons to connect to the APD’s
Arduino, start/stop scanning, save data in binary format (.dat) and close window
button. It also provides text displays to enable adjustment of scanning parameters,
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namely the scan area size (only square images are currently supported), integration
time per pixel, number of points to acquire for each line and the step size between
each pixel. The images are produced around the probe’s current position. Addition-
ally it provides a real time display of the image being generated.

3.4 Nanomanipulation System (NMS)

Another possible approach for interacting with the laser and sample is by manip-
ulating the probe with an haptic device. This concept has already been used for
cantilever-based SPM systems [52]. Nanomanipulation is useful to intuitively inter-
act with the nanometric world in a controlled manner. It can be used, for example,
to study strain in nanometric structures such as carbon nanotubes [24].

A nanomanipulation system (NMS) consisting of an haptic device, shown in Fig-
ure 3.7, capable of controlling the probe in the XY plane and converting optical in-
tensity, as measured by the APD, into mechanical resistance in the haptic device’s
arm is proposed. In this scenario, the user manipulates the device’s pen to change
the voltage signals applied to the scanhead’s piezo tubes while providing a force
feedback that is dependent on the APD’s signal.

FIGURE 3.7: Geomatic Touch Phantom haptic device used in the
nanomanipulation application. The arm is able to register pose in
3D space with 6 degrees of freedom (DOF) and generating forces on

the end effector (pen’s point) with 3 DOF (X, Y and Z).

The central idea of this system is to use the optical signal intensity to intuitively
align the probe in the position that corresponds to a maximum intensity. Alterna-
tively, for other applications, the feedback signal can be mapped to the TF’s fre-
quency shift signal, which is dependent on the Wan der Walls force sensed by the
probe, giving a measure of the amount of interaction between probe and sample,
creating a framework for nanomanipulation. The feedback signal is then translated
to a mechanical resistance or force in the haptic arm to give the user an intuitive
feeling of the magnitude of these physical variables.
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3.4.1 NMS Hardware

The NMS was in implemented as a part of this work and was built on top of the
current system described previously. Figure 3.8 shows the added components. The
new system takes control of the probe’s XY movement and is able to monitor a range
of different signals to use as haptic feedback.

FIGURE 3.8: NMS hardware architecture. The blue boxes correspond
to elements already present in the TERS system. The red boxes repre-
sent components introduced for the NMS. The connection types are

indicated in the legend.

For the probe movement, the Phantom device sends its current position to a com-
puter that processes it and relays to a Raspberry Pi 3 Model B. This device con-
verts the position signal received via USB to I2C signal that is transmitted to two
MCP4725 12-Bit DACs located in the Analog I/O module, one for X and another for
Y positions. These DACs’ output are within a [0, 5]V range that is converted to a
[−2.5, 2.5]V by an offset circuit shown in Figure 3.9, for compatibility with the high
voltage amplifier (same device used for the PSS).

In this setup, the high voltage amplifier and Arduino Nano are the same as in
the PSS. In contrast, the APD counts are first relayed to the Raspberry, only then to
reach the PC in order to compute the feedback force.

3.4.2 NMS Software

The NMS Software architecture is built on top of the Robot Operating System (ROS)
framework [53]. It provides a structure that encapsulates executable modules into
nodes that exchange messages and can seamlessly operate in a distributed environ-
ment.

The solution is divided into three nodes, one running on a PC with Ubuntu 16.04
LTS operating system (OS) and another two running on a Raspberry Pi 3 Model
B with a Rasbian 9.3 OS (Figure 3.10). The PC runs the phantom_node, written in
C++, and it is responsible for communicating with the haptic device via OpenHap-
tics Toolkit[54] in order to read position data and write force feedback data for the
haptic device to apply. This node is also responsible for managing the dynamically
changeable parameters in the application via a standard user interface supplied by
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FIGURE 3.9: a) and b) show top and side views of the Analog I/O
Module, Raspberry and Arduino. c) shows the diagram for the volt-
age range conversion. These components are enclosed on a metal box

and are powered by a PC power supply.

ROS. In addition, the phantom_node processes the raw position data and, for safety,
only allows the device’s position to act on the actual probe if a button on the device’s
pen is pressed. Furthermore, all movement will be considered with respect to the
probe position from the moment this button was pressed. This allows a "click and
drag" usage to move the probe, increasing the manipulation precision while main-
taining range. This is further refined by having a sensitivity parameter that controls
how much a pen movement will affect the probe’s actual position. Equation 3.1 is
responsible for implementing this behavior:

R2
k+1 = R2

k + α(R1
device − R1

click), (3.1)

where the 2 superscripts indicate positions in the probe coordinate system and the
1 subscripts position in the haptic device coordinate system. R2

k+1 is the new probe
position being calculated, R2

k is the present position, α is the sensitivity parameter,
R1

device is the current device position and R1
click is the device’s position at the moment

activation button was pressed.

FIGURE 3.10: Graph of the components in ROS. phantom_node runs
on a Ubuntu PC and incorporates the haptic feedback device and the
dynamic parameters servers. rasp_node is responsible for the interac-
tion with analog IO devices and apd_node communications with the
APD’s Arduino to provide a continuous stream of optical feedback

measures, both nodes run on the Raspberry device.

Another main task of the phantom_node is to calculate the feedback force based
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on the optical feedback amplitude. Firstly, the feedback value is normalized within
a range set by the user. In sequence, it can be converted to a normalized feedback
force by one of four rules:

F = Ax Linear
F = xA Exponential
F = eA

eA−1 (1− e−Ax) Inverted Exponential
F = −xA + 1 Negative Exponential

(3.2)

These force mappings could be selected by an user in order to not only favor sen-
sitivity to lower or higher feedback signal but also invert the trend of the mapping.
The impact of these force mapping strategies is further discussed in Section 4.2.4.

3.5 Analysis Software

In order to analyze HSIs generated by the equipment, a GUI based software was de-
veloped. This program, written in Python V 3.6, supports tools for data exploration,
conditioning and it also implements spectral unmixing with the assistance of a li-
brary called PySptools [55] for spectral data analysis. This program was written by
Cassiano Rabelo, Eduardo Ribeiro, Jailton Coelho, João Luiz E. Campos, Taiguara
Tupinambás and myself.

The software implements a full workflow for HSI exploration and analysis. The
process starts with file support for binary files, Witec format text files and the widely
used Flexible Image Transport System (FITS) format with the assistance of the pyfits
library. After loading an HSI, the user is presented with the UI depicted in Fig. 3.11.
In this context, it is possible to explore the spectra contained in the imported file and
select wavelength ranges (shown in color over the spectrum) in order to form band
intensity maps, as shown in the additional windows in Fig. 3.11.

The main window also provides the user with the functionality of spike removal,
as will be detailed in Section 3.5.1 and filtering. For the bandpass filter functional-
ity, the user can adjust the cutoff frequencies in normalized units. The goal of this
filtering process that acts on each spectrum separately as a time series is to remove
frequencies lower and higher than the ones that for the actual Raman peaks, reduc-
ing the impact of spectral background and acquisition noise in further analyses. This
process is essentially a feature extraction process to be optionally used prior to the
spectral unmixing.

The spectral unmixing algorithm implements the steps described in Section 2.6.2
using N-FINDR [44] and FCLS [45] implementations from PySptools. For this pro-
cess, the software enables the user to choose the amount of endmembers and the
spectral region to run the algorithm.

After performing the spectral unmixing operation, the results are shown in a
new context such as in Fig. 3.12. This new window shows the endmembers that
were chosen by the N-FINDR algorithm and maps of the contribution (weights) of
each endmember to the overall HSI. These maps are denominated abundance maps,
as they represent the how much of each endmember contributed to the real signature
of each spectrum. Additionally, this interface also provides an error map to quantify
the reconstruction error using the RMSE and PCC metrics.
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FIGURE 3.11: Main interface for the Spectral Unmixer software for
HSI exploration and unmixing. The main window provides tools for
spectrum exploration, intensity map generation, outlier removal, fil-
tering and spectral unmixing. The secondary windows shown in the
bottom portion display various intensity maps extracted from the cor-

responding selected bands, as matches by color codes.

3.5.1 Spike Removal Tool

Outliers in spectral data can be caused by charged particles that randomly go through
the spectrometer’s optical sensing area during a data acquisition. These outliers can
be detrimental to the performance of both spectral unmixing and PCA algorithms as
they will contaminate endmembers and PCs. Figure 3.13 shows an example of two
cosmic rays affecting a graphene spectrum.

In order to remove these outliers, one can take advantage of their significant am-
plitude difference and the fact that they are highly unlikely to appear in the same
spectral region of spacially neighboring pixels. Given these aspects, the following
algorithm is proposed to remove cosmic rays while preserving the amplitude of ac-
tual Raman peaks.

Step 1. Perform a three-dimensional median filter in the HSI;

Step 2. Get the filtered signal by subtracting the original HSI from the filtered one;

Step 3. Calculate the standard deviation of the resulting HSI from the previous step;

Step 4. Compare each value in the HSI obtained in Step 2 to a threshold composed of
the standard deviation multiplied by a constant adjustment coefficient;
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FIGURE 3.12: Unmixing result context window showing the end-
memberds in the upper left corner, the abundance maps in the botton
portion and the error map in the upper right corner. This windows

also enables exporting the result as text data and PDF.

Step 5. For each value that exceeds the threshold, replace the value in the original HSI
by the median of its neighbors (both spectral and spatial).

With this procedure, only regions in a spectrum that are flagged as outliers will
be effectively modified. Another benefit of this algorithm is the fact that it takes
into consideration the information of neighboring spectra, via the 3D median filter,
making the procedure robust to cosmic rays of any spectral width.

3.6 Simulations

To obtain a better understanding of the behavior of the electric field in the focal spot,
with the presence of a metallic tip, simulation methods can be employed. For this
purpose the Finite Element Method (FEM) will be used, as it provides the necessary
flexibility to simulate excitation source, tip and a sample.

3.6.1 Simulation Environment

The goal for the simulations is to analyze how different configurations of the TERS
tip, laser excitation and sample substrate interact with each other forming the steady
state electric field distribution that will excite the sample. For this purpose, the
simulation environment must embody the Equation set 2.5 and 2.6. Comsol Mu-
tiphysics V 5.3a was used, as it provides a package for Frequency Domain Wave
Electromagnetic (FDWE) simulations on a FEM formulation that supports the un-
derlying physics of interest.

The simulation space considered is a cylindrical region 3.8 µm wide and 4.2 µm
high with the probe and substrate centralized in its inside. Figure 3.14 displays the
disposition of these elements. The substrate is covered by a thin film region that can
be composed of gold or glass depending on the desired experiment.
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FIGURE 3.13: Example of two cosmic rays (indicated by red arrows)
appearing in a graphene spectrum. This effect changes drastically the

intensity measure for a range of one up to four pixels, usually.

The height of the pyramid, angles between faces and plateau length (upper face
of micropyramid body) correspond to their actual dimensions from scanning elec-
tron microscopy images, as shown in Fig. 3.14. The probe’s apex is modeled as a fillet
to the nanopyramid’s edges with a diameter D and said edges’ length is denoted by
L.

3.6.2 Boundary Conditions

The proposed environment has two kinds of symmetry that can be explored in order
to specify boundary conditions that significantly reduce computational costs. The
first symmetry is the cylindrical one for the enclosing space in the simulation. This
enables the Comsol software to optimize the formulation of the 600 nm thick PML
that surrounds the simulation environment. The probe and substrate geometries
also present mirror symmetry with respect to the XZ and YZ planes, and this enables
the insertion of PMC boundary conditions at these planes, in order to be able to
only simulate a quarter of the problem space, improving computational costs and
memory usage drastically.

3.6.3 Meshing

The geometry’s mesh was defined using tetrahedral elements of second order, with
an exception of the PML, which used prismatic and hexahedral elements. The tetra-
hedral elements adapt satisfactorily even to the probe’s apex, as seen in Fig. 3.15
and the other element types enable the insertion of more elements across the PML’s
thickness, a key detail that improves its absorbance.

The shape of the elements and their regularity have significant impact in the
simulation accuracy. A commonly used metric is the equiangular skew defined by:

S = 1−max(
θmax − θe

180− θe
,

θe − θmin

θe
), (3.3)

where θmax, θmin and θe are the maximum, minimum and ideal equiangular angle
for an element of a given type. This metric is closer to one as an element shape
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micropyramid body
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FIGURE 3.14: Geometry of the simulation space. The simulation com-
prises of three components: the PTTP gold probe shown in yellow;
the substrate subdivided into blue region composed of glass and 12
nm thick region to simulate thin films; the regions indicated with light
blue color represent the 600 nm absorbing layers that enclose the sim-
ulation space. The bottom right portion of the image shows a scan-
ning electron microscopy (SEM) image of the PTTP probe utilized as

reference for the simulation geometry (adapted from [56, 57]).

TABLE 3.1: List of mesh properties.

Parameter Value Parameter Value
Mesh Vertices 252,545 Quads 8,320
Tetrahedra 1,167,806 Edge elements 3846
Prisms 62,560 Vertex elements 54
Hexahedra 20,000 Avg. element quality 0.67
Triangles 82,694 Min. element quality 0.11

approaches the shape of a regular element of the same shape. Regularity is crucial,
as FEM assumes the distance between vertices of an element are equal. Figure 3.15
shows the distribution of this metric in the simulation space, with emphasis on the
probe’s apex region, which is the region of most interest for the simulations.

The table below also brings some relevant statistics for the mesh in this standard
configuration (D = 40nm and L = 450nm):

As it can be see from Table 3.1 and Fig. 3.15, the problem space is extensive, but
with adequate mesh element sizes (when compared to the excitation wavelength)
and quality (as it can be see from the average and minimum element qualities).

Despite the complexity of the mesh, the basic simulation converges in approxi-
mately five minutes and three iterations on a machine equiped with an Intel i7-8700K
processor and 32 GB of RAM running at 2,666 MHz.

3.6.4 Initial Conditions

Frequency domain simulations require an initial condition for the field distribution.
In this case, the initial distribution is the laser excitation distribution in free space.
The radially polarized, tightly focused Gaussian beam was approximated using the
paraxial approximation for a Gaussian Beam with 360 nm waist diameter and po-
larization along the vertical axis (direction of propagation). Since the excitation is
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FIGURE 3.15: Meshing of quarter of the simulation space as deter-
mined by the PMC boundaries. The insets detail the meshing around
the probe’s apex. The color code represents element quality as deter-
mined by the equiangular skew metric. A quality of 1 (green) corre-
sponds to an element with ideal shape and a quality of 0 (red) corre-

sponds to a degenerate element.

purely along the vertical Z axis, only this component of a focused Gaussian beam
must be taken into account when specifying the beam waist at the focal plane. Sim-
ulations for an excitation wavelength of 632.8 nm and 1.4 numerical aperture, as
determined by our experimental apparatus described in Section 3.1.1, show that the
value of the beam waist under these conditions is 360 nm [3].

Figure 3.16 shows the intensity distribution for the input excitation’s |Ez|2. The
excitation is focused exactly on the surface of the sample and the maximum ampli-
tude of the field was derived from a measurement of the total power reaching the
sample in the experimental setup.

3.6.5 Materials

It is necessary to introduce the optical properties of the probe’s material in the sim-
ulation software. The required input parameters are the real (n) and imaginary (k)
parts of the refraction index. Those were obtained experimentally from reflection
and transmission measurements of thin gold films by Johnson and Christy [33]. Both
n and k are defined as a function of the wavelength in order to obtain a more accurate
simulation environment.

The region surrounding the probe is composed of air with n = 1 and k = 0, un-
less a specific substrate is introduced. This approach, however, has a fundamental
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FIGURE 3.16: Intensity map for |Ez|2 component of a Gaussian beam
generated by paraxial approximation with 180 nm waist radius and
polarization along the Z axis. The simulation space was mirrored

with respect to the ZY plane with post-processing.

drawback. Nanometric conductive structures present a significantly spatially nonlo-
cal dielectric function [58]. This phenomenon impacts the optical properties and ren-
ders them dependent on the size of the metallic structures. This dependency of opti-
cal constants on structural dimensions disallow the possibility of performing studies
that involve comparison of results with varying excitation wavelength, therefore all
simulations are performed with the fixed wavelength of 632.8 nm, matching the ex-
perimental setup.
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FIGURE 3.17: Real (n, red) and imaginary (k, green) portions of the
refractive index for gold thin films. [33]
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Chapter 4

Results

The present Chapter focuses on validating and application of the set of tools pre-
sented in the previous chapter, ranging from the simulations, hardware and software
tools.

4.1 Simulations

This section covers simulation concerning the electric field distribution around focal
spot and probe. Additional simulations are performed throughout Chapter 4 in the
context of understanding the experimental results.

4.1.1 Electric Field Mapping in Free Space

The first step for using the simulation apparatus consists of determining the tip re-
sponse to an electric field as described in Section 3.6.4. For this simulation, the probe
parameters corresponding to the size of the nanopyramid (L) and the diameter of the
tip apex (D) are set to 425 nm and 40 nm, respectively, as they represent an average
probe with the current manufacturing process [20]. The |E|2 is used for displaying
the results, as TERS signals have a dependency with |E|2 [59]. Figure 4.1 shows the
simulation output for this set of conditions. The color map shown in a) represents
the squared norm of the electric field scattered by the tip. It is possible to observe a
high field intensity around the tip’s apex. Furthermore, the field distribution close
to the tip’s body is consistent with theoretical calculations (see inset to Fig. 4.1a)
) predicting that the nanopyramid acts as a resonance cavity for the surface plas-
mons [20].

To inspect the efficiency of the PML surrounding the simulation environment,
Fig. 4.1b) depicts the logarithm of the distribution shown in a). It is possible to see
that the intensity of |E|2 is approximately seven orders of magnitude lower on the
simulation bounds than on the tip’s apex. Such attenuation levels demonstrate the
efficiency of the designed PML layer. Interestingly, the same log distribution shows
a degree of penetration of the eletric field into the metallic domain of the tip, which
is expect for a non-ideal metal.

In addition, the field distribution along the sample plane (Fig. 4.1c)) shows the
probe capacity of concentrating the electric field in a region smaller than the diffrac-
tion limit (the peak’s FWHM is 30 nm). Another relevant characteristic of the field
distribution is its predominant vertical (Z) polarization accompanied by a minimum
of the horizontal component (X) in the central position. These distribution profiles
are of significant importance in Raman spectroscopy, since they represent the excita-
tion field and the direction of the electric field excitation that have direct impact in
the measured Raman signal.
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FIGURE 4.1: a) Electric field norm distribution |E|2 (the inset shows
a diagram of the 2nd plasmonic resonance mode in the nanopyramid
tip’s cavity [20]); b) Base 10 logarithm of the distribution shown in
a) for better inspection of low electric field intensity regions; c) dis-
tinct |E|2 distributions plotted along the sample plane parallel to the
plateau and 5 nm below the apex; d) |Ez|2 plotted along the symme-
try axis. The discontinuity at Position 0 nm is located at the transition

from gold (inside the tip) to air (outside the tip).

The field distribution along the tip’s symmetry axis (Fig. 4.1d) ) also portrays the
expected exponential intensity decay as the distance from the apex increases. This
aspect will be discussed in depth in Section 4.1.4.

4.1.2 L Parameter Study

The tip’s plasmonic resonance can be tuned to a particular excitation wavelength
since the probe’s response is a function of the nanopyramid’s edge length L indicated
in Fig. 3.14. Figure 4.2 (I-IV) demonstrates the dependence of the maximum |E|,
while the blue dots in the graphics at the bottom of Fig. 4.2 shows |E|2 at the sample
plane located 5 nm below the probe, as a function of the tip’s L parameter. For these
simulations, D was fixed at 40 nm.

Conditions I, II and IV are taken on constructive resonant condition while III
is taken on a destructive resonance condition. The larger intensity for the second
resonante peak (II) is in accordance with experimental results [20]. Nevertheless,
the L = 470 nm value obtained experimentally diverges slightly from the optimal
425 nm obtained in the simulations. This occurs because the present simulation op-
timizes for the excitation wavelength at 632.8 nm, while the experiment conducted
in [20] optimizes for a compromise between excitation wavelength and graphene’s
Raman signal with components at 703 nm and 757 nm for G and 2D bands respec-
tively. This highlights the importance of choosing a proper L not based only on
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FIGURE 4.2: Dependence of maximum |E| at the sample’s plane with
respect to L (|E| is used in this case only to provide a better visual-
ization of the distributions). Images I-IV represent the field inten-
sity maps for the situations where L = 125, 425, 650 and 750 nm.
The bottom graph shows maximum |E|2 intensities for various L val-
ues under two conditions: nanopyramid with micropyramid (blue
curve, closed dots) and nanopyramid without micropyramid (black
dashed curve, open dots), as shown in the inset to the graph (adapted

from [57]).

excitation wavelength, but also considering plasmonic resonance with the scattered
signals expected from a given sample.

The optimized PTTP localized surface plasmon resonance relies both on the nanopy-
ramid dimension and on the presence of the micropyramid plateu. The bottom
graphics Fig. 4.2 also show how the performance of the tip greatly depends on the
presence of the micropyramidal body associated to the nanopyramid, the curve in
black-open symbols giving |E|2 for the nanopyramid without the micropyramid (see
schematics inset to the plot). This happens because the micropyramid acts as a mir-
ror, generating monopole resonance modes, as opposed to the dipole mode occur-
ring in the isolated nanopyramid [20, 23, 57].

4.1.3 D Parameter Study

The sharpness of the tip’s apex, defined by the D parameter associated with the
probe’s apex diameter, is also critical for the electric field enhancement and the spa-
cial resolution of TENOM images. The impact of changes to D on the resulting |E|2
at the sample plane 5 nm below the apex is shown on Fig. 4.3.

The simulation in Fig. 4.3 shows a decrease in electric field amplitude and a
broadening of the intensity profile as the tip’s diameter increases. Consequently,
larger values of D will not only affect the achievable spatial resolution in images, but
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FIGURE 4.3: Dependence of |E|2 as a function of D in the range
15 nm ≤ D ≤ 115 nm. The electric field was considered at a plane
5 nm away from the probe. a) shows the |E|2 profile at the sample
plane; b) shows the normalized maximum field (at the 0 nm posi-
tion) for the corresponding profiles. L was kept constant at 425 nm.

(Adapted from [57].)

also the signal enhancement, resulting in degraded signal-to-noise ratios. To illus-
trate, by increasing D from 15 nm to 115 nm, the |E|2 drops to 20 % and the FWHM
drops to 26 % from their optimal values with D = 15 nm.

4.1.4 Field dependency on sample distance

The distance between the tip and the substrate is the key parameter of TERS, re-
sponsible for the localized excitation and collection that generates nanometer res-
olution images, greatly affecting performance, as already hinted by Fig. 4.1d). In
AFM systems, this separation between probe and sample’s surface is around 5 nm
for TF-based systems [3], depending on the AFM’s control loop setpoint.
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FIGURE 4.4: Simulation of the field intensity as a function of the sepa-
ration between probe and sample. The line is equivalent of Fig. 4.1d),
while the bullets represent the maximum intensity at the sample’s
plane as the tip is moved away from it by a quantity Z in nanometers.
All values are normalized with respect to the value of |E|2 5 nm for

the gap. The inset shows the same data in logarithmic scale. [57]

The probe-sample gap can be analyzed under two approaches: first by simply
distancing the observation point away from the probe, as shown by the line-curve
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in Fig. 4.4, or by moving the probe away from the substrate and focal point, cor-
responding to the bullets in the same plot. Interestingly, Fig. 4.4 shows that these
situations are nearly equivalent, diverging only for larger separation values. The di-
vergence (see inset) can be explained by the fact the probe is gradually moving away
from the focal position, thus receiving a lower electric field excitation.

This simulation also serves as a motivation for converting TERS systems from
AFM to scan tunneling microscopy (STM) based. As STM systems are known to be
capable of operating safely with a gap around 1 nm, this improves signal enhance-
ment greatly. In fact, TERS can resolve sub-nanometer features on high-vacuum
STM setups [40].

4.2 Focal Region Study

As the probe-laser interaction is fundamental for the proper operation of a TERS
system, it is necessary to characterize the focus region and how the metallic probe
affects it. The focal spot region can be studied from three different perspectives:
simulations, BCOM images and TENOM images. While the simulation approach
was thoroughly explored in Section 4.1, this section is dedicated to the two other
approaches, which are depicted in Fig. 4.5.

a) b)

FIGURE 4.5: Confocal and TENOM approaches can be used to explore
the focal region. a) The BCOM approach involves scanning the focal
spot with a single molecule (moving sample) while b) the TENOM
approach can be performed by scanning the focal spot with a metallic

probe (moving probe). (Sourced from [18].)

4.2.1 Optical Study of Focal Spot

An effective manner to obtain the PSF of a BCOM is to scan something that resem-
bles an impulse. This can be experimentally achieved by scanning a sample contain-
ing very bright molecules, such as the Nile Blue (NB) dye molecule, as depicted in
Fig. 4.5a). In addition to assess the PSF, Nile Blue provides a visual form of evaluat-
ing the radial polarization’s quality. Figure 4.6 shows in a) a single molecule image
of Nile Blue with a proper radial polarization and b) was generated by misaligning
the Berek compensator, effectively destroying the radial polarization.

Figure 4.6 a) determines the diffraction limited PSF. As an upright NB molecule
behaves as a Z oriented dipole, it is only sensitive to the vertical component of the
electric field [3]. Thus, from a different perspective, this is the field intensity dis-
tribution of the field component perpendicular to the image plane. Under this cir-
cumstance, the distance between local maximums in the Airy disk should measure



40 Chapter 4. Results

FIGURE 4.6: a) Nile blue single molecule image acquired with proper
radial polarization. The lateral distance indicated by the red and blue
lines, representing the distance between crest maximums, is 312 nm;b)
Another molecule imaged with a destroyed radial polarization. In
both images, the insets are the line profile intensity plot along the

marked red lines.

approximately half the excitation wavelength at 632.8 nm. The measured value of
312 nm therefore deviates just 1.4% from the theoretical value of 316.4 nm [3].

4.2.2 Probe Study of Focal Spot

An analogous study from the previous section can be performed by scanning the
focal spot with a TERS probe, since it responds predominantly to electric field exci-
tations parallel to its axis, like the NB molecules [3]. For this experiment the PSS was
used in conjunction with an exfoliated graphene sample, which acts as a spatially
homogeneous Raman signal generator. In this configuration, the measured TERS in-
tensity will be affected solely by the probe’s position with respect to the laser focus.

a)

c)

b)
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FIGURE 4.7: a) Raman map of the 2D band intensity generated by
an APD while scanning the probe over graphene ; b) Luminescence
mapping of a single NB molecule by an APD while scanning the sam-
ple over the focal spot (same as in Fig. 4.6 a) ); c) Cross section of each
map as marked in a) and b). The width indicated in c) represents
the region where the signal exceeds 90 % of the maximum intensity.

(Sourced from [18].)
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Figure 4.7 compares both NB and probe scans. It is possible to observe that the
cross section of the laser spot scanned by the PSS is larger than for the NB scan.
Specifically, the FWHM of the probe scan is 236 nm and the NB scan’s 203 nm. This
distinction in FWHM can be attributed to the size of the scanning element, as dis-
cussed in Section 2.3, where the tip’s apex size has a direct impact in the resolution
of a topographic image, and in Section 4.1.3, where the impact of the apex size on
the intensity profile of |E|2 is shown.

Furthermore, the diameter of the central lobe or hotspot present in the probe scan
is representative of the alignment tolerance between the probe and the laser spot.
This tolerance is shown in Fig. 4.7c) considering a maximum signal loss of 10 %,
resulting in a diameter of 135 nm. This parameter can be used as reference when
developing probe alignment procedures and strategies to mitigate probe position
drift over time.

4.2.3 Hyperspectral Probe Scanning

As the PSS provides the possibility to also acquire HSIs, a probe scan over a graphene
sample on top of a glass substrate was performed. In this case, the HSI is able to sup-
ply information, simultaneously, regarding the G band, 2D band and luminescence
generated by the tip. Figure 4.8 shows the intensity distribution for these three vari-
ables.

FIGURE 4.8: G (left) and 2D (middle) band peak amplitudes extracted
from a HSI. The integral image (right) was generated by integrat-
ing the area under each spectrum, accounting for the contribution of
the luminescent background present in the spectra. The blue over-
lay shows a quadrilateral pattern on the distribution of the integral

image.

As expected for graphene, the G and 2D bands are colocalized, the first one hav-
ing a lower intensity. Meanwhile, the integral image displays other components that
are not related to the Raman effect. Interestingly, a rotated square pattern with 1µm
side can be noticed in the image. This coincides with the micropyramid’s plateau
shape shown in Fig. 3.14.

In order to obtain a better understanding of nuances contained HSI generated by
the probe scan, it’s necessary to perform analysis beyond the standard band map-
ping images contained in Fig. 4.8. For this purpose, the spectral unmixing algorithm
can be employed. Thus, the program shown in Section 3.5 was applied to obtain the
four most distinct spectral signatures in the HSI and calculate their spatial distribu-
tions. The algorithm’s output is shown on Fig. 4.9.
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FIGURE 4.9: The endmembers graph shows the four distinct spec-
tral signatures, denoted EM1-EM4, determined by the unmixing al-
gorithm. The four distribution maps corresponding the abundance

of each endmember in the whole scan area is also shown.

Having the spectral unmixing results, it is necessary to understand each end-
member and their spatial distribution. Firstly, EM1 spectrum shows an unenhanced
graphene signature summed to a background. This far-field spectrum is predom-
inant in the HSI and is associated with a misaligned probe. EM2 also contains an
unenhanced graphene component, as the G and 2D band amplitudes are equivalent
to EM1. The main distinctions between EM1 and EM2 are the position and shape
of the luminescent background and also the spatial distribution, which follows the
blue square pattern overlay shown in Fig. 4.8. This distribution and spectral signa-
ture indicates that the vertices of the micropyramid generate a luminescence effect
with a characteristic intensity profile.

Furthermore, an inspection of EM3 spectrum also does not display a significant
enhancement of the 2D band while also containing a series of peaks in the lower
Raman shift region which are not associated with graphene. These peaks are usually
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associated with thermal damage to the probe or the sample. This aspect, combined
to the inconsistent abundance map, leads to the association of this endmember with
contaminants on the probe or the sample.

Finally, EM4 spectrum shows Raman signal intensity enhancement of both G and
2D bands mixed with a descending luminescent background. This aspect, combined
to the narrowly localized spatial distribution, indicates that the central region in the
HSI is the optimal alignment position for TERS measurements.

The colocalization of the Raman signal and the luminescence has a significant
implication for the probe positioning procedure. Usually the alignment is performed
manually by a technician that inspects the optical spectrum and moves the probe by
means of the piezo tube. Therefore, the fact that the luminescence is colocalized with
the Raman signal makes it possible to perform the alignment by only inspecting the
APD’s signal intensity in a wavelength where the luminescence is significant. Since
APDs in general are much faster than spectrometers and the luminescence is much
more intense than the Raman signal, one can establish a fast optical feedback loop to
properly position the probe. Still, care must be taken with regions of local maximum.

Alternatively, advancements in efficiency for spectrometers proportioned by elec-
tron multiplying CCDs , EMCCDs, enable the acquisition of fast HSIs around the
focal region. This enables a fast exhaustive search of the focal region for the maxi-
mum intensity region, which can be clearly isolated via spectral unmixing as shown
in this Section.

4.2.4 Field Intensity Distribution for Force Mapping

Having an understanding of the interaction between probe and laser focus, it is pos-
sible to propose an alignment procedure more efficient than the current method.
The present process consists of visually inspecting the optical spectrum, analyzing
enhancement, while manually changing the XY probe position via the piezo tube
contained in the scanhead via the software interface shown on Fig. 3.6. This pro-
cedure requires user expertise, it is time consuming and prone to error, as the focal
region depicted in the Section 4.2.3 presents local maxima that can mislead the op-
erator.

A proposed system to mitigate this difficulty is to supply the operator with an
NMS with optical feedback, as described in Section 3.4. One of the key aspects of this
system is the force mapping, described by Eq. (3.2). In this subsection the simulation
of the force maps generated by these equations in conjunction with experimentally
acquired probe scan images will be studied. The simulations for all the predefined
force types with different aggressiveness, A, factors are displayed.
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FIGURE 4.10: Simulation of force mapping based on Eq. (3.2) and
using the integral image from Fig. 4.8 c) as a base for calculation.
The columns contain the calculations for each force type and the rows
hold the results for A = 1.5, 2.5, 3.0. In the images, the brightness of
the pixels is proportional to the force amplitude for when the probe

is positioned over that position.

The linear force type can be used if the operator only desires to adjust the overall
sensitivity, without changing the shape of the force map. In contrast, the exponential
mapping changes the force map generating a much higher positive force for regions
of high optical intensity. The downside of the exponential mapping is that it flattens
the regions of relatively low signal. The inverted exponential results in a flattening
of the higher intensity region in the center of the map, but it provides better contrast
for the regions of low intensity. This transformation enables te operator to have some
feedback signal despite being significantly far from the optimal alignment condition.
Furthermore, the negative exponential mapping is equivalent to the exponential but
with opposite force direction. The negative exponential might be preferable from the
positive one, as the haptic arm’s mechanical resistance will decrease as the operator
moves towards the optimal position.

4.2.5 Dependency of Focal Spot on Focus Plane Condition

The shape and intensity of the focal spot can vary significantly depending on the dis-
tance between the objective lens’ focal plane and the sample plane. This effect must
be properly understood in order to determine the optimal focus condition for the
conduction of TERS experiments. To study this effect, successive probe scans were
performed while varying the objective lens’ focal plane, as shown on . The initial
position for the experiment was for an optimized condition for Raman signal on a
graphene sample without the presence of the TERS probe. From this initial condition
a scan was performed obtaining the result for Position 0 in Fig. 4.12. In sequence, the
focal plane was shifted up in two equal steps of 300±100 nm, generating Position 1
and Position 2 images. The focal plane was then brought back to the initial condition
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and another scan was performed to validate the focal plane’s return, as the objective
lens positioning system is open-loop. The focal plane was then shifted downwards,
away from the tip, obtaining Position -1 and Position -2 images.

FIGURE 4.11: Schematic for the procedure of successively scanning
different Z planes around the focal position. The objective lens is pro-
gressively moved up or down and, for each position, a probe scan is
performed. Note that the vertical position of the probe does not vary

throughout this experiment.

FIGURE 4.12: Successive probe scans performed on graphene’s 2D
band while varying the objective lens’ position between Positions 0,
1, 2, 0, -1 and -2. Position 0 was obtained by optimizing the Raman
signal on a graphene sample without the tip. Positions 1 and -1 are
equidistant from Position 0, but the first is located above the sample
plane and the second below the sample plane. The same happens for

Positions 2 and -2. (Sourced from [18].)
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TABLE 4.1: Intensity statistics for probe scans taken while varying
focal condition. Minimum and maximum values are given in CCD

counts.

Min Max Ratio
Pos 0 3,610 19,220 5.32
Pos 1 2,800 33,810 12.01
Pos 2 1,380 24,500 17.75
Pos -1 2,420 10,250 4.24
Pos -2 1,300 2,330 1.79

A few metrics of interests regarding the scans under different focus conditions
are summarized in Table 4.1. The table quantifies the significant enhancement in-
crease that occurs when shifting the focal spot towards the tip. On Position 2, ap-
proximately 600 nm above the sample plane, the signal to noise ratio is 3.33 times
higher as a consequence of an increased intensity for the hotspot accompanied by a
reduction in the background intensity associated with the far-field signal.

Alternatively, for Positions -1 and -2, where the focus is positioned below the
sample’s plane, the signal falls drastically as a result of moving away from not only
the sample but also from the tip.

These observations are consistent with already established theory that the main
interaction series for TERS is Tip-Sample-Tip (TST) sequence: first the excitation light
interacts with the probe generating a nanometric light source that shines on the sam-
ple, producing the Raman scatter effect, which is then collected by the probe and
converted and enhanced by the probe producing a propagating electromagnetic sig-
nal [3]. Therefore, it is expected that exciting the probe will favor the TST sequence,
resulting greater signal to noise ratios.

In essence, the present experiments provide an important guideline for TERS
measurements performed under similar illumination and collection configurations,
as the current experimental setup descripbed in Chapter 3. The tip-laser alignment
must include a shift upwards for the objective position as to properly excite the
nanopyramid body producing larger enhancements and lower background inten-
sities.

4.3 Impact of Substrate on TERS

So far the focus of the work was aimed at the probe and its interaction with the focal
spot. Nonetheless, another key aspect to be taken into consideration is the compo-
sition and features of the substrate over which the analyzed sample is positioned.
For instance, the use of a metallic substrate (configuring a gap mode due to the
significant electric field confinement provided by the two metallic structures) can
further enhance the local electric field between the probe’s apex and this substrate
due to gap-plasmon resonance that occurs in this configuration [60]. Furthermore,
the presence of inhomogeneous metallic structures in the substrate can also have
interesting effects in the electric field distribution. This is, in fact, the basis of the
surface-enhanced Raman spectroscopy (SERS) [61]. The combination of SERS and
TERS creates interesting phenomena that can affect spatial resolution significantly,
as it will be shown further in this section.
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4.3.1 Technical Aspects

For this study, three different samples were produced in order to tailor the electic
field to distinct configurations: (i) conventional microscopy glass coverslip (Fisher
Finest Cover Glass); (ii) homogeneous 12 nm thick gold film thermally evaporated
over a coverslip; (iii) regular distribution of gold nanoparticles (AuNP) with 12(2) nm
stabilized by oleylamine molecules providing a separation of approximately 10 nm
between particles, as shown in Fig. 4.13. Samples (ii) and (iii) are courtesy of Dr.
Patryk Kusch from Freie Universität Berlin and are further documented on Refs. [56,
62] respectively.

(a) (b)

500 nm 100 nm

FIGURE 4.13: SEM images for substrate (iii) containing the
oleylamine-stabilized gold particles under two distinct magnifica-
tions. The particles self-assemble to a rough hexagonal pattern due
to the oleylamine molecules which are not visible in the images.

(Sourced from [56].)

Graphene was mechanically exfoliated on top of each of these substrates as to
provide an homogeneous Raman scatterer to be measured using TERS. The three
samples were scanned using a same PTTP with 40(10) nm diameter provided by
Inmetro.

4.3.2 Non-gap and Gap Mode Simulations and Experiments

As shown in Fig. 3.14, the simulation setup is fitted with a region on top of the glass
substrate that enables the simulation of thin films. This feature is used in order to
simulate the configuration of the electric field for substrates (i) and (ii), the glass and
gold film substrates respectively. When the thin film region is composed of gold,
a gap mode configuration is achieved, whereas a non-gap mode configuration can
be achived by using glass in this region. Since glass is a dielectric material, it does
not provide a strong electric field confinement, characteristic of the gap mode. Fig-
ure 4.14 displays the electric field configuration at the subtstrate’s surface for glass
and gold while also distinguishing between horizontal (X) and vertical (Z) compo-
nents.



48 Chapter 4. Results

0.0

1.2

2.4

3.6

0.0

0.7

1.4

-400 0 400

0.0

2.3

4.6

-400 0 400

0.0

2.4

4.8

-40 0 40

|E
2 x|

(V
2 /m

2
x

10
15

)

Glass
Gold

|E
2 z|

(V
2 /m

2
x

10
16

)

|E
2 x|

(V
2 /m

2
x

10
16

)
Position (nm)

|E
2 z|

(V
2 /m

2
x

10
18

)

Position (nm)

Glass30 nm Gold30 nm

V2 /m
2  x

10
18

0

1

2

3

4

5

6

(a) (b)

(c) (d)

(e) (f)

FIGURE 4.14: Simulated intensities of |E2| at the sample plane for
glass and gold substrates. Graphs (a) and (b) show horizontal and
vertical component intensities in the absence of the tip, while (c) and
(d) show the respective results now in the presence of the TERS tip.
Panels (e) and (f) show the electric field intensity distribution on a 2D
plane section around the probe’s apex with white arrows indication

field orientation at the sample’s plane. (Sourced from [56].)

In the absence of the metallic tip, the electric field distribution at the sample’s
plane is fairly similar for glass and gold film substrates, as show in Fig. 4.14a) and b).
When the tip is introduced,in Fig. 4.14c) and d), all distributions get more localized
due to the antenna effect produced by the probe. Notably, for the horizontal compo-
nent, the distribution is more intense and localized for glass than gold, as shown in
Fig. 4.14c) and its inset. This trend changes for the vertical component distribution,
where the electric field distribution for the gold film case is 70 nm more intense and
26 nm narrower than for the non-gap mode. It is also important to note that, when
comparing horizontal and vertical components, there is a two orders of magnitude
difference between the distribution intensities. Considering that the measured TERS
signals are proportional to |E4| [63], the vertical component can have a more signif-
icant contribution to the measured signal, but the actual contribution also depends
on a material’s Raman tensors, as discussed in Section 2.2.

Another manner of evaluating the electric field configuration for non- and gap
mode configurations is to perform probe scans around the focal region. Such exper-
iments were performed and the resulting 2D band Raman intensity maps are shown
in Fig. 4.15.
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FIGURE 4.15: Probe scanning measurements for glass and gold film
substrates. Maps a) and b) present the 2D Raman band intensity map
for glass and gold cases, respectively, both normalized by the maxi-
mum intensity in a). Graphs c) and d) show horizontal and vertical
cross-sections of these maps, now with all intensity profiles normal-

ized independently. (Sourced from [56].)

As both images were acquired using the same probe on the same system, the
variable that provides the difference between the two scans is the substrate. There
are key differences in signal intensity and measured width for the laser’s hotspot.
The maximum intensity for the gold film scan was 20 % the central intensity of the
glass scan. This is consistent with the simulations indicating that the field is more
concentrated in the direction perpendicular to the substrate when on gap mode. As
graphene responds poorly to this kind of excitation, the Raman signal decreases,
even though the vertical component of the excitation is more intense for the gap
mode. Regarding the width of the hotspots, the FWHM of 429 nm for glass and
291 nm are also consistent with the simulations, which indicate a narrower electric
field distribution for the gold film configuration.

These particularities for each substrate draw attention to the importance of choos-
ing the a substrate that is adequate for measuring a given material. For example, as
graphene responds poorly to excitations perpendicular to its plane, gap mode is not
recommended when trying to maximize the measured Raman signal. In the other
hand, as the near-field response in this condition is narrower, gap mode will re-
sult in a slightly improved resolution. Therefore the measured material and a given
experiment’s goals must be taken into consideration when choosing the adequate
substrate.

4.3.3 Effect of Substrate on Spectral Enhancement

This section expands on the observations made in the previous one regarding the
difference in signal intensity in graphene samples on top of different substrates. Fig-
ure 4.16 brings a comparison between tip-down (near-field plus far-field) and tip-up
(fa-field only) graphene spectra combined with the three types of substrate described
in Section 4.3.1.
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TABLE 4.2: Spectral enhancement for G and 2D graphene bands on
the three substrate types.

Glass Au film AuNP
G 10 ± 4 7 ± 1 5 ± 3

2D 16 ± 1 5 ± 1 5 ± 1
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FIGURE 4.16: Near- and far-field signal comparisons on three differ-
ent substrates. All pairs are normalized with respect to the 2D band
intensity in the tip up condition. The marked signal in c) represents
the spectral signature of the oleylamine molecules used to stabilize

the AuNP. (Sourced from [56].)

For each of the six situations represented in Fig. 4.16, seven spectra were selected
and averaged to obtain Table 4.2 summarizing the spectral enhancements and un-
certainties for each Raman band and substrate. The spectra were obtained during
a scanning procedures in homogeneous regions in each of the substrates with accu-
mulation time per spectrum of 2 s for glass, 5 s for Au film and 10 s for AuNP. All
data was acquired with an excitation power of 160 µW measured at the sample.

Due to the change in electric field orientation at the sample’s plane for gap mode,
lower enhancement levels were expected overall for the Au film substrate (gap mode).
Nonetheless, a discrepancy arises when comparing the loss of spectral enhancement
for the G and 2D bands from Glass to Au film substrate. G band’s enhancement
suffered a 30 % loss while the 2D band suffered a 69 % loss. This discrepancy can be
explained by group theory and is discussed at length in Ref. [56], beyond the scope
of this work. The similarity in enhancement of the G and 2D bands in the AuNP sub-
strate can be varying electric field distribution during the scan, as will be discussed
in Section 4.3.4.

4.3.4 Effect of Substrate on Spatial Resolution

So far the focus has been on how the substrate affects the electric field distribu-
tion at the sample’s plane and how this, consequently, affects spectral enhancement.
However, the substrate composition and shape may also affect the spatial resolu-
tion. This was already briefly discussed when comparing the probe scanning results
in Fig. 4.15 where the intensity distribution for the Au film was measured to be nar-
rower than for a plain glass substrate, which will directly impact the spatial resolu-
tion of the system. This occurs because the PSF of imaging system in the gap-mode
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configuration is narrower, and this has direct impact on the highest possible spatial
frequency that can be resolved by the imaging system.

Not only a narrower PSF can affect the spatial resolution of images generated
by a given system, but if the PSF changes as a function position during the scan-
ning procedure, the spatial resolution is also altered. This is the case for a structured
gap-mode substrate such as a surface covered with AuNP like in substrate (iii). Sim-
ulations depicted in Figure 4.17 illustrate how the configuration of the electric field
changes as the substrate moves underneath the tip’s apex. It is important to note that
the simulation environment had to be reduced here due to computational costs, as
the moving substrate breaks the symmetry that enables the reduction of the 3D sim-
ulation space. Despite the dimensionality reduction, all other properties described
in Section 3.6 still hold, except for the substrate which is composed now of 12 nm
AuNP particles with a gap of 10 nm between particles. The substrate contains 50 of
such AuNPs and the sample’s plane was place 0.1 nm above the top portion of the
particles to avoid artifacts.
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FIGURE 4.17: 2D simulation of changes in horizontal (X) and verti-
cal (Z) components distribution as a set of AuNP is translated un-
derneath the tip’s apex. The white arrows in the insets indicate elec-
tric field orientation at the plane where graphene would be located.

(Sourced from [56].)

Figure 4.17 shows how the vertical component |E2
z | is more pronounced when

a particle is exactly underneath the tip than when the probe is placed in-between
particles. Interestingly, the |E2

x| component is largely unlocalized with multiple local
maxima with similar amplitudes, independently of AuNP positions.

The experimental equivalent of this simulation was also performed by a 120 nm
long scan in substrate (iii), a relatively small region when considering the probe’s
apex radius of 40 nm.
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FIGURE 4.18: Line section of a scan performed on a AuNP substrate.
a) shows the intensity profile for the graphene’s 2D band in blue
and for oleylamine’s Raman band in yellow (spectra acquired with
160 µW excitation power and 2.5 sec integration time per point.); b)
zoomed detail of the highlighted section in a) with linear trends re-
moved for better visualization; c) simulated intensities for discretely
integrated in-plane (X, blue) and out-of-plane (Z, yellow) electric field
components during a line scan. The gold circles indicate the position

of the AuNP in the simulation space. (Sourced from [56].)

The measured spatial resolution for the 2D band modulation in the scan from
Fig. 4.18 is 6.8 nm, which is close to the Nyquist limit of 3.75 nm considering the size
of each pixel being 1.875 nm (the 120 nm scan length was sampled 64 times). This
measured spatial resolution can be considered a "super-resolution" as the probe’s
apex radius of 40 nm would not be able to provide such resolution under normal
conditions.

Additionally, Fig. 4.18a) also shows different trends for the graphene’s 2D band
intensity and the oleylamine’s band (indicated in Fig. 4.16) intensity. Figure 4.18
highlights these trend differences, as the oleylamine’s signal decreases, the 2D band
signal increases. This dynamic is explained by how the electric field summed along
the sample plane varies as the AuNP move underneath the tip. The in-plane (X)
excitation is larger when the probe is in-between particles, favoring the Raman scat-
tering for the graphene 2D band, and the out-of-plane (Z) excitation is larger when
the probe is on top of a particle, favoring the excitation of the oleylamine molecules
coating the AuNP.

The reported experiments and simulations successfully predict and demonstrate
how super-resolution can be obtained with a strategic choice of substrate, resulting
in Raman signal modulations with spatial frequency exceeding the dimension of
the tip’s apex. This measured resolution, however, must be interpreted with care.
When comparing the electric field distribution for the AuNP sample in the tip up
and down conditions, as illustrated in Fig. 4.19, the lack of field localization becomes
clear, specially for the in-plane component.
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FIGURE 4.19: Comparison of electric field distribution in the tip-
up (far-field) and tip-down (far-field plus near-field) configurations
for in-plane (X) and out-of-plane (Z) components, measured 0.1 nm

above the top of the AuNP. (Sourced from [56].)

The lack of electric field localization means that the signal measure for a given
pixel during a scanning sequence does not come exclusively from the immediately
neighboring region, but from a region that can comprehend hundreds of nanome-
ters. This is a key insight for understanding experiments performed under simular
conditions.

4.4 PCA for Feature Extraction

PCA can be used to improve the effectiveness of a K-means clustering algorithm for
classifying graphene in terms of number of layers.

The dataset used consists of a HSI containing regions with graphene with dif-
ferent numbers of layers, which are not initially known. The only pre-processing
executed was the removal of outliers and subtraction of the mean spectrum from all
datapoints.

Figure 4.20 a) and b) are images of the intensities of two specific graphene Raman
bands, G and 2D respectively. Usually the shape and intensity ratio of these two
bands are used to determine the number of layers [14]. The issue is that to extract
accurately the necessary information one must execute a fitting procedure which is
non trivial, specially for the 2D band which can be composed by up to 5 Lorentzian
functions [13], requiring human inspection to validate the fitting result.

In this circumstance, an approach using PCA is proposed. Given this dataset, a
PCA transformation was executed and the first three PCs, accounting for 56% of the
explained variance were used. This choice was taken in order to be able to directly
visualize the data, as in Fig. 4.20 c) and d). The 3D plot shows a tetrahedral shape,
indicating that there are four types of spectral signatures in the data. The weights
given by the PCs are able to provide hints of the features that were automatically ex-
tracted from the spectral signatures. e) has the peak ratio characteristic of graphene
with many layers. Meanwhile, f) have different signed intensities for the G and 2D
bands, which can be related to a measure of peak intensity ratio between the two
bands. Furthermore, g) has a deformed 2D peak that is able to extract distortions in
its shape that are directly related to the number of layers.

The spectral signatures for the vertexes of the tetrahedron shows the distinct
classes of materials the algorithm isolated. h) is the typical signature of a bilayer
graphene, i) represents the substrate background, j) indicates three or more layers
and k) is the signature of monolayer graphene.
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FIGURE 4.20: a) and b) are the G and 2D band images extracted from
the HSI of a graphene sample deposited on a SiOx substrate; c) and
d) are 3D visualizations of the PC space generated by the three most
meaningful components that account for 56% of the total variance; e),
f) and g) are the weights for these components; h), i), j) and k) are
the representative spectra for the center of each of the four clusters
found; l) is the same image as in a) artificially colored based on corre-
sponding cluster based on raw spectra data, and m) is the same as l)

but using the first 3 PCs as features. (Adapted from [36])

The feature space in this problem was reduced 341 times in this example, since
the raw spectra have 1024 features and only three components were used. Neverthe-
less, this reduced feature space is able to produce better clustering results, as shows
in Fig. 4.20 l) and m).

4.5 Spectral Unmixing

Spectral Unmixing can be used as an effective tool for HSI exploration. To showcase
its potential a sample of isolated graphene nanoflakes was scanned in order to obtain
an HSI to offer as input for the algorithm. The only pre-processing done in the data
was the removal of the effect of the cosmic rays.

A preliminary analysis of the image, using the same method as of Fig. 4.8 for
generating G and 2D band images, results in two similar images of isolated bright
regions were the graphene nanoflakes are located. A visual inspection of Fig. 4.21
does not show any significant differences between the two band maps.

Nevertheless a spectral unmixing analysis of the same dataset can potentially
reveal additional information, as it processes the whole spectral range, not only spe-
cific narrow ranges chosen a priori. The unmixing algorithm results are shown in
Fig. 4.22. The procedure was able to isolate a single nanoflake, near the center of the
image, representing it with the EM 2 signature. The spectrum of this endmember
is compatible with amorphous carbon and, since it contains a G band it appears on
the G band map, possibly leading to the conclusion that it is, in fact, a graphene
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FIGURE 4.21: G and 2D band images of isolated graphene nanoflakes.

nanoflake. The only previous indicator of the presence of amorphous carbon in the
sample is the absence of this particular bright dot in the 2D band image, but the
unmixing algorithm was capable of clearly outlining its presence with the only user
input being the number of endmembers to use for the algorithm.
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FIGURE 4.22: Spectral unmixing analysis with three endmembers of
the dataset presented on Fig. 4.21. EM 1 presents a typical back-
ground signature; EM 2 presents an amorphous carbon fingerprint;
EM 3 shows a signature of a highly defective graphene, which is usual

for flakes of nanometric size.
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Chapter 5

Conclusion

The developed work consisted of three main fronts: tooling development, Raman
spectroscopy experiments and data analysis.

On the tooling front, the PSS was successful in obtaining probe scan images,
which were the basis of the focal spot analysis and could also be used for an au-
tomatic probe alignment procedure. This tool is a significant improvement on the
classical manual alignment method, as it not only serves as an alignment tool, but
can also provide measures of quality pertaining the optical system and the probe it-
self. The NMS, despite only presenting preliminary results, is a promising approach
for the alignment procedure, as it does not require a full scanning of a region. Fur-
thermore, the provided flexibility of choosing a feedback signal and a force mapping
rule can be of much intereset for a range of nanomanipulation applications.

Furthermore, still on the tooling front, the finite element simulation apparatus
developed in this work was shown to be an efficient tool to assist the design of
TENOM probes as one can rapidly prototype new probe geometries and materi-
als while analyzing their response. The simulation tooling has also proven useful
to understand experiments under different conditions, specially regarding distinct
substrates other than standard glass. In addition, the efficient formulation of the
simulation environment allows for the execution of simulations in desktop comput-
ers.

The TERS and Raman spectroscopy experiments revealed interesting aspects on
how graphene responds under different conditions, while also showcasing its ca-
pacity for being a TERS prototyping material. The experiments also showcase the
applications of the toolset that was developed in this work. The new tools, specially
the PSS and simulation environment, have proven of great importance in comple-
menting the TERS theoretical background and successfully explaining experimental
results.

Finally, in terms of data analysis, two solutions were presented: PCA and spec-
tral unmixing. Both have been proven to be efficient exploratory tools for HSIs. The
dimensionality reduction provided by these techniques provide, with minimal user
input, non-trivial information regarding complex datasets. Additionally, the spectral
unmixing solution, whose theoretical background was developed in the scope of this
work, has already been made available to Raman spectroscopy users in general and
is thriving is assisting in data exploration. These tools empower physicists, biolo-
gists, chemists and others in generating more meaningful insights on hiperspectral
data generated in their experiments.

Many of the findings produced throughout the work, in addition to the devel-
oped toolset, are being incorporated in a commercial, nationally produced, TERS
equipment to be launched in 2021.
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5.1 Future Work

The future work will consist mainly of utilizing the tools presented in this work to
further improve the technology of commercial TERS systems and probes. Possible
contributions are:

• To create a standalone application for probe simulations - The Comsol software
utilized in this work provides the option of creating user-friendly standalone
applications based on simulation environments. The finite element simulation
framework for TERS probes proposed in the document can thus be polished for
this purpose and distributed to physicists focused on studying and optimizing
TERS probes for different purposes;

• Tip-laser alignment - This work provides the necessary background for elab-
orating a routine for automatic probe alignment for TERS experiments. It is
now possible to propose a safe alignment routine that can be incorporated in
commercial TERS systems;

• Reference samples for TERS - The insights provided in this work on how the
excitation electric field influences TERS measurements could be used to elab-
orate a reference substrate that can be utilized to characterize a TERS system’s
lateral resolution and spectral enhancement.

• NMS - Integrate the nanomanipulation system to a commercial TERS setup at
hardware and software levels in order provide new functionality for tip align-
ment and sample manipulation.
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