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—

ABSTRACT

—

In this work we consider the following magnetic nonlinear Choquard equations

−(∇+ iA(x))2u+ V (x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λf(u) in RN(N ≥ 3)

and

(−∆)sAu+ V (x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λg(u) in RN(N = 3),

where s ∈ (0, 1), 2∗α = 2N−α
N−2

and 2∗α,s = 6−α
3−2s

are critical exponents in the sense of the Hardy-

Littlewood-Sobolev inequality. Moreover, in both problems 0 < α < N, λ > 0, A : RN → RN is
an C1, ZN -periodic vector potential and V is a continuous scalar potential given as a perturbation
of a periodic potential. Considering different types of nonlinearities f and g, namely, f(x, u) =(

1
|x|α ∗ |u|

p
)
|u|p−2u for (2N − α)/N < p < 2∗α, then f(u) = |u|p−1u for 1 < p < 2∗ − 1 and

f(u) = |u|2∗−2u (where 2∗ = 2N/(N −2)), g(x, u) =
(

1
|x|α ∗ |u|

p
)
|u|p−2u for (6−α)/3 < p < 2∗α,s,

then g(u) = |u|p−1u for 1 < p < 2∗s − 1 and g(u) = |u|2∗s−2u (where 2∗s = 6/(3 − 2s)), we prove
the existence of at least one ground state solution for these equations by variational methods if
p belongs to some intervals depending on N , λ and also on s in the second problem.

Key Words: Variational methods, magnetic Choquard equation, fractional magnetic Choquard
equation, Hardy-Littlewood-Sobolev critical exponent.



—

RESUMO

—

Neste trabalho nós consideramos as seguintes equações de Choquard magnéticas não lineares

−(∇+ iA(x))2u+ V (x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λf(u) em RN(N ≥ 3)

e

(−∆)sAu+ V (x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λg(u) em RN(N = 3),

em que s ∈ (0, 1), 2∗α = 2N−α
N−2

e 2∗α,s = 6−α
3−2s

são os expoentes cŕıticos no sentido da desigualdade de

Hardy-Littlewood-Sobolev. Além disso, em ambos os problemas 0 < α < N, λ > 0, A : RN → RN

é um potencial vetorial de classe C1, ZN -periódico e V é potencial escalar cont́ınuo dado como
uma perturbação de um potencial periódico. Considerando diferentes tipos de não linearidades

f e g, a saber, f(x, u) =
(

1
|x|α ∗ |u|

p
)
|u|p−2u para (2N − α)/N < p < 2∗α, depois f(u) = |u|p−1u

para 1 < p < 2∗ − 1 e f(u) = |u|2∗−2u (em que 2∗ = 2N/(N − 2)), g(x, u) =
(

1
|x|α ∗ |u|

p
)
|u|p−2u

para (6− α)/3 < p < 2∗α,s, depois g(u) = |u|p−1u para 1 < p < 2∗s − 1 e g(u) = |u|2∗s−2u (em que
2∗s = 6/(3 − 2s)), nós provamos a existência de ao menos uma solução de estado fundamental
para estas equações por métodos variacionais se p pertence a alguns intervalos dependendo de
N , λ e também de s no segundo problema.

Palavras-chave: Métodos variacionais, equação de Choquard magnética, equação de Choquard
magnética fracionária, expoente cŕıtico de Hardy-Littlewood-Sobolev.
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Introduction

In this thesis we consider the problems

− (∇+ iA(x))2u+ V (x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λf(u) in RN(N ≥ 3) (1)

and

(−∆)sAu+ V (x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λg(u) in RN(N = 3), (2)

where ∇+ iA(x) is the covariant derivative with respect to the C1, ZN -periodic vector potential
A : RN → RN , i.e,

A(x+ y) = A(x), ∀ x ∈ RN , ∀ y ∈ ZN ,
and, for u ∈ C∞c (RN) and x ∈ RN , (−∆)sAu is the fractional magnetic operator defined by

(−∆)sAu(x) = cN,s lim
ε→0+

∫
RN\Bε(x)

u(x)− ei(x−y)·A(x+y
2

)u(y)

|x− y|N+2s
dy,

where cN,s is a normalizing constant.
The second equation of this thesis was suggested by Prof. G. M. Figueiredo after his reading

of our article [16] - which handles (1) - and advising us to obtain similar results in the framework
of the nonlocal fractional magnetic operator, bringing into our notice references [11, 12].

In both problems we consider 0 < α < N and the exponents 2∗α = 2N−α
N−2

and 2∗α,s = 6−α
3−2s

,
s ∈ (0, 1), which are critical in the sense of the Hardy-Littlewood-Sobolev inequality. Moreover
λ > 0, V : RN → R is a continuous scalar potential and f and g stand for different types

of nonlinearities. Namely, in the first chapter we consider f(x, u) =
(

1
|x|α ∗ |u|

p
)
|u|p−2u for

(2N − α)/N < p < 2∗α, then f(u) = |u|p−1u for 1 < p < 2∗ − 1 (where 2∗ is the critical exponent
of the immersion H1

A,V (RN ,C) ↪→ L2∗(RN ,C)), and finally we examine f(u) = |u|2∗−2u.

In the second chapter, we initially consider g(x, u) =
(

1
|x|α ∗ |u|

p
)
|u|p−2u for (6− α)/3 < p <

2∗α, then g(u) = |u|p−1u for 1 < p < 2∗s − 1 (where 2∗s is the critical exponent of the immersion
Hs
A,V (R3,C) ↪→ L2∗s(R3,C)), and finally we examine g(u) = |u|2∗s−2u.
Inspired by the seminal work of Coti Zelati and Rabinowitz [19], but also by Alves, Carrião

and Miyagaki [2] and by Alves and Figueiredo [3], we assume that there is a continuous, ZN -

periodic potential VP : RN → R, constants V0,W0 > 0 and W ∈ LN
2 (RN ,R) with W (x) ≥ 0 such

that

(V1) VP(x) ≥ V0, ∀ x ∈ RN ;

10



(V2) V (x) = VP(x)−W (x) ≥ W0, ∀ x ∈ RN ,

where the last inequality is strict on a subset of positive measure in RN .
For technical reasons, in the problem (2) we consider only the case N = 3. However, since

both problems (1) and (2) are considered in the whole space RN and have a critical nonlinearity
in the Hardy-Littlewood-Sobolev sense, the verification of any compactness condition is not easy.

The first equation of this work is motivated by Gao and Yang in [29], where a classical
Choquard equation is considered in a bounded domain, i.e., the case A ≡ 0 and V ≡ 0 is studied
in a bounded domain Ω. There is a huge literature about the Choquard equation and we cite
only Moroz and Van Schaftingen [41] for a good review of results on this important subject. In
[29], Gao and Yang proved the existence of a ground state solution (i.e, a least energy nontrivial
solution) under restriction on N and λ. Other recent advances in the study of the Choquard
equation can be found, e.g., in [8, 25, 26, 31, 39, 46] for critical exponents, in [6] for multi-bump
solutions, and in [4, 7, 40] for the concentration behavior of solutions.

In Mukherjee and Sreenadh [43], the magnetic problem

−(∇+ iA(x))2u+ µg(x)u = λu+

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u in RN

was examined. In this equation µ > 0 is also a parameter that interacts with the linear term in
the right-hand side of the equation. Existence of a ground state solution was proved supposing
that g satisfies the assumptions

(g1) g ∈ C(RN ,R), g ≥ 0 and Ω := interior of g−1(0) is a nonempty bounded set with smooth
boundary and g−1(0) = Ω;

(g2) There exists M > 0 such that the set {x ∈ RN : g(x) ≤M} has finite Lebesgue measure in
RN .

The concentration of solutions as µ→∞ was also studied.
Changing the right-hand side of (1) to(

1

|x|α
∗ |u|p

)
|u|p−2u, (3)

the problem was studied by Cingolani, Clapp and Secchi in [18]. In that paper the authors
proved existence and multiplicity of solutions. In [15], the right-hand side (3) was generalized
and a ground state solution was obtained, but the multiplicity result depend on more restrictive
hypotheses than in [18].

Recent years have witnessed a growth of interest in the study of magnetic equations. By
using variational methods, penalization techniques and Ljusternik–Schnirelmann theory, Alves,
Figueiredo and Yang [5] proved existence of multiple solutions to the magnetic equation(ε

i
∇− A(x)

)2

u+ V (x)u = εµ−N
(

1

|x|α
∗ F (|u|2)

)
f(|u|2)u, x ∈ RN , (4)

where ε > 0 is a parameter, N ≥ 2, 0 < µ < 2 and F (s) =
∫ s

0
f(t)dt.

11



The same type of techniques were used by d’Avenia and Ji [22] to obtain multiplicity and
concentration of solutions of (4) with the right-hand side of that equation changed to f(|u|2)u,
with f having critical exponential growth.

On its turn, the class of magnetic fractional equations is an object of increasing interest since
the pioneering works of Fiscella, Pinamonti and Vecchi [28] and d’Avenia and Squassina [21].

In [28], for s ∈ (0, 1) and a parameter λ, the problem

(−∆)sAu = λf(|u|)u in Ω, u = 0 in RN \ Ω

was studied in a bounded domain Ω. Considering different types of nonlinearities f , variational
techniques were used to prove the existence of at least two solutions.

In [21] d’Avenia and Squassina considered the minimization problems

mA := inf
u∈L

(∫
R3

|u|2dx+
cs
2

∫
R3

∫
R3

|e−i(x−y)·A(x+y
2

)u(x)− u(y)|2

|x− y|3+2s
dxdy

)
(5)

and

mc
A := inf

u∈Lc
cs
2

∫
R3

∫
R3

|e−i(x−y)·A(x+y
2

)u(x)− u(y)|2

|x− y|3+2s
dxdy, (6)

where A : R3 → R3 is a continuous magnetic potential whith locally bounded gradient, 2 < p <
6

3−2s
, L :=

{
u ∈ Hs

A(R3,C) :
∫
R3 |u(x)|pdx = 1

}
and Lc := {u ∈ Ds

A(R3,C) :
∫
R3 |u(x)|6/(3−2s)dx},

where Hs
A(R3,C) and Ds

A(R3,C) are suitable Hilbert spaces defined in that article.
By applying concentration-compactness arguments, the existence of a solution to (5) for a

class of potentials A yields a solution to the problem

(−∆)sAu+ u = |u|p−2u in R3.

as a consequence of Lagrange multipliers. On its turn, if there exists a solution u to (6), then a
representation formula for u is obtained.

In [37], Mingqi, Pucci, Squassina and Zhang proved existence and multiplicity of nontrivial
solutions for the problem

M([u]2s,A)(−∆)sAu+ V (x)u = f(x, |u|)u in RN ,

where s ∈ (0, 1), N > 2s,

[u]2s,A =

(∫
RN

∫
RN

|u(x)− ei(x−y)·A(x+y
2

)u(y)|2

|x− y|N+2s
dxdy

)
,

M : R+
0 → R+

0 is a Kirchhoff function, V : RN → R+ is a scalar potential, A : RN → RN is a
magnetic potential, (−∆)sA is the associated fractional magnetic operator, and f : RN ×R+ → R
is a sublinear or superlinear nonlinearity. In the sublinear case a solution is obtained by the direct
methods, whereas the mountain pass theorem and Nehari manifold are applied in the superlinear
case. Multiplicity of solutions is handled by the symmetric mountain pass theorem.

Also by applying variational methods and Ljusternick–Schnirelmann theory, Ambrosio and
d’Avenia [9] proved existence and multiplicity of solutions for the equation

ε2s(−∆)sA/εu+ V (x)u = f(|u|2)u in RN ,

12



where ε > 0 is a parameter and N ≥ 3. As usual, V ∈ C(RN ,R) and A ∈ C0,α(RN ,RN) (for
α ∈ (0, 1]) are the electric and magnetic potentials respectively, and f : RN → R is a subcritical
nonlinearity. The same equation with the term ε−2t(|x|2t−3 ∗ |u|2)u added to the left-hand side
of the equation was considered by Ambrosio [12], where t ∈ (0, 1) is a parameter and N = 3.
Existence, multiplicity and concentration of solutions was obtained for ε > 0 small enough also
by applying Ljusternick–Schnirelmann theory.

In [10] Ambrosio investigated existence and concentration of nontrivial solutions to the frac-
tional Choquard equation

ε2s(−∆)2
A/εu+ V (x)u = εµ−N

(
1

|x|α
∗ F (|u|2)

)
f(|u|2)u in RN ,

where ε > 0 is a parameter, s ∈ (0, 1), 0 < µ < 2s and N ≥ 3. It is supposed that the potential
V is positive and has a local minimum and f is a continuous nonlinearity with subcritical growth.

By applying concentration-compactness, a fractional Kato type inequality, Ljusternik–Schni-
relmann and minimax methods, Ambrosio [11] proved existence, multiplicity and concentration of
nontrivial solutions for the following fractional magnetic Kirchhoff equation with critical growth(

aε2s + bε4s−3[u]2s,A/ε
)

(−∆)sA/εu+ V (x)u = f(|u|2)u+ |u|2∗s−2u in R3.

In this equation, V ∈ C(R3,R) and A ∈ C0,α(R3,R3), (α ∈ (0, 1]) are the electric and magnetic
potentials, respectively; ε > 0 is a small parameter, a and b are positive constants, s ∈ (3

4
, 1),

2∗s = 6
3−2s

is the fractional critical exponent and f : R→ R is a C1 subcritical nonlinearity.
The main results of this thesis are the following theorems.

Theorem 1 For 2N−α
N

< p < 2∗α, under the hypotheses already stated on A, V and α, problem

− (∇+ iA(x))2u+ V (x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λ

(
1

|x|α
∗ |u|p

)
|u|p−2u in RN (7)

has at least one ground state solution if either

(i) N+2−α
N−2

< p < 2∗α, N = 3, 4 and λ > 0;

(ii) 2N−α
N

< p ≤ N+2−α
N−2

, N = 3, 4 and λ sufficiently large;

(iii) 2N−2−α
N−2

< p < 2∗α, N ≥ 5 and λ > 0;

(iv) 2N−α
N

< p ≤ 2N−2−α
N−2

, N ≥ 5 and λ sufficiently large.

Theorem 2 For 1 < p < 2∗ − 1, under the hypotheses already stated on A, V and α, problem

−(∇+ iA(x))2u+ V (x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λ|u|p−1u in RN .

has at least one ground state solution if either

(i) 3 < p < 5, N = 3 and λ > 0;

(ii) p > 1, N ≥ 4 and λ > 0;

13



(iii) 1 < p ≤ 3, N = 3 and λ sufficiently large.

Theorem 3 Under the hypotheses already stated on A, V and α, the problem

−(∇+ iA(x))2u+ V (x)u = λ

(
1

|x|α
∗ |u|p

)
|u|p−2u+ |u|2∗−2u in RN ,

has at least one ground state solution in the intervals already described in Theorem 1.

Theorem 4 For 2− α
3
< p < 2∗α,s, under the hypotheses already stated on A, V and α, problem

(−∆)sAu+ V (x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λ

(
1

|x|α
∗ |u|p

)
|u|p−2u in R3 (8)

has at least one ground state solution if either

(i) s ∈ (3
4
, 1), 7−2s−α

3−2s
< p < 2∗α,s and λ > 0;

(ii) s ∈ (0, 1), 6−α
3
< p ≤ 7−2s−α

3−2s
and λ sufficiently large.

Theorem 5 For s ∈ (3
4
, 1) and 1 < p < 2∗s − 1, under the hypotheses already stated on A, V and

α, problem

(−∆)sAu+ V (x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λ|u|p−1u in R3.

has at least one ground state solution if either

(i) 6s−3
3−2s

< p < 2∗s − 1 and λ > 0;

(ii) 1 < p ≤ 6s−3
3−2s

and λ sufficiently large.

Theorem 6 Under the hypotheses already stated on A, V and α, the problem

(−∆)sAu+ V (x)u = λ

(
1

|x|α
∗ |u|p

)
|u|p−2u+ |u|2∗s−2u in R3,

has at least one ground state solution in the intervals already described in Theorem 4.

Problems (1) and (2) will be considered in Chapter 1 and 2, respectively. In both chapters,
we start proving the existence of a ground state solution for problems (1) and (2), respectively,
considering the potential V = VP , that is, we consider the problems

− (∇+ iA(x))2u+ VP(x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λf(u) in RN (9)

and

(−∆)sAu+ VP(x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λg(u) in RN (10)

and f and g as in Theorems 1, 2, 3, 4, 5 and 6, maintaining the notation introduced before and
supposing that (V1) is valid.
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As in Gao and Yang in [29], the key step to proof the existence of a ground state solution of
problems (9) and (10) is the use of cut-off techniques on the extreme function that attains the
best constants SH,L, and Ss0 defined in the sequence. This allows us to estimate the mountain
pass values cλ and cλs associated to the respective “energy” functionals attached to (9) and (10).
We prove that the (PS)-condition holds for these levels. In a demanding proof, this lead us to
establish intervals for p (depending on N and λ in the first case and N, λ and s in the second one)
where the (PS)-condition is satisfied, as in the seminal work of Brézis and Nirenberg [14]. After
that, the proof is completed by showing the mountain pass geometry, introducing the Nehari
manifold associated with (9) and (10) and applying concentration-compactness arguments. In
the sequel, we consider (1) and (2) for the different nonlinearities f and g and prove that each
problem has at least one ground state solution.

We observe that the conclusion of Theorem 2 is similar to that of Theorem 1.1 in Alves,
Carrião and Miyagaki [2] and Theorem 1.1 in Miyagaki [38]. Precisely, in [2] the authors have
discussed the existence of a positive solution to the semilinear elliptic problem involving critical
exponents

−∆u+ V (x)u = λuq + up in RN ,

where λ > 0 is a parameter, 1 < q < p = 2∗−1 and V : RN → R is a positive continuous function.
On its turn, Miyagaki [38] has studied the existence of nontrivial solution for the following class
of semilinear elliptic equation in RN (N ≥ 3) involving critical Sobolev exponents

−∆u+ a(x)u = λ|u|q−1 + |u|p−1u in RN ,

where 1 < q < p ≤ 2∗ − 1 = N+2
N−2

and λ > 0 are constants and a : RN → R is a continuous

function such that a(x) ≥ a0 for all x ∈ RN , where a0 > 0 is a constant.
Problems (9) and (1) - and (10) and (2) as well - are then related by showing that the

minimax value dλ of (1) (or dλs of (2)) satisfies dλ < cλ (respectively, dλs < cλs). Once more,
concentration-compactness arguments are applied to show the existence of a ground state solution
for each problem.

In a nutshell, by adopting the same techniques applied to study problem (1), we have proved
our results for problem (2).

This work is organized as follows.
In each chapter, initially, some preliminary results will be established (see Sections 1.1 and

2.1). Then, Sections 1.2, 1.3 and 1.4 are then devoted to the proofs of Theorems 1, 2 and 3,
respectively, and Sections 1.3, 2.3 and 2.4 proves Theorems 4, 5 and 6, respectively.

The text in Chapter 1 is very similar to that of the submitted paper [16].
In the appendices A and B we gather some of the main results used in this work and we justify

some of the facts used in the proofs of our results, respectively.

15



Chapter 1

Magnetic Choquard equation with
Hardy-Littlewood-Sobolev critical
exponent

In this chapter we deal with problem (1)

−(∇+ iA(x))2u+ V (x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λf(u) in RN(N ≥ 3)

and prove Theorems 1, 2 and 3.

1.1 Preliminary results

We denote
∇Au = ∇u+ iA(x)u.

We handle problem (1) in the space

H1
A,V (RN ,C) =

{
u ∈ L2(RN ,C) : ∇Au ∈ L2(RN ,C),

∫
RN
V (x)|u(x)|2 dx <∞

}
endowed with the norm

‖u‖A,V =

(∫
RN

(|∇Au|2 + V (x)|u|2) dx

) 1
2

.

Observe that the norm generated by this scalar product is equivalent to the norm obtained
by considering V ≡ 1, see [35, Definition 7.20].

If u ∈ H1
A,V (RN ,C), then |u| ∈ H1(RN) and the diamagnetic inequality is valid (see [18] or

[35, Theorem 7.21])
|∇|u|(x)| ≤ |∇u(x) + iA(x)u(x)|, a.e. x ∈ RN .

As a consequence of the diamagnetic inequality, we have the continuous immersion

H1
A,V (RN ,C) ↪→ Ls(RN ,C) (1.1)
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for any s ∈ [2, 2N
N−2

]. We denote 2∗ = 2N
N−2

and ‖ · ‖s the norm in Ls(RN ,C).

It is well-known that C∞c (RN ,C) is dense in H1
A,VP

(RN ,C), see [35, Theorem 7.22].
Following Gao and Yang [30], we denote by SH,L

SH,L : = inf
u ∈ D1,2(RN ,R)\{0}

∫
RN
|∇u|2dx(∫

RN

∫
RN

|u(x)|2∗α |u(y)|2∗α
|x− y|α

dxdy

) N−2
2N−α

(1.2)

= inf
u∈D1,2

A (RN ,C)\{0}

∫
RN
|∇Au|2dx(∫

RN

∫
RN

|u(x)|2∗α |u(y)|2∗α
|x− y|α

dxdy

) N−2
2N−α

=: SA,

where D1,2
A (RN ,C) = {u ∈ L2∗(RN ,C) : ∇Au ∈ L2(RN ,C)}. The equality between SH,L and

SA was proved in Mukherjee and Sreenadh [43]. We remark that SA is attained if and only if
rotA = 0 [43, Theorem 4.1]. See also [13, Theorem 1.1].

We state a result proved in [30].

Proposition 7 (Gao and Yang [30]) The constant SH,L defined in (1.2) is achieved if and
only if

u(x) = C

(
b

b2 + |x− a|2

)N−2
2

,

where C > 0 is a fixed constant, a ∈ RN and b ∈ (0,∞) are parameters. Furthermore,

SH,L =
S

C(N,α)
N−2
2N−α

,

where S is the best Sobolev constant of the immersion D1,2(RN ,R) ↪→ L2∗(RN ,R) and C(N,α)
depends on N and α.

If we consider the minimizer for S given by U(x) := [N(N−2)]
N−2

4

(|1+|x|2)
N−2

2
(see [48, Theorem 1.42]),

then

Ū(x) = S
(N−α)(2−α)
4(N+2−α) C(N,α)

2−N
2(N+2−α)

[N(N − 2)]
N−2

4

(|1 + |x|2)
N−2

2

is the unique minimizer for SH,L that satisfies

−4u =

(∫
RN

|u|2∗α
|x− y|α

dy

)
|u|2∗α−2u in RN

with ∫
RN
|∇Ū |2dx =

∫
RN

∫
RN

|Ū(x)|2∗α|Ū(y)|2∗α
|x− y|α

dxdy = S
2N−α
N+2−α
H,L .
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Lemma 8 Let Ω j RN be any open set. For 1 < t < ∞, let (fn) be a bounded sequence in
Lt(Ω,C) such that fn(x)→ f(x) a.e. Then fn ⇀ f in Lt(Ω,C).

The proof of Lemma 8 only adapts the arguments given for the real case, as in [33, Lemme
4.8, Chapitre 1].

1.2 The case f(x, u) =
(

1
|x|α ∗ |u|

p
)
|u|p−2u

1.2.1 The periodic problem

In this subsection we deal with the case V = VP and prove the existence of a ground state
solution for problem (9) and f(x, u) as above, that is, we consider the problem

− (∇+ iA(x))2u+ VP(x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λ

(
1

|x|α
∗ |u|p

)
|u|p−2u, (1.3)

where 2N−α
N

< p < 2∗α.
To deal with this problem, we consider the space

H1
A,VP

(RN ,C) =
{
u ∈ L2(RN ,C) : ∇Au ∈ L2(RN ,C)

}
endowed with scalar product

〈u, v〉A,VP = Re

∫
RN

(
∇Au · ∇Av + VP(x)uv̄

)
dx

and, therefore

‖u‖2
A,VP

=

∫
RN

(
|∇Au|2 + VP |u|2

)
dx.

We observe that the energy functional JA,VP on H1
A,VP

(RN ,C) associated with (1.3) is given
by

JA,VP (u) :=
1

2
‖u‖2

A,VP
− 1

2 · 2∗α
D(u)− λ

2p
B(u),

where

B(u) =

∫
RN

(
1

|x|α
∗ |u|p

)
|u|pdx =

∫
RN

∫
RN

|u(x)p||u(y)|p

|x− y|α
dxdy

and

D(u) =

∫
RN

(
1

|x|α
∗ |u|2∗α

)
|u|2∗αdx =

∫
RN

∫
RN

|u(x)2∗α||u(y)|2∗α
|x− y|α

dxdy.

Remark 1.2.1 If t ∈ [(2N − α)/N, (2N − α)/(N − 2)] and r = 2N/(2N −α), then 2 ≤ tr ≤ 2∗.
So, for u ∈ H1

A,VP
(RN ,C), it follows from (1.1) that u ∈ Ltr(RN ,C), that is, |u|t ∈ Lr(RN ,C).

Since 2
r

+ α
N

= 2, the Hardy-Littlewood-Sobolev inequality (see Appendix A, Proposition 49)
yields ∫

RN

∫
RN

|u(x)|t|u(y)|t

|x− y|α
dxdy ≤ C(N,α)‖u‖2t

tr.
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Therefore,
B(u) ≤ C1(N,α)‖u‖2p

pr (1.4)

and
D(u) ≤ C2(N,α)‖u‖2·2∗α

2∗ (1.5)

for constants C1(N,α) and C2(N,α). Therefore, JA,VP is well-defined for u ∈ H1
A,VP

(RN ,C).

Here, as also in [4], 2N−α
N

is called the lower critical exponent and 2∗α = 2N−α
N−2

the upper
critical exponent. This lead us to say that (1) is a critical nonlocal elliptic equation. Moreover,
by Lemma 2.5 of [47], JA,VP ∈ C1(H1

A,VP
(RN ,C);R).

Observe that

SA = inf
u ∈ D1,2

A (RN ,C)\{0}

∫
RN |∇Au|2dx

D(u)
N−2
2N−α

. (1.6)

Definition 1.2.1 A function u ∈ H1
A,VP

(RN ,C) is a weak solution of (1.3) if

〈u, ψ〉A,VP −Re

∫
RN

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2uψ̄ dx− λ Re

∫
RN

(
1

|x|α
∗ |u|p

)
|u|p−2uψ̄ dx = 0

for all ψ ∈ H1
A,VP

(RN ,C).

Since the derivative of the energy functional JA,VP is given by

J ′A,VP (u) · ψ = 〈u, ψ〉A,VP −Re

∫
RN

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2uψ̄ dx− λ Re

∫
RN

(
1

|x|α
∗ |u|p

)
|u|p−2uψ̄ dx,

we see that critical points of JA,VP are weak solutions of (1.3).
Note that, if ψ = u we obtain

J ′A,VP (u) · u := ‖u‖2
A,VP
−D(u)− λB(u). (1.7)

Lemma 9 The functional JA,VP satisfies the mountain pass geometry. Precisely,

(i) there exist ρ, δ > 0 such that JA,VP
∣∣
S
≥ δ > 0 for any u ∈ S, where

S = {u ∈ H1
A,VP

(RN ,C) : ‖u‖A,VP = ρ};

(ii) for any u0 ∈ H1
A,VP

(RN ,C) \ {0} there exists τ ∈ (0,∞) such that ‖τu0‖VP > ρ and
JA,VP (τu0) < 0.

Proof. Inequalities (1.4) and (1.5) yields

JA,VP (u) ≥ 1

2
‖u‖2

A,VP
− C2(α,N)

2 · 2∗α
‖u‖2·2∗α

A,VP
− λC1(α,N)

2p
‖u‖2p

A,VP
,

thus implying (i) if we take ‖u‖A,VP = ρ > 0 sufficiently small.
In order to prove (ii), fix u0 ∈ H1

A,VP
(RN ,C) \ {0} and consider the function gu0 : (0,∞)→ R

given by

gu0(t) := JA,VP (tu0) =
1

2
‖tu0‖2

A,VP
− 1

2 · 2∗α
D(tu0)− λ

2p
B(tu0).
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We have

B(tu0) =t2p
∫
RN

∫
RN

|u0(x)p||u0(y)|p

|x− y|α
dxdy = t2pB(u0)

and

D(tu0) =t2·2
∗
α

∫
RN

∫
RN

|u0(x)|2∗α |u0(y)|2∗α
|x− y|α

dxdy = t2·2
∗
αD(u0).

Thus,

gu0(t) =
1

2
t2‖u0‖2

A,VP
− 1

2 · 2∗α
t2·2

∗
αD(u0)− λ

2p
t2pB(u0)

=
1

2
t2·2

∗
α

(‖u0‖2
A,VP

t(2(2∗α−1))
− 1

2∗α
D(u0)− λ

p

B(u0)

t(2(2∗α−p))

)
Since 1 < 2N−α

N
< p < 2∗α, we have

lim
t→+∞

JA,VP (tu0) = −∞

completing the proof of (ii). 2

The mountain pass theorem without the PS condition (see [48, Theorem 1.15]) yields a Palais-
Smale sequence (un) ⊂ H1

A,VP
(RN ,C) such that

J ′A,VP (un)→ 0 and JA,VP (un)→ cλ, (1.8)

where
cλ = inf

α∈Γ
max
t∈[0,1]

JA,VP (γ(t)),

and Γ =
{
γ ∈ C1

(
[0, 1], H1

A,VP
(RN ,C)

)
: γ(0) = 0, JA,VP (γ(1)) < 0

}
.

Lemma 10 Suppose that un ⇀ u0 in H1
A,VP

(RN ,C). Then

1

|x|α
∗ |un|t ⇀

1

|x|α
∗ |u0|t in L

2N
α (RN), (1.9)

for all 2N−α
N
≤ t ≤ 2∗α.

Proof. In this proof we adapt some ideas of [7]. We can suppose that |un(x)|t → |u0(x)|t a.e. in

RN and, as consequence of the immersion (1.1), |un|t is bounded in L
2N

2N−α (RN). Thus, Lemma 8
allows us to conclude that

|un(x)|t ⇀ |u0(x)|t in L
2N

2N−α (RN ,C)

as n→∞.
By the Hardy–Littlewood–Sobolev inequality (see Appendix A, Proposition 49), the map

T : L
2N

2N−α (RN ,C) → L
2N
α (RN ,C) defined by T (w) = |x|−α ∗ w is well-defined (see Appendix

A, Lemma 54), moreover it is linear and continuous. Hence, the result follows by applying
Proposition 56, Appendix A. 2
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Corollary 11 Suppose that un ⇀ u0 and consider

B′(un) · ψ = Re

∫
RN

(
1

|x|α
∗ |un|p

)
|un|p−2unψ̄ dx

and

D′(un) · ψ = Re

∫
RN

(
1

|x|α
∗ |un|2

∗
α

)
|un|2

∗
α−2unψ̄ dx,

for ψ ∈ C∞c (RN ,C). Then B′(un) · ψ → B′(u0) · ψ and D′(un) · ψ → D′(u0) · ψ.

Proof. The immersion (1.1) guarantees that |un|p−2un is bounded in L
2N

N+2−α (RN ,C). Since we
can suppose that |un(x)|p → |u0(x)|p a.e. in RN , by applying Lemma 8, we conclude that

|un|p−2un ⇀ |u0|p−2u in L
2N

N+2−α (RN ,C) (1.10)

for all 2N−α
N
≤ p ≤ 2∗α, as n→ +∞.

Combining (1.9) with (1.10) yields(
1

|x|α
∗ |un|p

)
|un|p−2un ⇀

(
1

|x|α
∗ |u0|p

)
|u0|p−2u0 in L

2N
N+2 (RN)

as n→ +∞, for all 2N−α
N
≤ p ≤ 2∗α. Consequently, for ψ ∈ C∞c (RN ,C), it follows that

Re

∫
RN

(
1

|x|α
∗ |un|p

)
|un|p−2unψ̄ dx→ Re

∫
RN

(
1

|x|α
∗ |u0|p

)
|u0|p−2u0ψ̄ dx

and

Re

∫
RN

(
1

|x|α
∗ |un|2

∗
α

)
|un|2

∗
α−2unψ̄ dx→ Re

∫
RN

(
1

|x|α
∗ |u0|2

∗
α

)
|u0|2

∗
α−2u0ψ̄ dx,

that is,
B′(un) · ψ → B′(u0) · ψ and D′(un) · ψ → D′(u0) · ψ.

2

Lemma 12 If (un) ⊂ H1
A,VP

(RN ,C) is a (PS)b sequence for JA,VP , then (un) is bounded. In

addition, if un ⇀ u weakly in H1
A,VP

(RN ,C) as n → ∞, then u is a weak solution to problem
(1.3).

Proof. Standard arguments prove that (un) is bounded in H1
A,VP

(RN ,C). Then, up to a subse-

quence, we have un ⇀ u weakly in H1
A,VP

(RN ,C) as n→∞.

From Corollary 11 it follows that, for all ψ ∈ H1
A,VP

(RN ,C), we have

Re

∫
RN

(
1

|x|α
∗ |un|t

)
|u|t−2unψ̄ dx = Re

∫
RN

(
1

|x|α
∗ |u|t

)
|u|t−2uψ̄ dx+ on(1), as n→∞,

where t = p or t = 2∗α.
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Thus, since for all ψ ∈ C∞c (RN ,C) we have J ′A,VP (un) · ψ = on(1), we obtain

J ′A,VP (u) · ψ = 0, ∀ ψ ∈ H1
A,VP

(RN ,C),

that is, u is a weak solution to (1.3). 2

We now consider the Nehari manifold associated with the JA,VP .

MA,VP =
{
u ∈ H1

A,VP
(RN ,C) \ {0} : ‖u‖2

A,VP
= D(u) + λB(u)

}
.

Lemma 13 There exists a unique tu = tu(u) > 0 such that tuu ∈MA,VP for all u ∈ H1
A,VP

(RN ,C)\
{0} and JA,VP (tuu) = max

t≥0
JA,VP (tu). Moreover cλ = c∗λ = c∗∗λ , where

c∗λ = inf
u ∈MA,V

JA,VP (u) and c∗∗λ = inf
u ∈ H1

A,VP
(RN ,C)\{0}

max
t≥0

JA,VP (tu).

Proof. Let u ∈ H1
A,VP

(RN ,C) \ {0} and gu defined on (0,+∞) given by

gu(t) = JA,VP (tu).

By the mountain pass geometry (Lemma 9), there exists tu > 0 such that

gu(tu) = max
t≥0

gu(t) = max
t≥0

JA,VP (tuu).

Hence
0 = g′u(tu) = J ′A,VP (tuu) · u = J ′A,VP (tuu) · tuu,

implying that tuu ∈ MA,VP , as consequence of (1.7). We now show that tu is unique. To this
end, we suppose that there exists su > 0 such that suu ∈MA,VP . Thus, we have both

‖u‖2
A,VP

= t2(2∗α−1)
u D(u) + λt2(p−1)

u B(u) and ‖u‖2
A,VP

= s2(2∗α−1)
u D(u) + λs2(p−1)

u B(u).

Hence
0 =

(
t2(2∗α−1)
u − s2(2∗α−1)

u

)
D(u) + λ

(
t2(p−1)
u − s2(p−1)

u

)
B(u).

Since both terms in parentheses have the same sign if tu 6= su and we also have B(u) > 0,
D(u) > 0 and λ > 0, it follows that tu = su.

Now, the rest of the proof follows arguments similar to that found in [2, 27, 44, 48]. (See
Appendix B, Lemma 57.) 2

Taking into account Lemma 13, we can now redefine a ground state solution.

Definition 1.2.2 We say that u ∈ H1
A,VP

(RN ,C) is a ground state for problem (1.3) if J ′A,VP (u) =
0 and JA,VP (u) = cλ, that is, if u is a solution to the equation J ′A,VP (u) = 0 which has minimal
energy in the set of all nontrivial solutions.

The following result controls the level cλ of a Palais-Smale sequence of JA,VP .
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Lemma 14 Let (un) ⊂ H1
A,VP

(RN ,C) be a (PS)b sequence for JA,VP such that

un ⇀ 0 weakly in H1
A,VP

(RN ,C), as n→∞,
with

b <
N + 2− α
2(2N − α)

S
2N−α
N−α+2

A .

Then the sequence (un) verifies either

(i) un → 0 strongly in H1
A,VP

(RN ,C), as n→∞,
or

(ii) There exists a sequence (yn) ⊂ RN and constants r, θ > 0 such that

lim sup
n→∞

∫
Br(yn)

|un|2 dx ≥ θ

where Br(y) denotes the ball in RN of center at y and radius r > 0.

Proof. Suppose that (ii) does not hold. Applying a result by Lions [48, Lemma 1.21], it follows
from inequality (1.4) that

B(un)→ 0, as n→∞.
Since J ′A,VP (un)un = on(1) as n→∞, we obtain

‖un‖2
A,VP

= D(un) + on(1) as n→∞. (1.11)

Let us suppose that
‖un‖2

A,VP
→ ` (` > 0) as n→∞.

Thus, as consequence of (1.11), we have

D(un)→ `, as n→∞.
Since

JA,VP (un) =
1

2
‖un‖2

A,VP
− λ

2p
B(un)− 1

2 · 2∗α
D(un),

making n→∞ yields

b =
`

2

(
1− 1

2∗α

)
= `

(
N + 2− α
2(2N − α)

)
. (1.12)

On the other hand, it follows from (1.6) that

‖un‖2
A,VP
≥
∫
RN
|∇Aun|2 dx ≥ SA(D(un))

N−2
2N−α , ∀ u ∈ D1,2

A (RN ,C).

Thus,

` ≥ (SA)
2N−α
N+2−α (1.13)

and from (1.12) and (1.13) we conclude that b ≥ N+2−α
2(2N−α)

S
2N−α
N+2−α
A , which is a contradiction. There-

fore, (i) is valid and the proof is complete. 2

We now state our result about the periodic problem (1.3).
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Theorem 15 Under the hypotheses already stated on A and α, suppose that (V1) is valid. Then
problem (1.3) has at least one ground state solution if either

(i) N+2−α
N−2

< p < 2∗α, N = 3, 4 and λ > 0;

(ii) 2N−α
N

< p ≤ N+2−α
N−2

, N = 3, 4 and λ sufficiently large;

(iii) 2N−α−2
N−2

< p < 2∗α, N ≥ 5 and λ > 0;

(iv) 2N−α
N

< p ≤ 2N−α−2
N−2

, N ≥ 5 and λ sufficiently large.

Proof. Let cλ be the mountain pass level and consider a sequence (un) ⊂ H1
A,VP

(RN ,C) such
that

J ′A,VP (un)→ 0 and JA,VP (un)→ cλ.

Claim. We affirm that cλ <
N+2−α
2(2N−α)

(SA)
2N−α
N+2−α , a result that will be shown after completing

our proof, since it is very technical.
Lemma 12 guarantees that (un) is bounded. So, passing to a subsequence if necessary, there

is u ∈ H1
A,VP

(RN ,C) such that

un ⇀ u in H1
A,VP

(RN ,C), un → u in L2
loc(RN ,C) and un → u a.e. x ∈ RN . (1.14)

If u = 0, it follows from Lemma 14 the existence of θ > 0 and (yn) ⊂ RN such that

lim sup
n→∞

∫
Br(yn)

|un|2 dx ≥ θ. (1.15)

A direct computation shows that we can assume that (yn) ⊂ ZN . In fact, if yn = (y1
n, y

2
n, . . . , y

N
n )

there exists zin ∈ Z, 1 ≤ i ≤ N, such that |yin− zin| ≤ 1
2
. Considering zn = (z1

n, z
2
n, . . . z

N
n ), we have

that |zn − yn| ≤
√∑N

i=1 |zin − yin|2 ≤
√
N
2
. Thus, Br(yn) ⊂ B√N

2
+r

(zn), since if x ∈ Br(yn) then

|zn − x| ≤ |zn − yn|+ |yn − x| <
√
N
2

+ r. Therefore

lim sup
n→∞

∫
B√N

2 +r
(zn)

|un|2 dx ≥ lim sup
n→∞

∫
Br(yn)

|un|2 dx ≥ θ > 0.

Let
vn(x) := un(x+ yn).

Since both VP and A are ZN -periodic, we have

‖vn‖A,VP = ‖un‖A,VP JA,VP (vn) = JA,VP (un) and J ′A,VP (vn)→ 0, as n→∞.

Therefore there exists v ∈ H1
A,VP

(RN ,C) such that vn ⇀ v weakly in H1
A,VP

(RN ,C) and vn → v

in L2
loc(RN ,C).

We claim that v 6= 0. In fact, it follows from (1.15)

0 < θ ≤ ‖vn‖L2(Br(0)) ≤ ‖vn − v‖L2(Br(0)) + ‖v‖L2(Br(0)).
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Since vn → v in L2
loc(RN), we have ‖vn − v‖L2(Br(0)) → 0 as n→∞, proving our claim.

But Corollary 11 guarantees that J ′A,VP (vn)·ψ → J ′A,VP (v)·ψ and it follows that J ′A,VP (v)·ψ = 0.
Consequently, v is a weak solution of (1.3).

Since v ∈MA,VP , of course we have c∗λ ≤ JA,VP (v). But

c∗λ = cλ = JA,VP (vn)− 1

2
J ′A,VP (vn) · vn + on(1)

= λ

(
1

2
− 1

2p

)
B(vn)− N + 2− α

2(2N − α)
D(vn) + on(1).

Fatou’s Lemma then guarantees that, as n→∞, we have

c∗λ ≥ λ

(
1

2
− 1

2p

)
B(v)− N + 2− α

2(2N − α)
D(v) = JA,VP (v)

that is, JA,VP (v) = cλ, and we are done. The same argument applies to the case u 6= 0 in (1.14).
2

We now prove the postponed Claim, that is, we show that cλ <
N+2−α
2(2N−α)

(SA)
2N−α
N+2−α . Observe

that, once proved the existence of uε as in our next result, then

0 < cλ = inf
α∈Γ

max
t∈[0,1]

JA,VP (γ(t)) ≤ sup
t≥0

JA,VP (tuε) <
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α .

Lemma 16 There exists uε such that

sup
t≥0

JA,VP (tuε) <
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α .

provided that either

(i) N+2−α
N−2

< p < 2∗α, N = 3, 4 and λ > 0;

(ii) 2N−α
N

< p ≤ N+2−α
N−2

, N = 3, 4 and λ sufficiently large;

(iii) 2N−2−α
N−2

< p < 2∗α, N ≥ 5 and λ > 0;

(iv) 2N−α
N

< p ≤ 2N−2−α
N−2

, N ≥ 5 and λ sufficiently large.

The arguments of this proof were adapted from the articles [29, 38]. Observe that the condi-
tions stated in this result are exactly the same of Theorem 1 and Theorem 15.

Proof. We know that U(x) = [N(N−2)]
N−2

4

(1+|x|2)
N−2

2
is a minimizer for S, the best Sobolev constant of

the immersion D1,2(RN ,R) ↪→ L2∗(RN ,R) (see [48, Theorem 1.42] or [13, Section 3]) and also a
minimizer for SH,L, according to Proposition 7.

If Br denotes the ball in RN of center at origin and radius r, consider the balls Bδ and B2δ

and take ψ ∈ C∞0 (RN) such that, for a constant C > 0,

ψ(x) =

{
1, if x ∈ Bδ,
0, if x ∈ RN \B2δ,

0 ≤ |ψ(x)| ≤ 1, |Dψ(x)| ≤ C, ∀ x ∈ RN .
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We define, for ε > 0,

Uε(x) := ε(2−N)/2U
(x
ε

)
and uε(x) := ψ(x)Uε(x) (1.16)

In the proof we apply the estimates∫
RN
|∇uε|2dx = C(N,α)

N−2
2N−α ·

N
2 S

N
2
A +O(εN−2) (1.17)

and ∫
RN

∫
RN

|uε(x)|2∗α|uε(y)|2∗α
|x− y|α

dxdy ≥ C(N,α)
N
2 S

2N−α
2

A −O(εN−
α
2 ), (1.18)

which were obtained by Gao and Yang [30].

Case 1. N+2−α
N−2

< p < 2∗α and N = 3, 4 or 2N−2−α
N−2

< p < 2∗α and N ≥ 5.
Proof of Case 1. Consider the function f : [0,+∞)→ R defined by

f(t) = JA,VP (tuε) =
t2

2
‖uε‖2

A,VP
− t2·2

∗
α

2 · 2∗α
D(uε)−

λt2p

2p
B(uε).

The mountain pass geometry (Lemma 9) implies the existence of tε > 0 such that sup
t≥0

JA,VP (tuε) =

JA,VP (tεuε). Since tε > 0, B(uε) > 0 and f ′(tε) = 0, we obtain

0 < tε <

(‖uε‖2
A,VP

D(uε)

) 1
2(2∗α−1)

:= SA(ε),

thus implying

‖uε‖2
A,VP

= D(uε) (SA(ε))2(2∗α−1) . (1.19)

Now define g : [0, SA(ε)]→ R by

g(t) =
t2

2
‖uε‖2

A,VP
− t2·2

∗
α

2 · 2∗α
D(uε).

So,

g(t) =
t2

2
D(uε) (SA(ε))2(2∗α−1) − t2·2

∗
α

2 · 2∗α
D(uε).

Since t > 0 and D(uε) > 0, it follows that g′(t) > 0, and, consequently, g is increasing in this
interval. Thus,

0 < g(tε) <
N + 2− α
2(2N − α)

D(uε)(SA(ε))2·2∗α .

We conclude that

D(uε)(SA(ε))2·2∗α =
(‖uε‖2

A,VP
)

2N−α
N+2−α

D(uε)
N−2

N+2−α
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and therefore

0 < g(tε) <
N + 2− α
2(2N − α)

·
(‖uε‖2

A,VP
)

2N−α
N+2−α

D(uε)
N−2

N+2−α
.

Since JA,VP (tuε) = g(t)− λ
2p
t2pB(uε), we have

JA,VP (tεuε) <
N + 2− α
2(2N − α)

(
‖uε‖2

A,VP

D(uε)
N−2
2N−α

) 2N−α
N+2−α

− λ

2p
t2pε B(uε).

But ‖uε‖2
A,VP

=
∫
RN |∇uε|

2dx+
∫
RN (|A(x)|2 + VP(x)|uε|2)dx implies

‖uε‖2
A,VP

D(uε)
N−2
2N−α

=
1

(D(uε))
N−2
2N−α

∫
RN
|∇uε|2dx+

1

(D(uε))
N−2
2N−α

∫
RN

(|A(x)|2 + VP(x)|uε|2)dx.

Therefore, we conclude that

JA,VP (tεuε) <
N + 2− α
2(2N − α)

(
1

(D(uε))
N−2
2N−α

∫
RN
|∇uε|2dx

+
1

(D(uε))
N−2
2N−α

∫
RN

(|A(x)|2 + VP(x))|uε|2dx

) 2N−α
N+2−α

− λ

2p
t2pε B(uε).

Since, for all β ≥ 1 and any a, b ≥ 0 we have (a+ b)β ≤ aβ + β(a+ b)β−1b, considering

a =
1

(D(uε))
N−2
2N−α

∫
RN
|∇uε|2dx, b =

1

(D(uε))
N−2
2N−α

∫
RN

(|A(x)|2 + VP(x)|uε|2)dx

and

β =
2N − α
N + 2− α

,

it follows

JA,VP (tεuε) <
N + 2− α
2(2N − α)

( 1

(D(uε))
N−2
2N−α

∫
RN
|∇uε|2dx

) 2N−α
N+2−α

+ (1.20)

2N − α
N + 2− α

(
1

D(uε)
N−2
2N−α

∫
RN
|∇uε|2dx+

1

(D(uε)
N−2
2N−α

∫
RN

(|A(x)|2 + VP(x)|uε|2)dx

) N−2
N+2−α

· 1

((D(uε))
N−2
2N−α

∫
RN

(|A(x)|2 + VP(x)|uε|2)dx

]
− λ

2p
t2pε B(uε).

Taking into account (1.17) and (1.18), we conclude that

(
1

(D(uε))
N−2
2N−α

∫
RN
|∇uε|2dx

) 2N−α
N+2−α

≤

 (C(N,α))
N−2
2N−α ·

N
2 · S

N
2
H,L +O(εN−2)(

C(N,α)
N
2 S

2N−α
2

H,L −O(ε
2N−α

2 )
) N−2

2N−α


2N−α
N+2−α

.
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We also have(C(N,α))
N−2
2N−α ·

N
2 (SH,L)

N
2 +O(εN−2)(

C(N,α)
N
2 S

2N−α
2

H,L −O(ε
2N−α

2 )
) N−2

2N−α


2N−α
N+2−α

= (SH,L)
2N−α
N+2−α ·

 1 +O(εN−2)(
1−O

(
ε

2N−α
2

)) N−2
2N−α


2N−α
N+2−α

(1.21)
and  1 +O(εN−2)(

1−O
(
ε

2N−α
2

)) N−2
2N−α


2N−α
N+2−α

< 1 + C(N,α) · O(εN−2) +O(ε
2N−α

2 )(
1−O(ε

2N−α
2 )
) N−2

2N−α
. (1.22)

(See proof of (1.21) and (1.22) in Appendix B.1 )
We observe that, for ε > 0 sufficiently small, it holds

(1−O(ε
N−2
2N−α ))

N−2
2N−α ≥ 1

2
.

So, 1 +O(εN−2)(
1−O

(
ε

2N−α
2

)) N−2
2N−α


2N−α
N+2−α

< 1 + 2C(N,α)
(
O
(
εN−2

)
+O

(
ε

2N−α
2

))
< 1 +O

(
εmin{N−2, 2N−α

2
}
)
.

Therefore, we conclude that, for any ε > 0 sufficiently small, we have(
1

(D(uε))
N−2
2N−α

∫
RN
|∇uε|2dx

) 2N−α
N+2−α

< (SH,L)
2N−α
N+2−α +O

(
εmin{N−2, 2N−α

2
}
)
. (1.23)

Combining (1.20) with (1.23), for ε sufficiently small, we have

JA,VP (tεuε) <
N + 2− α
2(2N − α)

(SH,L)
2N−α
N+2−α +O

(
εmin{N−2, 2N−α

2
}
)

(1.24)

+
1

2

(
1

D(uε)
N−2
2N−α

∫
RN
|∇uε|2dx+

1

D(uε)
N−2
2N−α

∫
RN

(|A(x)|2 + VP(x))|uε|2)dx

) N−2
N+2−α

· 1

D(uε)
N−2
2N−α

∫
RN

(|A(x)|2 + VP(x))|uε|2dx− λ

2p
t2pε B(uε).

We claim that there is a positive constant C0 such that, for all ε > 0

t2pε ≥ C0. (1.25)

In fact, suppose that there is a sequence (εn) ⊂ R, εn → 0 as n → ∞, such that tεn → 0 as
n→∞. Thus,

0 < cλ ≤ sup
t≥0

JA,V (tuεn) = JA,VP (tεnuεn).
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Since uεn ∈ H1
A,VP

(RN ,C) is bounded and tεn → 0, as n→∞, we have tεnuεn → 0 as n→∞, in

H1
A,VP

(RN ,C).
The continuity of JA,VP implies that JA,VP (tεnuεn)→ JA,VP (0) = 0. Therefore,

0 < cλ ≤ lim
n→∞

JA,VP (tεnuεn) = 0,

a contradiction that proves the claim.
From (1.19), (1.24) and (1.25) we conclude that, for some constant C0 > 0 and ε > 0 suffi-

ciently small we have

JA,VP (tεuε) <
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α +O

(
εmin{N−2, 2N−α

2
}
)

+
1

2

(
1

D(uε)
N−2
2N−α
‖uε‖2

AVP

) N−2
N+2−α

· 1

(D(uε)
N−2
2N−α

∫
RN

(|A(x)|2 + VP(x))|uε|2dx− C0B(uε)

<
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α (1.26)

+O
(
εmin{N−2, 2N−α

2
}
)

+
SA(ε)2

2
·
∫
RN

(|A(x)|2 + VP(x))|uε|2dx− C0B(uε)

=
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α +O(εη) + C1

∫
RN
a(x)|uε|2dx− C0B(uε),

where C1 = SA(ε)2

2
, a(x) = |A(x)|2 + Vp(x) and η = min{N − 2, 2N−α

2
}.

By direct computation we know that, for ε < 1, since ψ(x) = 0 for all x ∈ RN \B2δ and ψ ≡ 1
in Bδ, we have

B(uε) =

∫
RN

∫
RN

|uε(x)|p|uε(y)|p

|x− y|α
dxdy =

∫
RN

∫
RN

|ψ(x)Uε(x)|p|ψ(y)Uε(y)|p

|x− y|α
dxdy

=

∫
B2δ

∫
B2δ

|ψ(x)Uε(x)|p|ψ(y)Uε(y)|p

|x− y|α
dxdy ≥

∫
Bδ

∫
Bδ

|Uε(x)|p|Uε(y)|p

|x− y|α
dxdy

=

∫
Bδ

∫
Bδ

ε
(2−N)p

2 [N(N − 2)]
(N−2)p

4 ε
(2−N)p

2 [N(N − 2)]
(N−2)p

4

(1 + |x
ε
|2)

(N−2)p
2 |x− y|α(1 + |y

ε
|2)

(N−2)p
2

dxdy

≥ [N(N − 2)]
(N−2)p

2 ε2N−α−(N−2)p

∫
Bδ

∫
Bδ

1

(1 + |x|2)
(N−2)p

2 |x− y|α(1 + |y|2)
(N−2)p

2

dxdy

= C3ε
2N−α−(N−2)p.

Since a(x) is bounded, (1.26) and the last inequality imply that

JA,VP (tεuε) <
N + 2− α
2(N − α)

(SA)
2N−α
N+2−α +O(εη) + C2

∫
RN
|uε(x)|2dx− C3ε

2N−α−(N−2)p. (1.27)

We are going to see that

lim
ε→0

ε−η
(
C2

∫
RN
|uε(x)|2dx− C3ε

2N−α−(N−2)p

)
= −∞. (1.28)
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In order to do that, it suffices to show that

lim
ε→0

ε−η
(
C2

∫
Bδ

|uε(x)|2dx− C3ε
2N−α−(N−2)p

)
= −∞ (1.29)

and

C2

∫
B2δ\Bδ

|uε(x)|2dx− C3ε
2N−α−(N−2)p = O(εη). (1.30)

Assuming (1.29) and (1.30), let us proceed with our proof. Since

O(εη)+C2

∫
RN
|uε(x)|2dx−C3ε

2N−α−(N−2)p = εη
[
O(εη)

εη
+ ε−η

(
C2

∫
RN
|uε(x)|2dx− C3ε

2N−α−(N−2)p

)]
,

from (1.28) follows

O(εη) + C2

∫
RN
|uε(x)|2dx− C3ε

2N−α−(N−2)p < 0 (1.31)

for ε > 0 sufficiently small.
Thus, (1.27) and (1.31) imply

sup
t≥0

JA,VP (tuε) <
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α

for ε > 0 sufficiently small and fixed. Once (1.29) and (1.30) are verified, the proof of Case 1 is
complete. 2

We now prove (1.29).

Lemma 17 If N+2−α
N−2

< p < 2∗α and N = 3, 4 or 2N−2−α
N−2

< p < 2∗α and N ≥ 5 it follows that

lim
ε→0

ε−η
(
C2

∫
Bδ

|uε(x)|2dx− C3ε
2N−α−(N−2)p

)
= −∞

Proof. This limit is evaluated considering the cases N = 3, N = 4 and N ≥ 5 as follows. We
initially observe that direct computation allows us to conclude that∫

Bδ

|uε(x)|2dx = NωN [N(N − 2)]
N−2

2 ε2

∫ δ
ε

0

rN−1

(1 + r2)N−2
dr, (1.32)

where ωN denotes the volume of the unit ball in RN .
Now, define

Iε : = ε−η
(
C2

∫
Bδ

|uε(x)|2dx− C3ε
2N−α−(N−2)p

)
= ε−η

(
C4ε

2

∫ δ
ε

0

rN−1

(1 + r2)N−2
dr − C3ε

2N−α−(N−2)p

)
,

the second equality being a consequence of (1.32).
• The case N = 3. In this case we have 5 − α < p < 2∗α and therefore 5 − α − p < 0. We

also observe that 0 < α < N implies min{N − 2, 2N−α
2
} = N − 2 = 1.
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It is easy to show that

ε2

∫ δ
ε

0

r2

1 + r2
dr = ε

(
δ − ε arctan

(
δ

ε

))
.

Thus,

Iε = C4

(
δ − ε arctan

(
δ

ε

))
− C3ε

5−α−p.

Our claim follows.
• The case N = 4. In this case, 6−α

2
< p < 2∗α implies 6−α−2p < 0 and min{N−2, 2N−α

2
} =

N − 2 = 2, since 0 < α < 4.
We have

ε2

∫ δ
ε

0

r3

(1 + r2)2
dr =

ε2

2

[
ln

(
1 +

δ2

ε2

)
+

ε2

ε2 + δ2
− 1

]
.

So,

Iε =
C4

2

(
ln

(
1 +

δ2

ε2

)
+

ε2

ε2 + δ2
− 1

)
− C3ε

6−α−2p.

Our claim follows.

• The case N ≥ 5. We have

Iε = ε2−min{N−2, 2N−α
2
}

(
C4

∫ δ
ε

0

rN−1

(1 + r2)N−2
dr − C3ε

2N−α−(N−2)p−2

)
.

It is easy to show that, if N ≥ 5, then the integral

lim
ε→0

∫ δ
ε

0

rN−1

(1 + r2)N−2
dr

converges.
There are two cases to be considered:

� 0 < α < 4 and N ≥ 5;

� α ≥ 4 and N ≥ 5.

Let us suppose 0 < α < 4 and N ≥ 5. Since 0 < α < 4 we have

2− η = 2−min{N − 2,
2N − α

2
} = −N + 4 < 0.

Also 2N−α−2
N−2

< p < 2N−α
N−2

implies 2N − α− (N − 2)p− 2 < 0. Therefore, Iε → −∞ as ε→ 0.

Now we consider the case α ≥ 4 and N ≥ 5. We have N − 2 ≥ 2N−α
2

and therefore

2− η = 2−min

{
N − 2,

2N − α
2

}
= 2−N +

α

2
< 0.
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Since

Iε = ε2−N+α
2

[
C4

∫ δ
ε

0

rN−1

(1 + r2)N−2
dr − C3ε

2N−α−(N−2)p−2

]
,

we conclude that Iε → −∞. We are done. 2

We now prove (1.30).

Lemma 18 It holds

C2

∫
B2δ\Bδ

|uε(x)|2dx− C3ε
2N−α−(N−2)p = O(εη).

Proof. Fix δ > 0 sufficiently large so that U2
ε (x) ≤ ε1+η if |x| ≥ δ. Since

1

εη

[
C2

∫
B2δ\Bδ

|uε(x)|2dx− C3ε
2N−α−(N−2)p

]
<
C2

εη

∫
B2δ\Bδ

ψ2(x)U2
ε (x)dx ≤ C2ε‖ψ‖2

≤ C1ε‖ψ‖A,VP ,
our proof is complete. 2

Case 2. For λ sufficiently large, 2N−α
N

< p ≤ N+2−α
N−2

and N = 3, 4 or 2N−α
N

< p ≤ 2N−2−α
N−2

and
N ≥ 5.

Proof of Case 2. Define gλ : [0,+∞)→ R by

gλ(t) = JA,VP (tuε) =
t2

2

∫
RN

[
|∇uε|2 +

(
|A(x)|2 + VP(x)

)
|uε|2

]
dx− λ

2p
t2pB(uε)−

1

2 · 2∗α
t2·2

∗
αD(uε).

We already know that max
t≥0

gλ(t) is attained at some tλ > 0. Since g′λ(tλ) = 0 we have∫
RN

[
|∇uε|2 +

(
|A(x)|2 + VP(x)

)
|uε|2

]
dx = λt

2(p−1)
λ B(uε) + t

2(2∗α−1)
λ D(uε).

Thus tλ → 0 as λ→ +∞ and

max
t≥0

JA,VP (tuε) =
tλ

2

2

∫
RN

[
|∇uε(x)|2 +

(
|A(x)|2 + VP(x)

)
|uε(x)|2

]
dx− λ

2p
tλ

2pB(uε)−
1

2 · 2∗α
t2·2

∗
αD(uε)

<
tλ

2

2

∫
RN

[
|∇uε|2 +

(
|A(x)|2 + VP(x)

)
|uε(x)|2

]
dx.

Since tλ → 0 as λ→ +∞ and N+2−α
2(N−α)

(SA)
2N−α
N+2−α > 0, we conclude that

tλ
2

2

∫
RN

[
|∇uε|2 +

(
|A(x)|2 + VP(x)

)
|uε(x)|2

]
dx <

N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α ,

for λ > 0 sufficiently large.
Therefore,

sup
t≥0

JA,VP (tuε) <
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α

for λ > 0 sufficiently large. 2
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1.2.2 The proof of Theorem 1

Some arguments of this proof were adapted from the articles by C.O. Alves and G.M. Figueiredo
[3] and by O.H. Miyagaki [38].

Maintaining the notation introduced in subsection 1.2.1, consider the energy functional IA,V :
H1
A,V (RN ,C)→ R given by

IA,V (u) =
1

2
‖u‖2

A,V −
1

2 · 2∗α
D(u)− λ

2p
B(u).

We denote by NA,V the Nehari manifold related to IA,V , that is,

NA,V =
{
u ∈ H1

A,V (RN ,C) \ {0} : ‖u‖2
A,V = D(u) + λB(u)

}
,

which is non-empty as a consequence of Theorem 15. As before, the functional IA,V satisfies the
mountain pass geometry. Thus, there exists a sequence (un) ⊂ H1

A,V (RN ,C) such that

I ′A,V (un)→ 0 and IA,V (un)→ dλ,

where dλ is the minimax level, also characterized by

dλ = inf
u ∈H1

A,V (RN ,C)\{0}
max
t≥0

IA,V (tu) = inf
NA,V

IA,V (u) > 0.

We stress that, as a consequence of (V2), we have IA,V (u) < JA,VP (u) for all u ∈ H1
A,V (RN ,C).

The next lemma compares the levels dλ and cλ.

Lemma 19 The levels dλ and cλ verify the inequality

dλ < cλ <
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α

for all λ > 0.

Proof. Let u be the ground state solution of problem (1.3) and consider t̄u > 0 such that
t̄uu ∈ NA,V , that is

0 < dλ ≤ sup
t≥0

IA,V (tu) = IA,V (t̄uu).

It follows from (V2) that

0 < dλ ≤ IA,V (t̄uu) < JA,VP (t̄uu) ≤ sup
t≥0

JA,VP (tu) = JA,VP (u) = cλ.

Therefore,
dλ < cλ.

The second inequality was already known. 2

Proof of Theorem 1. Let (un) be a (PS)dλ sequence for IA,V . As before, (un) is bounded in
H1
A,V (RN ,C). Thus, there exists u ∈ H1

A,V (RN ,C) such that

un ⇀ u in H1
A,V (RN ,C).
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By the same arguments given in the proof of Theorem 15, u is a ground state solution of
problem (7), if u 6= 0.

Following closely [3], we will show that u = 0 cannot occur. Indeed, Lemma 8 yields

lim
n→∞

∫
RN
W |un|2 dx = 0 (1.33)

since W ∈ LN
2 (RN ,C) and un ⇀ 0 in H1

A,V (RN ,C) (see Appendix B.2). So,

|JA,VP (un)− IA,V (un)| = on(1)

showing that
JA,VP (un)→ dλ.

But, for ϕ ∈ H1
A,V (RN ,C) such that ‖ϕ‖A,V ≤ 1, we have

|(J ′A,VP (un)− I ′A,V (un)) · ϕ| ≤
(∫

RN
W |un|2 dx

) 1
2

= on(1).

Thus,
J ′A,VP (un) = on(1)

Let tn > 0 such that tnun ∈ MA,VP . Mimicking the argument found in [2, 27, 44, 48], it
follows that

tn → 1 as n→∞ (1.34)

(see Appendix B.3). Therefore,

cλ ≤ JA,VP (tnun) = JA,VP (un) + on(1) = dλ + on(1).

Letting n→ +∞, we get
cλ ≤ dλ

obtaining a contradiction with Lemma 19. This completes the proof of Theorem 1. 2

1.3 The case f(u) = |u|p−1u

1.3.1 The periodic problem

In this subsection we deal with problem (9) for f(u) as above, that is,

− (∇+ iA(x))2u+ VP(x)u =

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2u+ λ|u|p−1u, (1.35)

where 1 < p < 2∗ − 1.
We observe that in this case the energy functional JA,VP is given by

JA,VP (u) :=
1

2
‖u‖2

A,VP
− 1

2 · 2∗α
D(u)− λ

p+ 1

∫
RN
|u|p+1dx,

34



where, as before

D(u) =

∫
RN

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α dx =

∫
RN

∫
RN

|u(x)2∗α||u(y)|2∗α
|x− y|α

dxdy.

By the Sobolev immersion (1.1) and the Hardy-Littlewood-Sobolev inequality (see Appendix
A, Proposition 49), we have that JA,VP is well defined.

Definition 1.3.1 A function u ∈ H1
A,VP

(RN ,C) is a weak solution of (1.35) if

〈u, ϕ〉A,VP −Re

∫
RN

(
1

|x|α
∗ |u|2∗α

)
|u|2∗α−2uψ̄ dx− λ Re

∫
RN
|u|p−1uψ̄ dx = 0

for all ψ ∈ H1
A,VP

(RN ,C).

As before, we see that critical points of JA,VP are weak solutions of (1.35) and

J ′A,VP (u) · u := ‖u‖2
A,VP
−D(u)− λ‖u‖p+1

p+1.

We obtain that JA,VP satisfies the geometry of the mountain pass (see the proof of Lemma 9).
As in Section 1.2, the mountain pass theorem without the PS condition yields a sequence

(un) ⊂ H1
A,VP

(RN ,C) such that

J ′A,VP (un)→ 0 and JA,VP (un)→ cλ,

where
cλ = inf

α∈Γ
max
t∈[0,1]

JA,VP (γ(t))

and

Γ =
{
γ ∈ C1

(
[0, 1], H1

A,VP
(RN ,C)

)
: γ(0) = 0, JA,VP (γ(1)) < 0

}
.

Considering the Nehari manifold JA,VP

MA,VP =
{
u ∈ H1

A,VP
(RN ,C) \ {0} : ‖u‖2

A,VP
= D(u) + λ‖u‖p+1

p+1

}
,

by proceeding as in the proof of Lemma 13 we obtain

Lemma 20 There exists a unique tu = tu(u) > 0 such that tuu ∈MA,VP for all u ∈ H1
A,VP

(RN ,C)\
{0} and JA,VP (tuu) = max

t≥0
JA,VP (tu). Moreover cλ = c∗λ = c∗∗λ , where

c∗λ = inf
u ∈MA,VP

JA,VP (u) and c∗∗λ = inf
u ∈ H1

A,VP
(RN ,C)\{0}

max
t≥0

JA,VP (tu).

Lemma 21 Suppose that un ⇀ u0 and consider

B′(un) · ψ = Re

∫
RN
|u|p−1uψ̄ dx

and

D′(un) · ψ = Re

∫
RN

(
1

|x|α
∗ |un|2

∗
α

)
|un|2

∗
α−2unψ̄ dx

for ψ ∈ C∞c (RN ,C). Then B′(un) · ψ → B′(u0) · ψ and D′(un) · ψ → D′(u0) · ψ as n→∞.
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Lemma 22 If (un) ⊂ H1
A,VP

(RN ,C) is a (PS)b sequence for JA,VP , then (un) is bounded. In

addition, if un ⇀ u weakly in H1
A,VP

(RN ,C), as n→∞, then u is a weak solution of (1.35).

Lemma 23 If (un) ⊂ H1
A,VP

(RN ,C) is a sequence (PS)b for JA,VP such that

un ⇀ 0 weakly in H1
A,VP

(RN ,C) as n→∞,
with

b <
N + 2− α
2(2N − α)

S
2N−α
N+2−α
A ,

then there exists a sequence (yn) ∈ RN and constants R, θ > 0 such that

lim sup
n→∞

∫
Br(yn)

|un|2 dx ≥ θ,

where Br(y) denotes the ball in RN of center at y and radius r > 0.

The proof of Lemmas 21, 22 and 23 is similar to that of Corollary 11, Lemmas 12 and 14,
respectively.

Lemma 24 Let 1 < p < 2∗ − 1 and uε as defined in (1.16). Then, there exists ε such that

sup
t≥0

JA,VP (tuε) <
N + 2− α
2(2N − α)

(SA)
2N−α
N+2−α .

provided that either

(i) 3 < p < 5, N = 3 and λ > 0;

(ii) p > 1, N ≥ 4 and λ > 0;

(iii) 1 < p ≤ 3, N = 3 and λ sufficiently large.

Proof. Consider, for the cases (i) and (ii) the function f : [0,+∞)→ R defined by

f(t) = JA,VP (tuε) =
t2

2
‖uε‖2

A,VP
− t2·2

∗
α

2 · 2∗α
D(uε)−

λtp+1

p+ 1
‖uε‖p+1

p+1

and proceed as in the proof of Case 1, Lemma 16.
In the case of 1 < p ≤ 3, N = 3 and λ sufficiently large, consider gλ : [0,+∞)→ R defined by

gλ(t) = JA,VP (tuε) =
t2

2

∫
RN

[
|∇uε|2 +

(
|A(x)|2 + VP(x)

)
|uε|2

]
dx− 1

2 · 2∗α
t2·2

∗
αD(uε)−

λtp+1

p+ 1
‖uε‖p+1

p+1

and proceed as in the proof of Case 2, Lemma 16. 2

Similar to the proof of Theorem 15, we now state our result about the periodic problem (1.35).

Theorem 25 Under the hypotheses already stated on A and α, suppose that (V1) is valid. Then
problem (1.35) has at least one ground state solution if either

(i) 3 < p < 5, N = 3 and λ > 0;

(ii) p > 1, N ≥ 4 and λ > 0;

(iii) 1 < p ≤ 3, N = 3 and λ sufficiently large.
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1.3.2 Proof of Theorem 2

Some arguments of this proof were adapted from the proof of Theorem 1 below , that in turn
were adapted from articles [3, 38].

Maintaining the notation already introduced, consider the functional IA,V : H1
A,V (RN ,C)→ R

defined by

IA,V (u) :=
1

2
‖u‖2

A,V −
1

2 · 2∗α
D(u)− λ

p+ 1
‖u‖p+1

p+1

for all u ∈ H1
A,V (RN ,C).

We denote by NA,V the Nehari Manifold related to IA,V , that is,

NA,V =
{
u ∈ H1

A,V (RN ,C) \ {0} : ‖u‖2
A,V = D(u) + λ‖u‖p+1

p+1

}
,

which is non-empty as a consequence of Theorem 48. As before, the functional IA,V satisfies the
mountain pass geometry. Thus, there exists a (PS)dλ sequence (un) ⊂ H1

A,V (RN ,C), that is, a
sequence satisfying

I ′A,V (un)→ 0 and IA,V (un)→ dλ,

where dλ is the minimax level, also characterized by

dλ = inf
u ∈H1

A,V (RN ,C)\{0}
max
t≥0

IA,V (tu) = inf
NA,V

IA,V (u) > 0.

As in the Section 1.2, we have IA,V (u) < JA,VP (u) for all u ∈ H1
A,V (RN ,C) as a consequence

of (V2).
Similar to the proof of Lemma 19 we have the following conclusion that shows an important

inequality involving the levels dλ and cλ, which completes the proof of Theorem 2.

Lemma 26 The levels dλ and cλ verify the inequality

dλ < cλ <
N + 2− α
2(N − α)

(SA)
2N−α
N+2−α

for all λ > 0.

1.4 The case f(u) = |u|2∗−2u

1.4.1 Proof of Theorem 3

As observed by Gao and Yang [29], the proof of Theorem 3 is analogous to the proof of Theorem

1. The principal distinction is that the (PS)cλ condition holds true below the level 1
N
S
N
2 . It

follows from [48, Lemma 1.46] that∫
RN
|∇uε|2dx = S

N
2 +O(εN−2)
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and ∫
RN
|uε|2

∗
dx = S

N
2 +O(εN).

So, we have

sup
t≥0

JA,VP (tεuε) <
1

N
S
N
2 +O(εN−2) + C2

∫
RN
|uε(x)|2dx− C3ε

2N−α−(N−2)p <
1

N
S
N
2 ,

since

lim
ε→0

ε−(N−2)

(
C2

∫
RN
|uε(x)|2dx− C3ε

2N−α−(N−2)p

)
= −∞.

Observe that the last result is a consequence of

lim
ε→0

ε−(N−2)

(
C2

∫
Bδ

|uε(x)|2dx− C3ε
2N−α−(N−2)p

)
= −∞

and

C2

∫
B2δ\Bδ

|uε(x)|2dx− C3ε
2N−α−(N−2)p = O(εN−2).

The rest of the proof is omitted here. 2
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Chapter 2

Fractional Magnetic Choquard equation
with Hardy-Littlewood-Sobolev critical
exponent

In this chapter we deal with problem (2)

(−∆)sAu+ V (x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λg(u) in RN(N = 3)

and prove Theorems 4, 5 and 6.

2.1 Preliminary results

In this section we first provide some basic functional setting and then we give some results that
will be used in the next sections. The critical exponent 2∗s is defined as 2∗s = 6

3−2s
.

Following [37], we introduce the space of Lebesgue functions L2(R3, V ).

L2
V (R3,R) =

{
u : R3 → R :

∫
R3

V (x)|u|2dx <∞
}

equipped with norm

‖u‖2,V :=

(∫
R3

V (x)|u|2dx

) 1
2

.

The fractional Sobolev space Hs
V (R3,R) is then defined as

Hs
V (R3,R) =

{
u ∈ L2

V (R3,R) : [u]s <∞
}

where [·]s is the Gagliardo semi-norm given by

[u]s =

(∫
R3

∫
R3

|u(x)− u(y)|2

|x− y|3+2s
dxdy

) 1
2

.
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The space Hs
V (R3;R) is endowed with the norm

‖u‖s,V :=
(
‖u‖2

2,V + [u]2s
) 1

2 .

We observe that if V ≡ 1 then we recover the space

Hs(R3,R) := {u ∈ L2(R3,R) : [u]s <∞}.

The embedding Hs
V (R3;R) ↪→ Lq(R3) is continuous for any q ∈ [2, 2∗s], see [23, Theorem 6.7].

Namely, there exists a positive constant C such that

‖u‖Lq(R3) ≤ C‖u‖s,V for all u ∈ Hs
V (R3;R).

Considering a compact subset K ⊂ R3, we also define the localized norm on the space
Hs
V (K;R) by

‖u‖s,K,V :=

(∫
K

V (x)|u|2dx+

∫
K

∫
K

|u(x)− u(y)|2

|x− y|3+2s
dxdy

) 1
2

. (2.1)

Now we introduce the spaces of complex functions. Let L2
V (R3,C) be the Lebesgue space of

functions u : R3 → C such that
∫
R3 V (x)|u|2dx <∞ endowed with the (real) scalar product

〈u, v〉L2
V (R3,C) = Re

∫
R3

V (x)uv̄ dx for all u, v ∈ L2
V (R3,C),

where z̄ denotes the complex conjugate of z ∈ C.
Following [21], we also introduce the magnetic Gagliardo semi-norm given by

[u]s,A =

(∫
R3

∫
R3

|u(x)− ei(x−y)·A(x+y
2

)u(y)|2

|x− y|3+2s
dxdy

) 1
2

and define the space

Hs
A,V (R3,C) = {u ∈ L2(R3,C) : u ∈ L2

V (R3,C), [u]2s,A <∞}

endowed with the inner product

〈u, v〉s,A,V = 〈u, v〉L2
V

+Re

∫
R3

∫
R3

(
u(x)− ei(x−y)·A(x+y

2
)u(y)

)(
v(x)− ei(x−y)·A(x+y

2
)v(y)

)
|x− y|3+2s

dxdy

 .

Therefore

‖u‖s,A,V := 〈u, u〉1/2s,A,V =
(
‖u‖2

L2
V

+ [u]2s,A

) 1
2
.

We deal with problem (2) in the space Hs
A,V (R3,C) endowed with the norm ‖ · ‖s,A,V .

The next result is proved in [9, Lemma 2.2].

Lemma 27 The space Hs
A,V (R3,C) is complete and C∞c (R3,C) is dense in Hs

A,V (R3,C)
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A simple adaptation of [21, Lemma 3.1] proves the next result.

Lemma 28 (Diamagnetic inequality) For each u ∈ Hs
A,V (R3,C)

|u| ∈ Hs(R3,R) and ‖|u|‖s,1 ≤ ‖u‖s,A,V.
Remark 2.1.1 (Pointwise diamagnetic inequality) There holds∣∣|u(x)| − |u(y)|

∣∣ ≤ ∣∣u(x)− ei(x−y)·A(x+y2 )u(y)
∣∣ (2.2)

for a.e. x, y ∈ R3. (see [21, Remark 3.2].)

Arguing as in [21, Lemma 3.5] and applying Lemma 28 we obtain

Lemma 29 The embedding
Hs
A,V (R3,C) ↪→ Lq(R3,C) (2.3)

is continuous for q ∈ [2, 2∗s]. Furthermore, for any compact subset K ⊂ R3 and all q ∈ [1, 2∗s) the
embeddings

Hs
A,V (R3;C) ↪→ Hs

0,V (K,C) ↪→ Lq(K,C)

are continuous and the latter is compact, where Hs
V (K,C) is endowed with (2.1).

The proof of the next result can be found in [27, Lemma 2.2].

Lemma 30 Let q ∈ [2, 2∗s]. If (un) is a bounded sequence in Hs(R3,R) and if

lim
n→∞

sup
y∈R3

∫
Br(y)

|un|qdx = 0

for some r > 0, then un → 0 em Lt(R3,R) for all t ∈ (2, 2∗s).

The proof of the next result only adapts arguments given for the real case, as in [33, Lemme
4.8, Chapitre 1].

Lemma 31 Let U j R3 be any open set. For 1 < t < ∞, let (fn) be a bounded sequence in
Lt(U,C) such that fn(x)→ f(x) a.e. Then fn ⇀ f in Lt(U,C).

Now, we consider the minimization problem

SsA : = inf
u ∈ Hs

A,V (R3,C)\{0}

[u]2s,A(∫
R3

∫
R3

|u(x)|2∗α,s |u(y)|2∗α,s
|x− y|α

dxdy

) 3−2s
6−α

= inf
u ∈ DsA,V (R3,C)

[u]2s,A.

where

Ds
A,V (R3,C) =

{
u ∈ Hs

A,V (R3,C) :

∫
R3

∫
R3

|u(x)|2∗α,s |u(y)|2∗α,s
|x− y|α

dxdy = 1

}
.

By density, we have

SsA := inf
u ∈ DsA,V (R3,C)∩C∞c (R3,C)

[u]2s,A

Ss0 := inf
u ∈ Ds0,V (R3,C)∩C∞c (R3,C)

[u]2s,0
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where

Ds
0,V (R3,C) =

{
u ∈ Hs

0,V (R3,C) :

∫
R3

∫
R3

|u(x)|2∗α,s |u(y)|2∗α,s
|x− y|α

dxdy = 1

}
.

We claim that

Ss0 = inf
u ∈ Ds0,V (R3,R)∩C∞c (R3;R)

[u]2s,0. (2.4)

In fact, since the set Ds
0,V (R3,C)∩ C∞c (R3,C) has less restrictions than Ds

0,V (R3,R)∩ C∞c (R3,R),
we have

inf
u ∈ Ds0,V (R3,C)∩C∞c (R3,C)

[u]2s,0 ≤ inf
u ∈ Ds0,V (R3,R)∩C∞c (R3;R)

[u]2s,0,

that is
Ss0 ≤ inf

u ∈ Ds0,V (R3,R)∩C∞c (R3;R)
[u]2s,0.

On the other hand, since [|u|]s,0 ≤ [u]s,0 (see Appendix B, Lemma 58) we have

inf
u ∈ Ds0,V (R3,R)∩C∞c (R3;R)

[u]2s,0 ≤ Ss0

and (2.4) is proved.
The next result can be found in Gao and Yang [30, Lemma 1.2]. See also [17, 42, 45]. Lemma

1.2 in [30] deals with another Sobolev constant, which is also a multiple of Ss.

Lemma 32 Ss0 is a multiple of Ss, the best constant of the Sobolev embedding Hs(R3,R) ↪→
L2∗s(R3,R), more specifically

Ss0 C(3, α)
1

2∗α,s = Ss. (2.5)

Therefore, Ss0 is achieved if, and only if, u has the form

C

(
t

t2 + |x− x0|2

) 3−2s
2

, x ∈ R3,

for some x0 ∈ R3, C > 0 and t > 0. Furthermore, u satisfies

(−∆)su =

(∫
R3

|u|2∗α,s
|x− y|α

dy

)
|u|2∗α,s−2u in R3. (2.6)

for α = 4s.

Remark 2.1.2 We emphasize that the constant C(3, α) above, which will also appear repeatedly
below, depends only on α, although we prefer to denote it thus to make explicity its dependence
on the dimension of Euclidean space R3.

Now, for fixed constants κ ∈ R \ {0} and µ > 0, we consider

u(x) = κ(µ2 + |x|2)−
3−2s

2 , u∗(x) =
1

‖u‖2∗s

u

(
x

S
1
2s
s

)
,
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and the family of functions {Uε} defined for x ∈ R3 as

Uε(x) = ε−
(3−2s)

2 u∗
(x
ε

)
.

Then, according to [45, Claim 7], for each ε > 0, Uε satisfies

(−∆)su = |u|2∗s−2u in R3

and verifies the equality∫
R3

∫
R3

|Uε(x)− Uε(y)|2

|x− y|3+2s
dxdy =

∫
R3

|Uε(x)|2∗s dx = S
3
2s
s . (2.7)

Then

Ūε(x) = S
(3−α)(2s−3)
4s(3−α+2s)
s C(3, α)

2s−3
2(3−α+2s)Uε(x)

gives a family of minimizers for Ss0 which satisfies (2.6) and∫
R3

∫
R3

|Ūε(x)− Ūε(y)|2

|x− y|3+2s
dxdy =

∫
R3

∫
R3

|Ūε(x)|2∗α,s |Ūε(y)|2∗α,s
|x− y|α

dxdy = (Ss0)
6−α

3−α+2s .

The arguments in the proof of the next result were adapted from [21, Lemma 4.6].

Lemma 33 It holds
SsA = Ss0

Proof.
Let ε > 0 and u ∈ C∞c (R3,R) be such that∫

R3

∫
R3

|u(x)|2∗α,s|u(y)|2∗α,s
|x− y|α

dxdy = 1, [u]2s < Ss0 + ε.

For σ > 0, considering the scaling

uσ(x) = σ−
3−2s

2 u
(x
σ

)
,

we have ∫
R3

∫
R3

|uσ(x)|2∗α,s |uσ(y)|2∗α,s
|x− y|α

dxdy =

∫
R3

∫
R3

|u(x)|2∗α,s |u(y)|2∗α,s
|x− y|α

dxdy = 1

and
[uσ]s,0 = [u]s,0.

(see Appendix B, Lemma 59).
Changing variables, it follows

[uσ]2s,A =

∫
R3

∫
R3

|u(x)− eiσ(x−y)·A(σ x+y
2

)u(y)|2

|x− y|3+2s
dxdy.
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Then, we have

[uσ]2s,A − [u]2s,0 =

∫
R3

∫
R3

|u(x)− eiσ(x−y)·A(σ x+y
2

)u(y)|2 − |u(x)− u(y)|2

|x− y|3+2s
dxdy

=

∫
R3

∫
R3

Φσ(x, y) dxdy =

∫
K

∫
K

Φσ(x, y) dxdy,

where K is the compact support of u and

Φσ(x, y) :=
2Re

((
1− eiσ(x−y)·A(σ x+y

2
)
)
u(x)u(y)

)
|x− y|3+2s

=
2
(
1− cos

(
σ(x− y) · A(σ x+y

2
)
))
u(x)u(y)

|x− y|3+2s

a.e. in R3×R3 (see Appendix B, Lemma 60). (Observe that Φσ(x, y)→ 0 a.e (x, y) ∈ R3×R3.)
Since A : R3 → R3 is a C1, Z3-periodic vector potential, there exists C > 0 such that

1− cos

(
σ(x− y) · A

(
σ
x+ y

2

))
≤ C|x− y|2, (2.8)

for all x, y ∈ K. In fact, since 1 − cosx ≤ 1
2
|x|2 for all x ∈ R ( see Apêndice A, Lemma 55), we

have

1− cos

(
σ(x− y) · A

(
σ
x+ y

2

))
≤ σ2

2

∣∣∣∣(x− y) · A
(
σ
x+ y

2

)∣∣∣∣2 ≤ σ2

2
|x− y|2 ·

∣∣∣∣A(σx+ y

2

)∣∣∣∣2
< C|x− y|2

for some C > 0 and for all x, y ∈ K.
Therefore, since u is bounded, for x, y ∈ K and an adequate constant C we have

|Φσ(x, y)| ≤ C

|x− y|1+2s
, if |x− y| < 1

and

|Φσ(x, y)| ≤ C

|x− y|3+2s
, if |x− y| ≥ 1.

(The first inequality is a consequence of the boundeness of u and (2.8), whereas the second is a
consequence of the boundeness of u and the inequality 0 ≤ 1− cos

(
σ(x− y) · A

(
σ x+y

2

))
≤ 2.)

Consider

w(x, y) := C min

{
1

|x− y|1+2s
,

1

|x− y|3+2s

}
for all x, y ∈ K.

It follows straightforwardly that

|Φσ(x, y)| ≤ w(x, y) and w ∈ L1(K ×K).

Summarizing, we have
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a) Φσ(x, y)→ 0 a.e (x, y) ∈ K ×K as σ → 0;

b) |Φσ(x, y)| ≤ w(x, y) for all x, y ∈ K;

c) w ∈ L1(K ×K).

So, the Dominated Convergence Theorem yields

lim
ε→0

[uσ]2s,A = [u]2s,0.

Of course we have
SsA ≤ [uσ]2s,A.

So,
SsA ≤ lim

σ→0
[uσ]2s,A = [u]2s,0 < Ss0 + ε,

proving that
SsA ≤ S0

by the arbitrariness of ε.
The opposite inequality is trivial as a consequence of the Pointwise Diamagnetic inequality

(Remark 2.1.1). In fact, by (2.2) we have∫
R3

∫
R3

∣∣|u(x)| − |u(y)|
∣∣2

|x− y|3−2s
dxdy ≤

∫
R3

∫
R3

∣∣u(x)− ei(x−y)·A(x+y2 )u(y)
∣∣

|x− y|3−2s
dxdy,

which immediately yields
S0 ≤ SsA.

2

2.2 The case g(x, u) =
(

1
|x|α ∗ |u|

p
)
|u|p−2u

2.2.1 The periodic problem

In this subsection we deal with problem (10) considering g(x, u) =
(

1
|x|α ∗ |u|

p
)
|u|p−2u, that is,

(−∆)sAu+ VP(x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λ

(
1

|x|α
∗ |u|p

)
|u|p−2u, (2.9)

where 6−α
3
< p < 2∗α,s.

We consider the space

Hs
A,VP

(R3,C) =
{
u ∈ L2(R3,C) : [u]s,A <∞

}
endowed with scalar product

〈u, v〉s,A,VP = 〈u, v〉L2
VP

+Re

∫
R3

∫
R3

(
u(x)− ei(x−y)·A(x+y

2
)u(y)

)(
v(x)− ei(x−y)·A(x+y

2
)v(y)

)
|x− y|3+2s

dxdy

 .
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and, therefore corresponding norm

‖u‖s,A,VP =
(
‖u‖2

L2
VP

+ [u]2s,A

) 1
2
.

We observe that the energy functional JsA,VP on Hs
A,VP

(R3,C) associated to (2.9) is given by

JsA,VP (u) :=
1

2
‖u‖2

s,A,VP
− 1

2 · 2∗α,s
Ds(u)− λ

2p
B(u),

where

B(u) =

∫
R3

(
1

|x|α
∗ |u|p

)
|u|pdx =

∫
R3

∫
R3

|u(x)|p|u(y)|p

|x− y|α
dxdy

and

Ds(u) =

∫
R3

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,sdx =

∫
R3

∫
R3

|u(x)|2∗α,s |u(y)|2∗α,s
|x− y|α

dxdy.

We affirm that JsA,VP is well-defined for u ∈ Hs
A,VP

(R3,C). In fact if t ∈ [(6− α)/3, (6− α)/(3− 2s)]

and r = 6/(6−α), then 2 ≤ tr ≤ 2∗s. So, for u ∈ Hs
A,VP

(R3,C), it follows from the immersion (2.3)

that u ∈ Ltr(R3,C), that is, |u|t ∈ Lr(R3,C). Since 2
r

+ α
3

= 2, the Hardy-Littlewood-Sobolev
inequality (see Appendix A, Proposition 49) yields∫

R3

∫
R3

|u(x)|t|u(y)|t

|x− y|α
dxdy ≤ C(3, α)‖u‖2t

tr.

Therefore,
B(u) ≤ C1(3, α)‖u‖2p

pr

and
Ds(u) ≤ C2(3, α)‖u‖2·2∗α,s

2∗s

for constants C1(3, α) and C2(3, α), and the affirmation follows. Moreover, by Lemma 2.5 of [47],
JA,VP ∈ C1(Hs

A,VP
(R3,C);R).

Here 6−α
3

is called the lower critical exponent and 2∗α,s = 6−α
3−2s

the upper critical exponent.
This lead us to say that (2) is a critical nonlocal elliptic equation.

Observe that

SsA = inf
u ∈ Hs

A,V (R3,C)\{0}

[u]2s,A

Ds(u)
3−2s
6−α

.

Definition 2.2.1 A function u ∈ Hs
A,VP

(R3,C) is a weak solution of (2.9) if

〈u, ψ〉s,A,VP −Re

∫
R3

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2uψ̄ dx− λ Re

∫
R3

(
1

|x|α
∗ |u|p

)
|u|p−2uψ̄ dx = 0

for all ψ ∈ Hs
A,VP

(R3,C).
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Since the derivative of the energy functional JsA,VP is given by

Js′A,VP (u) · ϕ = 〈u, ϕ〉s,A,VP

−Re

∫
R3

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2uϕ̄ dx− λ Re

∫
R3

(
1

|x|α
∗ |u|p)

)
|u|p−2uϕ̄ dx,

we see that critical points of Jss,A,VP are weak solutions of (2.9).
Note that, if ϕ = u we obtain

Js′A,VP (u) · u := ‖u‖2
s,A,VP

−Ds(u)− λB(u).

Similarly to Lemma 9, Corollary 11, Lemma 12 and Lemma 13, respectively, we have the
following results.

Lemma 34 The functional JsA,VP satisfies the mountain pass geometry. Precisely,

(i) there exist ρ, δ > 0 such that JsA,VP
∣∣
S
≥ δ > 0 for any u ∈ S, where

S = {u ∈ Hs
A,VP

(R3,C) : ‖u‖A,s,VP = ρ};

(ii) for any u0 ∈ Hs
A,VP

(R3,C) \ {0} there exists τ ∈ (0,∞) such that ‖τu0‖VP > ρ and
JsA,VP (τu0) < 0.

The mountain pass theorem without the (PS)-condition (see [48, Theorem 1.15]) yields a
Palais-Smale sequence (un) ⊂ Hs

A,VP
(R3,C) such that

Js′A,VP (un)→ 0 and JsA,VP (un)→ cλs ,

where
cλs = inf

α∈Γ
max
t∈[0,1]

JA,VP (γ(t)),

and Γ =
{
γ ∈ C1

(
[0, 1], Hs

A,VP
(R3,C)

)
: γ(0) = 0, JsA,VP (γ(1)) < 0

}
.

Lemma 35 Suppose that un ⇀ u0 and consider

B′(un) · ψ = Re

∫
R3

(
1

|x|α
∗ |un|p

)
|un|p−2unψ̄ dx

and

D′s(un) · ψ = Re

∫
R3

(
1

|x|α
∗ |un|2

∗
α,s

)
|un|2

∗
α,s−2unψ̄ dx,

for ψ ∈ C∞c (R3,C). Then B′(un) · ψ → B′(u0) · ψ and D′s(un) · ψ → D′s(u0) · ψ.

Lemma 36 If (un) ⊂ Hs
A,VP

(R3,C) is a (PS)b sequence for JsA,VP , then (un) is bounded. In

addition, if un ⇀ u weakly in Hs
A,VP

(R3,C) as n → ∞, then u is a weak solution to problem
(2.9).
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We now consider the Nehari manifold associated with the JA,VP .

Ms,A,VP =
{
u ∈ Hs

A,VP
(R3,C) \ {0} : ‖u‖2

s,A,VP
= Ds(u) + λB(u)

}
.

Lemma 37 There exists a unique tu = tu(u) > 0 such that tuu ∈Ms,A,VP for all u ∈ Hs
A,VP

(R3,C)\
{0} and JsA,VP (tuu) = max

t≥0
JsA,VP (tu). Moreover cλs = c∗λs = c∗∗λs, where

c∗λs = inf
u ∈Ms,A,VP

JsA,VP (u) and c∗∗λs = inf
u ∈ Hs

A,VP
(R3,C)\{0}

max
t≥0

JsA,VP (tu).

Taking into account Lemma 37, we can now redefine a ground state solution.

Definition 2.2.2 We say that u ∈ Hs
A,VP

(R3,C) is a ground state solution for problem (2.9) if

Js′A,VP (u) = 0 and JsA,VP (u) = cλs, that is, if u is a solution to the equation Js′A,VP (u) = 0 which
has minimal energy in the set of all nontrivial solutions.

The following result controls the level c of a Palais-Smale sequence of JsA,VP .

Lemma 38 Let (un) ⊂ Hs
A,VP

(R3,C) a (PS)b sequence for JsA,VP such that

un ⇀ 0 weakly in Hs
A,VP

(R3,C), as n→∞,

with

b <
3 + 2s− α
2(6− α)

(SsA)
6−α

3+2s−α .

Then the sequence (un) verifies either

(i) un → 0 strongly in Hs
A,VP

(R3,C), as n→∞,

or

(ii) There exists a sequence (yn) ⊂ R3 and constants r, θ > 0 such that

lim sup
n→∞

∫
Br(yn)

|un|2 dx ≥ θ

where Br(y) denotes the ball in R3 of center at y and radius r > 0.

We now state our result about the periodic problem (2.9).

Theorem 39 Under the hypotheses already stated on A and α, suppose that (V1) is valid. Then
problem (2.9) has at least one ground state solution if either

(i) s ∈ (3
4
, 1), 7−2s−α

3−2s
< p < 2∗α,s and λ > 0;

(ii) s ∈ (0, 1), 6−α
3
< p ≤ 7−2s−α

3−2s
and λ sufficiently large.
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Proof. Let cλs be the mountain pass level and consider a sequence (un) ⊂ Hs
A,VP

(R3,C) such
that

Js′A,VP (un)→ 0 and JsA,VP (un)→ cλs .

Claim. We affirm that cλs <
3+2s−α
2(6−α)

(SsA)
6−α

3+2s−α , a result that will be shown after completing

our proof, since it is very technical.
Lemma 36 guarantees that (un) is bounded. So, passing to a subsequence if necessary, there

is u ∈ Hs
A,VP

(R3,C) such that

un ⇀ u in Hs
A,VP

(R3,C), un → u in L2
loc(R3,C) and un → u a.e. x ∈ R3.

If u 6= 0 we are done. If u = 0, it follows from Lemma 38 the existence of r, θ > 0 and
(yn) ⊂ R3 such that

lim sup
n→∞

∫
Br(yn)

|un|2 dx ≥ θ. (2.10)

We already know from the proof of Theorem 15 that we can assume that (yn) ⊂ Z3.
Let

vn(x) := un(x+ yn).

Since both VP and A are Z3-periodic, we have

‖vn‖s,A,VP = ‖un‖s,A,VP JsA,VP (vn) = JsA,VP (un) and Js′s,A,VP (vn)→ 0, as n→∞.

Therefore there exists v ∈ Hs
A,VP

(R3,C) such that vn ⇀ v weakly in Hs
A,VP

(R3,C) and vn → v in

L2
loc(R3,C).

We claim that v 6= 0. In fact, it follows from (2.10) that

0 < θ ≤ ‖vn‖L2(Br(0)) ≤ ‖vn − v‖L2(Br(0)) + ‖v‖L2(Br(0)).

Since vn → v in L2
loc(R3), we have ‖vn − v‖L2(Br(0)) → 0 as n→∞, proving our claim.

But Lemma 35 guarantees that Js′A,VP (vn)·ψ → Js′A,VP (v)·ψ and it follows that Js′A,VP (v)·ψ =
0. Consequently, v is a weak solution of (2.9).

Since v ∈ Ms,A,VP , of course we have c∗λs ≤ JsA,VP (v), being c∗λs as in Lemma 37 . But, from
Lemma 37, it follows that

c∗λs = cλs = JsA,VP (vn)− 1

2
Js′A,VP (vn) · vn + on(1)

= λ

(
1

2
− 1

2p

)
B(vn) +

3 + 2s− α
2(6− α)

Ds(vn) + on(1).

Fatou’s Lemma then guarantees that, as n→∞, we have

c∗λs = cλs ≥ λ

(
1

2
− 1

2p

)
B(v) +

3 + 2s− α
2(6− α)

Ds(v) = JsA,VP (v)

that is, JsA,VP (v) = cλs , and we are done. The same argument applies to the case u 6= 0 in (1.14).
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2

We now prove the postponed Claim, that is, we show that cλs <
3+2s−α
2(6−α)

(SsA)
6−α

3+2s−α . Observe

that, once proved the existence of uε as in our next result, then

0 < cλs = inf
α∈Γ

max
t∈[0,1]

JsA,VP (γ(t)) ≤ sup
t≥0

JsA,VP (tuε) <
3 + 2s− α
2(6− α)

(SsA)
6−α

3+2s−α .

Lemma 40 There exists uε such that

sup
t≥0

JsA,VP (tuε) <
3 + 2s− α
2(6− α)

(SsA)
6−α

3+2s−α

provided that

(i) s ∈ (3
4
, 1), 7−2s−α

3−2s
< p < 2∗α,s and λ > 0;

(ii) s ∈ (0, 1), 6−α
3
< p ≤ 7−2s−α

3−2s
and λ sufficiently large.

Observe that the condition stated in this result is exactly the same of Theorem 4 and Theorem
39.

Proof. Following [30, Lemma 14] we see that u(x) = 1/(1 + |x|2)(3−2s)/2 is a minimizer
for Ss0 . From [20, Theorem 1.1] it is known that it is also a minimizer for Ss, where Ss =
infu∈Hs(R3,R)\{0}[u]2s,0/‖u‖2

2∗s
.

If Br denotes the ball in R3 of center at origin and radius r, consider the balls Bδ and B2δ

and let ψ ∈ C∞c (R3,R) be such that 0 ≤ ψ ≤ 1 in R3 and

ψ ≡ 1 in Bδ and ψ ≡ 0 in R3 \B2δ. (2.11)

We consider
Uε(x) := ε−(3−2s)/2u∗

(x
ε

)
and uε(x) := ψ(x)Uε(x) (2.12)

for ε > 0 and x ∈ R3, where u∗(x) =
u

(
x

S1/(2s)s

)
‖u‖2∗s

.

In the proof we apply the estimate(∫
R3

∫
R3

|uε(x)|2∗α,s |uε(y)|2∗α,s
|x− y|α

dxdy

) 3−2s
6−α

≥
(
C(3, α)

3
2s (Ss0)

6−α
2s −O

(
ε

6−α
2

)) 3−2s
6−α

(2.13)

which can be proved following [30, Section 3] or [42, Sections 2 and 4].
Following closely Guo and Melgaard [32, Lemmas 4.2 and 4.3] and Servadei and Valdinoci [45,

Proposition 21] we have the following inequalities (See Apendix B, Lemma 61).

[uε]
2
s,A ≤ [Uε]

2
s,A +O(ε3−2s)

and
[Uε]

2
s,A ≤ [u∗]2s,0 +O(ε2).
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that imply that

[uε]
2
s,A ≤

(
C(3, α)

3−2s
6−α Ss0

) 3
2s

+O(ε3−2s) +O(ε2) (2.14)

since [u∗]2s,0 =
(
C(3, α)

3−2s
6−α Ss0

) 3
2s

(see (2.5) and (2.7)).

Case 1. s ∈ (3
4
, 1), 7−2s−α

3−2s
< p < 2∗α,s and λ > 0.

Proof of Case 1. Consider the function f : [0,+∞)→ R defined by

f(t) = JsA,VP (tuε) =
t2

2
‖uε‖2

s,A,VP
− t2·2

∗
α,s

2 · 2∗α,s
Ds(uε)−

λt2p

2p
B(uε).

The mountain pass geometry (Lemma 9) implies the existence of tε > 0 such that
sup
t≥0

JsA,VP (tuε) = JsA,VP (tεuε). Since tε > 0, B(uε) > 0 and f ′(tε) = 0, we obtain

0 < tε <

(‖uε‖2
s,A,VP

Ds(uε)

) 1
2(2∗α,s−1)

:= SA(ε),

thus implying

‖uε‖2
s,A,VP

= Ds(uε) (SA(ε))2(2∗α,s−1) . (2.15)

Now define g : [0, SA(ε)]→ R by

g(t) =
t2

2
‖uε‖2

s,A,VP
− t2·2

∗
α,s

2 · 2∗α,s
Ds(uε).

So,

g(t) =
t2

2
Ds(uε) (SA(ε))2(2∗α,s−1) − t2·2

∗
α,s

2 · 2∗α,s
Ds(uε).

Considering t ∈ (0, SA(ε)), since t > 0 andDs(uε) > 0, it follows that g′(t) > 0, and, consequently,
g is increasing in the interval [0, SA(ε)]. Thus,

0 < g(tε) <
3 + 2s− α
2(6− α)

Ds(uε)(SA(ε))2·2∗α,s .

We conclude that

Ds(uε)(SA(ε))2·2∗α,s =
(‖uε‖2

s,A,VP
)

6−α
3+2s−α

Ds(uε)
3−2s

3+2s−α

and therefore

0 < g(tε) <
3 + 2s− α
2(6− α)

·
(‖uε‖2

s,A,VP
)

6−α
3+2s−α

Ds(uε)
3−2s

3+2s−α
.
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Since JsA,VP (tuε) = g(t)− λ
2p
t2pB(uε), we have

JsA,VP (tεuε) <
3 + 2s− α
2(6− α)

(
‖uε‖2

s,A,VP

Ds(uε)
3−2s
6−α

) 6−α
3+2s−α

− λ

2p
t2pε B(uε).

But ‖uε‖2
s,A,VP

= ‖uε‖2
L2
VP

+ [uε]
2
s,A implies

‖uε‖2
s,A,VP

Ds(uε)
3−2s
6−α

=
1

(Ds(uε))
3−2s
6−α

∫
R3

VP(x)|uε(x)|2dx

+
1

(Ds(uε))
3−2s
6−α

∫
R3

∫
R3

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy

Therefore, we conclude that

JsA,VP (tεuε) <
3 + 2s− α
2(6− α)

(
1

(Ds(uε))
3−2s
6−α

∫
R3

VP(x)|uε(x))|2dx

+
1

(Ds(uε))
3−2s
6−α

∫
R3

∫
R3

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy

) 6−α
3+2s−α

− λ

2p
t2pε B(uε).

Since, for all β ≥ 1 and any a, b ≥ 0 we have (a+ b)β ≤ aβ + β(a+ b)β−1b, considering

a =
1

(Ds(uε))
3−2s
6−α

∫
R3

∫
R3

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy,

b =
1

(Ds(uε))
3−2s
6−α

∫
R3

VP(x)|uε(x)|2dx

and β = 6−α
3+2s−α , it follows

JsA,VP (tεvε) <
3 + 2s− α
2(6− α)

( 1

(Ds(uε))
3−2s
6−α

∫
R3

∫
R3

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy

) 6−α
3+2s−α

+
6− α

3 + 2s− α

(
1

(Ds(uε))
3−2s
6−α

∫
R3

∫
R3

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy

+
1

(Ds(uε))
3−2s
6−α

∫
R3

VP(x)|uε(x)|2dx

) 3−2s
3+2s−α

(2.16)

· 1

(Ds(uε))
3−2s
6−α

∫
R3

VP(x)|uε(x)|2dx

]
− λ

2p
t2pε B(uε).
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Taking into account (2.13) and (2.14), since s ∈ (3
4
, 1) we conclude that(

[uε]
2
s,A

(Ds(uε))
3−2s
6−α

) 6−α
3+2s−α

≤

(
[uε]

2
s,0 +O(ε3−2s) +O(ε2)

(Ds(uε))
3−2s
6−α

) 6−α
3+2s−α

=

(
[uε]

2
s,0 +O(ε3−2s)

(Ds(uε))
3−2s
6−α

) 6−α
3+2s−α

≤

 (C(3, α))
3−2s
6−α ·

3
2s · (Ss0)

3
2s +O(ε3−2s)(

C(3, α)
3
2s (Ss0)

6−α
2s −O

(
ε

6−α
2

)) 3−2s
6−α


6−α

3+2s−α

.

Similar to (1.21) and (1.22) we have

(C(3, α))
3−2s
6−α ·

3
2s · (Ss0)

3
2s +O(ε3−2s)(

C(3, α)
3
2s (Ss0)

6−α
2s −O

(
ε

6−α
2

)) 3−2s
6−α

= Ss0 ·
1 +O(ε3−2s)(

1−O
(
ε

6−α
2

)) 3−2s
6−α

and  1 +O(ε3−2s)(
1−O

(
ε

6−α
2

)) 3−2s
6−α


6−α

3+2s−α

< 1 + C(3, α) · O(ε3−2s) +O(ε
6−α
2 )(

1−O(ε
6−α
2 )
) 3−2s

6−α
.

Moreover, since for ε > 0 sufficiently small it holds(
1−O

(
ε

6−α
2

)) 3−2s
6−α ≥ 1

2
,

we get, for ε > 0 sufficiently small 1 +O(ε3−2s)(
1−O

(
ε

6−α
2

)) 3−2s
6−α


6−α

3+2s−α

< 1 + 2C(3, α)
(
O
(
ε3−2s

)
+O

(
ε

6−α
2

))
< 1 +O

(
εmin{3−2s, 6−α

2
}
)

= 1 +O
(
ε3−2s

)
,

where the least equality follows from 0 < α < 3 and s ∈ (3
4
, 1).

Therefore, we conclude that, for any ε > 0 sufficiently small, we have(
[uε]

2
s,A

(Ds(uε))
3−2s
6−α

) 6−α
3+2s−α

< (Ss0)
6−α

3+2s−α +O
(
ε3−2s

)
. (2.17)
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Combining (2.16) with (2.17), for ε sufficiently small, we have

JsA,VP (tεuε) <
3 + 2s− α
2(6− α)

(Ss0)
6−α

3+2s−α +O
(
ε3−2s

)
(2.18)

+
1

2

(
1

Ds(uε)
3−2s
6−α

[uε]
2
s,A +

1

(Ds(uε))
3−2s
6−α

∫
R3

VP(x)|uε(x)|2dx

) 3−2s
3+2s−α

· 1

(Ds(uε))
3−2s
6−α

∫
R3

VP(x)|uε(x)|2dx− λ

2p
t2pε B(uε).

We claim that there is a positive constant C0 such that, for all ε > 0

t2pε ≥ C0. (2.19)

So, from Lemma 33, (2.15), (2.18) and (2.19) we conclude that, for some constant C0 > 0 and
ε > 0 sufficiently small we have

JsA,VP (tεuε) <
3 + 2s− α
2(6− α)

(
SAs
) 6−α

3+2s−α +O
(
ε3−2s

)
+

1

2

(
1

Ds(uε)
3−2s
6−α
‖uε‖2

s,A,VP

) 3−2s
3+2s−α

· 1

(Ds(uε))
3−2s
6−α

∫
R3

VP(x)|uε(x)|2dx− C0B(uε)

<
3 + 2s− α
2(6− α)

(
SAs
) 6−α

3+2s−α (2.20)

+O
(
ε3−2s

)
+

(SA(ε))2

2
·
∫
R3

VP(x)|uε(x)|2dx− C0B(uε).

=
3 + 2s− α
2(6− α)

(
SAs
) 6−α

3+2s−α +O(ε3−2s) + C1

∫
R3

VP(x)|uε(x)|2dx− C0B(uε),

where C1 = SA(ε)2

2
.

By direct computation we know that, for ε < 1, since ψ(x) = 0 for all x ∈ R3 \B2δ and ψ ≡ 1
in Bδ, we have

B(uε) ≥ C3ε
6−α−(3−2s)p.

where C3 := C(3, s, p).
Since VP(x) is bounded, (2.20) and the last inequality imply that

JsA,uP (tεuε) <
3 + 2s− α
2(3− α)

(SsA)
6−α

3+2s−α +O(ε3−2s) + C2

∫
R3

|uε(x)|2dx− C3ε
6−α−(3−2s)p. (2.21)

We are going to see that

lim
ε→0

ε−3+2s

(
C2

∫
R3

|uε(x)|2dx− C3ε
6−α−(3−2s)p

)
= −∞. (2.22)

In order to do that, it suffices to show that

lim
ε→0

ε−3+2s

(
C2

∫
Bδ

|uε(x)|2dx− C3ε
6−α−(3−2s)p

)
= −∞ (2.23)
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and

C2

∫
B2δ\Bδ

|uε(x)|2dx− C3ε
6−α−(3−2s)p = O(ε3−2s). (2.24)

Since

O(ε3−2s) + C2

∫
R3

|uε(x)|2dx− C3ε
6−α−(3−2s)p = ε3−2s

[
O(ε3−2s)

ε3−2s

+ε−3+2s

(
C2

∫
R3

|uε(x)|2dx− C3ε
6−α−(3−2s)p

)]
,

from (2.22) follows

O(ε3−2s) + C2

∫
R3

|uε(x)|2dx− C3ε
6−α−(3−2s)p < 0 (2.25)

for ε > 0 sufficiently small.
Thus, (2.21) and (2.25) imply

sup
t≥0

JsA,VP (tuε) <
3 + 2s− α
2(6− α)

(
SAs
) 6−α

3+2s−α

for ε > 0 sufficiently small and fixed. Once (2.23) and (2.24) are verified, the proof of Case 1 is
complete. 2

We now prove (2.23).

Lemma 41 If s ∈ (3
4
, 1), 7−2s−α

3−2s
< p < 2∗α,s and λ > 0, it follows that

lim
ε→0

ε−3+2s

(
C2

∫
Bδ

|uε(x)|2dx− C3ε
6−α−(3−2s)p

)
= −∞

Proof. We initially observe that direct computation allows us to conclude that∫
Bδ

|uε(x)|2dx = 3ω3S
3(3−3s)

4s ε2s

∫ δ
ε

0

r2

(1 + r2)3−2s
dr, (2.26)

where ω3 denotes the volume of the unit ball in R3.
Now, define

Iε : = ε−3+2s

(
C2

∫
Bδ

|uε(x)|2dx− C3ε
6−α−(3−2s)p

)
= ε−3+2s

(
C4ε

2s

∫ δ
ε

0

r2

(1 + r2)3−2s
dr − C3ε

6−α−(3−2s)p

)
,

the equality between integrals being a consequence of (2.26).
It is easy to show that

ε2s

∫ δ
ε

0

r2

(1 + r2)3−2s
dr < ε2s

∫ δ
ε

0

r2

1 + r2
dr = ε2s−1

(
δ − ε arctan

(
δ

ε

))
.
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Thus,

Iε < C4ε
−4+4s

(
δ − ε arctan

(
δ

ε

))
− C3ε

3+2s−α−3p+2sp.

= ε−4+4s

[
C4

(
δ − ε arctan

(
δ

ε

))
− C3ε

7−2s−α−3p+2sp

]
.

We have 7−2s−α
3−2s

< p < 2∗α,s and then 7− 2s− α− 3p+ 2sp < 0. Therefore, we conclude that
Iε → −∞. We are done. 2

The proof of (2.24) follows in similar fashion to that of [16, Lemma 16].

Case 2. For λ sufficiently large, s ∈ (0, 1) and 6−α
3
< p ≤ 7−2s−α

3−2s
.

Proof of Case 2. The proof follows in similar fashion to that of Lemma 16, case 2. 2

2.2.2 The proof of Theorem 4

Maintaining the notation introduced in subsection 2.2.1, consider the energy functional IsA,V :

Hs
A,V (R3,C)→ R given by

IsA,V (u) =
1

2
‖u‖2

s,A,V −
1

2 · 2∗α,s
Ds(u)− λ

2p
B(u).

We denote by Ns,A,V the Nehari Manifold related to IsA,V , that is,

Ns,A,V =
{
u ∈ Hs

A,V (R3,C) \ {0} : ‖u‖2
s,A,V = Ds(u) + λB(u)

}
,

which is non-empty as a consequence of Theorem 39. As before, the functional IsA,V satisfies the

mountain pass geometry. Thus, there exists a sequence (un) ⊂ Hs
A,V (R3,C) such that

Is
′

A,V (un)→ 0 and IsA,V (un)→ dλs ,

where dλs is the minimax level, also characterized by

dλs = inf
u ∈Hs

A,V (R3,C)\{0}
max
t≥0

IsA,V (tu) = inf
N sA,V

IsA,V (u) > 0.

The next lemma compares the levels dλs and cλs .

Lemma 42 The levels dλs and cλs verify the inequality

dλs < cλs <
3 + 2s− α
2(6− α)

(SA)
6−α

3+2s−α

for all λ > 0.
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Proof. Firstly, we stress that, as a consequence of (V2), we have IsA,V (u) < JsA,VP (u) for all

u ∈ Hs
A,V (R3,C). In fact, we have

‖u‖2
s,A,V = ‖u‖2

L2
V

+ [u]2s,A =

∫
R3

V (x)|u(x)|2dx+ [u]2s,A =

∫
R3

[Vp(x)−W (x)]|u(x)|2dx+ [u]2s,A

that implies ∫
R3

W (x)|u(x)|2dx =

∫
R3

Vp(x)|u(x)|2dx−
∫
R3

V (x)|u(x)|2dx <∞.

Since

∫
R3

W (x)|u(x)|2dx ≥ 0, we have∫
R3

V (x)|u(x)|2dx =

∫
R3

Vp(x)|u(x)|2dx−
∫
R3

W (x)|u(x)|2dx <
∫
R3

Vp(x)|u(x)|2dx.

So,

‖u‖2
s,A,V :=

∫
R3

V (x)|u(x)|2dx+ [u]2s,A

<

∫
R3

Vp(x)|u|2dx+ [u]2s,A

= ‖u‖2
s,A,VP

,

and the affirmative follows.
Let u be the ground state solution of problem (2.9) and consider t̄u > 0 such that t̄uu ∈ Ns,A,V ,

that is
0 < dλs ≤ sup

t≥0
IsA,V (tu) = IsA,V (t̄uu).

It follows from (V2) that

0 < dλs ≤ IsA,V (t̄uu) < JsA,VP (t̄uu) ≤ sup
t≥0

JsA,VP (tu) = JsA,VP (u) = cλs .

Therefore,
dλs < cλs .

The second inequality was already known. 2

Proof of Theorem 4. Let (un) be a (PS)dλs sequence for IsA,V . As before, (un) is bounded in

Hs
A,V (R3,C). Thus, there exists u ∈ Hs

A,V (R3,C) such that

un ⇀ u in Hs
A,V (R3,C).

By the same arguments given in the proof of Theorem 39, u is a ground state solution of
problem (8), if u 6= 0.

Following closely [3], we will show that u = 0 cannot occur. Indeed, Lemma 31 yields

lim
n→∞

∫
R3

W |un|2 dx = 0,
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since W ∈ L 3
2 (R3,C) and un ⇀ 0 in Hs

A,V (R3,C). So,

|JsA,VP (un)− IsA,V (un)| = on(1)

showing that
JsA,VP (un)→ dλs .

But, for ϕ ∈ Hs
A,V (R3,C) such that ‖ϕ‖A,V ≤ 1, we have

|(Js′A,VP (un)− Is′A,V (un)) · ϕ| ≤
(∫

R3

W |un|2 dx

) 1
2

= on(1).

Thus,
Js
′

A,VP
(un) = on(1)

Let tn > 0 such that tnun ∈ Ms,A,VP . Mimicking the argument found in [2, 27, 44, 48], it
follows that tn → 1 as n→∞. Therefore,

cλs ≤ JsA,VP (tnun) = JsA,VP (un) + on(1) = dλs + on(1).

Letting n→ +∞, we get
cλs ≤ dλs

obtaining a contradiction with Lemma 42. This completes the proof of Theorem 4.

2.3 The case g(u) = |u|p−1u

2.3.1 The periodic problem

In this subsection we deal with problem (10) for g(u) as above, that is,

(−∆)sAu+ VP(x)u =

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2u+ λ|u|p−1u, (2.27)

where 1 < p < 2∗s − 1.
We observe that in this case the energy functional JsA,VP is given by

JsA,VP (u) :=
1

2
‖u‖2

s,A,VP
− 1

2 · 2∗α
Ds(u)− λ

p+ 1

∫
R3

|u|p+1dx,

where, as before

Ds(u) =

∫
R3

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s dx =

∫
R3

∫
R3

|u(x)2∗α,s ||u(y)|2∗α,s
|x− y|α

dxdy.

By the Sobolev immersion (2.3) and the Hardy-Littlewood-Sobolev inequality (see Appendix
A, Proposition 49), we have that JsA,VP is well defined.
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Definition 2.3.1 A function u ∈ Hs
A,VP

(R3,C) is a weak solution of (2.27) if

〈u, ϕ〉s,A,VP −Re

∫
R3

(
1

|x|α
∗ |u|2∗α,s

)
|u|2∗α,s−2uψ̄ dx− λ Re

∫
R3

|u|p−1uψ̄ dx = 0

for all ψ ∈ Hs
A,VP

(R3,C).

As before, we see that critical points of JsA,VP are weak solutions of (2.27) and

Js′A,VP (u) · u := ‖u‖2
s,A,VP

−Ds(u)− λ‖u‖p+1
p+1.

We obtain that JsA,VP satisfies the geometry of the mountain pass (see the proof of Lemma 34).
As in Section 2.2, the mountain pass theorem without the (PS)-condition yields a sequence

(un) ⊂ Hs
A,VP

(R3,C) such that

Js′A,VP (un)→ 0 and JsA,VP (un)→ cλs ,

where

cλs = inf
α∈Γ

max
t∈[0,1]

JA,VP (γ(t))

and

Γ =
{
γ ∈ C1

(
[0, 1], Hs

A,VP
(R3,C)

)
: γ(0) = 0, JsA,VP (γ(1)) < 0

}
.

Considering the Nehari manifold associated with JsA,VP

Ms,A,VP =
{
u ∈ Hs

A,VP
(R3,C) \ {0} : ‖u‖2

A,VP
= Ds(u) + λ‖u‖p+1

p+1

}
,

by proceeding as in the proof of Lemma 13 we obtain

Lemma 43 There exists a unique tu = tu(u) > 0 such that tuu ∈Ms,A,VP for all
u ∈ Hs

A,VP
(R3,C) \ {0} and JsA,VP (tuu) = max

t≥0
JsA,VP (tu). Moreover cλs = c∗λs = c∗∗λs, where

c∗λs = inf
u ∈Ms,A,VP

JsA,VP (u) and c∗∗λs = inf
u ∈ Hs

A,VP
(R3,C)\{0}

max
t≥0

JsA,VP (tu).

Lemma 44 Suppose that un ⇀ u0 and consider

B′(un) · ψ = Re

∫
R3

|u|p−1uψ̄ dx

and

D′(un) · ψ = Re

∫
R3

(
1

|x|α
∗ |un|2

∗
α,s

)
|un|2

∗
α,s−2unψ̄ dx

for ψ ∈ C∞c (R3,C). Then B′(un) · ψ → B′(u0) · ψ and D′(un) · ψ → D′(u0) · ψ as n→∞.

Lemma 45 If (un) ⊂ Hs
A,VP

(R3,C) is a (PS)b sequence for JsA,VP , then (un) is bounded. In

addition, if un ⇀ u weakly in Hs
A,VP

(R3,C), as n → ∞, then u is ground state solution for
problem (2.27).
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Lemma 46 If (un) ⊂ Hs
A,VP

(R3,C) is a sequence (PS)b for JsA,VP such that

un ⇀ 0 weakly in Hs
A,VP

(R3,C) as n→∞,

with

b <
3 + 2s− α
2(6− α)

S
6−α

3+2s−α
A ,

then there exists a sequence (yn) ∈ R3 and constants R, θ > 0 such that

lim sup
n→∞

∫
Br(yn)

|un|2 dx ≥ θ,

where Br(y) denotes the ball in R3 of center at y and radius r > 0.

The proof of Lemmas 44, 45 and 46 is similar to that of Lemma 35, Lemmas 12 and 38, respec-
tively.

Lemma 47 Let 1 < p < 2∗s − 1 and uε as defined in (40). Then, for s ∈ (3
4
, 1), there exists ε

such that

sup
t≥0

JsA,VP (tvε) <
3 + 2s− α
2(6− α)

(SA)
6−α

3+2s−α .

provided that either

(i) 6s−3
3−2s

< p < 2∗s and λ > 0;

(ii) 1 < p ≤ 6s−3
3−2s

and λ sufficiently large.

Proof. Consider, for the cases (i) the function f : [0,+∞)→ R defined by

f(t) = JsA,VP (tuε) =
t2

2
‖uε‖2

s,A,VP
− t2·2

∗
α

2 · 2∗α
Ds(uε)−

λtp+1

p+ 1
‖uε‖p+1

p+1

and proceed as in the proof of Case 1, Lemma 40.
In the case of s ∈ (0, 1), 1 < p ≤ 6s−3

3−2s
and λ sufficiently large, consider gλ : [0,+∞) → R

defined by

gλ(t) = JsA,VP (tuε) =
t2

2
‖uε‖2

s,A,VP
− t2·2

∗
α

2 · 2∗α
Ds(uε)−

λtp+1

p+ 1
‖uε‖p+1

p+1

and proceed as in the proof of Case 2, Lemma 40. 2

Similar to the proof of Theorem 39, we now state our result about the periodic problem (2.27).

Theorem 48 Under the hypotheses already stated on A and α, suppose that (V1) is valid. Then,
for s ∈ (3

4
, 1), problem (39) has at least one ground state solution if either

(i) 6s−3
3−2s

< p < 2∗s − 1 and λ > 0;

(ii) 1 < p ≤ 6s−3
3−2s

and λ sufficiently large.
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2.3.2 Proof of Theorem 5

Some arguments of this proof were adapted from the proof of Theorem 1.
Maintaining the notation already introduced, consider the functional IsA,V : Hs

A,V (R3,C)→ R
defined by

IsA,V (u) :=
1

2
‖u‖2

s,A,V −
1

2 · 2∗α,s
Ds(u)− λ

p+ 1
‖u‖p+1

p+1

for all u ∈ Hs
A,V (R3,C).

We denote by Ns,A,V the Nehari Manifold related to IsA,V , that is,

Ns,A,V =
{
u ∈ Hs

A,V (R3,C) \ {0} : ‖u‖2
s,A,V = Ds(u) + λ‖u‖p+1

p+1

}
,

which is non-empty as a consequence of Theorem 48. As before, the functional IsA,V satisfies the

mountain pass geometry. Thus, there exists a (PS)dλs sequence (un) ⊂ Hs
A,V (R3,C), that is, a

sequence satisfying
Is′A,V (un)→ 0 and IsA,V (un)→ dλs ,

where dλ is the minimax level, also characterized by

dλs = inf
u ∈Hs

A,V (R3,C)\{0}
max
t≥0

IsA,V (tu) = inf
Ns,A,V

IsA,V (u) > 0.

As in the Section 2.2, we have IsA,V (u) < JsA,VP (u) for all u ∈ Hs
A,V (R3,C) as a consequence of

(V2).
Similar to the proof of Lemma 19 we have the following conclusion that shows an important

inequality involving the levels dλs and cλs , which completes the proof of Theorem 4.

2.4 The case g(u) = |u|2∗s−2u

2.4.1 Proof of Theorem 6

The proof of Theorem 6 is analogous to the proof of Theorem 4.The principal distinction is that

the (PS)cλs condition holds true below the level s
3
S

3
2
s . It follows from [42, Proposition 4.1] that

[uε]
2
s,0 = S

3
2s
s +O(ε3−2s)

and ∫
R3

|uε|2
∗
sdx = S

3
2s
s +O(ε3).

So, we have

sup
t≥0

JsA,VP (tεuε) <
s

3
S

3
2
s +O(ε3−2s) + C2

∫
R3

|uε(x)|2dx− C3ε
6−α−(3−2s)p <

s

3
S

3
2
s ,

since

lim
ε→0

ε−(3−2s)

(
C2

∫
R3

|uε(x)|2dx− C3ε
6−α−(3−2s)p

)
= −∞.
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Observe that the last result is a consequence of

lim
ε→0

ε−(3−2s)

(
C2

∫
Bδ

|uε(x)|2dx− C3ε
6−α−(3−2s)p

)
= −∞

and

C2

∫
B2δ\Bδ

|uε(x)|2dx− C3ε
6−α−(3−2s)p = O(ε3−2s).

The rest of the proof is omitted here. 2
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Appendix A

Main results used in the work

In this appendix we gather some of the main results used in this work.

Proposition 49 (Hardy-Littlewood-Sobolev inequality) Suppose that f ∈ Lt(RN) and h ∈
Lr(RN) for t, r > 1 and 0 < α < N satisfying 1

t
+ α

N
+ 1

r
= 2. Then, there exists a sharp constant

C(t, N, α), independent of f and h, such that∫
RN

∫
RN

f(x)h(y)

|x− y|α
dxdy ≤ C(t, N, α)‖f‖t‖h‖r. (A.1)

If t = r = 2N
2N−α , then

C(t, N, α) = C(N,α) = π
α
2

Γ(N
2
− α

2
)

Γ(N − α
2
)

{
Γ(N

2
)

Γ(N)

}−1+ α
N

.

In this case there is equality in (A.1) if and only if h = cf for a constant c and

f(x) = A(γ2 + |x− a|2)−(2N−α)/2

for some A ∈ C, 0 6= γ ∈ R and a ∈ RN .

Proof. See [35, Proposition 4.3]. 2

We emphasize that inequality (A.1) is sometimes referred to as the weak Young inequality.
Note that (A.1) looks almost like Young’s inequality (see [35, Theorem 4.2]) with g(x) replaced
by |x|−α in that inequality. This function is, however, not in any Lt-space but nevertheless we
have an inequality analogous to Young’s inequality.

Folowing [35], we introduce the weak Lq - space Lqw(RN ,R).

Definition A.0.1 For q > 1, we define the weak Lq - space Lqw(RN ,R) as the space of all
mensurable functions u such that

sup
λ>0

λ|{x ∈ RN ; u(x) > λ}|
1
q <∞,

where | · | denotes the Lebesgue measure on RN .
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We consider on Lqw(RN ,R) the norm

‖u‖q,w := sup
A
|A|−

1
q′

∫
A

|u(x)| dx,

where 1
q

+ 1
q′

= 1 and A denotes an arbitrary measurable set of measure |A| <∞.
The following results hold.

Lemma 50 Lq(RN) ⊂ Lqw(RN).

Proof. For all u ∈ Lq(RN) and λ > 0 we have

‖u‖qq ≥
∫
{|u|>λ}

|u(x)|q dx ≥
∫
{|u|>λ}

λq dx =λq|{x ∈ RN ; |u(x)| > λ}|

=
(
λ|{x ∈ RN ; |u(x)| > λ}|

1
q
)q

which implies

λ|{x ∈ RN ; |u(x)| > λ}|
1
q ≤ ‖u‖q.

Consequently,

sup
λ>0

λ|{x ∈ RN ; |u(x)| > λ}|
1
q ≤ ‖u‖q.

2

Lemma 51 If u(x) = |x|−α, 0 < α < N, then u ∈ Lqw(RN) with q = N
α

and

‖u‖N
α
,w =

N

N − α

(
|SN−1|
N

) α
N

(A.2)

where |SN−1|, which is equal to 2πN/2/Γ(N/2)), is the area of the unit sphere SN−1 ⊂ RN .

Proof. Since the Lebesgue measure | · | of a ball Br(0) is

|Br(0)| = 1

N
|SN−1|rN

(see [35, Section 1.2, eq.(8)]), we have

λ|{x ∈ RN ; u(x) > λ}|
1
q = λ

∣∣{x ∈ RN ; |x|−α > λ
}∣∣ αN

= λ
∣∣∣{x ∈ RN ; |x| < λ−

1
α

}∣∣∣ αN
= λ|B

λ−
1
α

(0)|
α
N = λ

(
1

N
|SN−1|λ−

N
α

) α
N

=

(
1

N
|SN−1|

) α
N

,

which implies that

sup
λ>0

λ|{x ∈ RN ; u(x) > λ}|
1
q =

(
1

N
|SN−1|

) α
N

<∞.
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This together with the measurability of u implies that u ∈ Lqw(RN), with proves the first part of
lemma.

By defintion, we have

‖u‖q,w = sup
A
|A|−

1
q′

∫
A

|x|−α dx = sup
A
|A|

α
N
−1

∫
A

|x|−α dx.

Considering A = B1(0) it hold

|A| = |S
N−1|
N

(A.3)

and ∫
A

|x|−α dx = |SN−1|
∫ 1

0

rN−α−1 dr =
|SN−1|
N − α

.

So,

|A|
α
N
−1

∫
A

|x|α dx =

(
|SN−1|
N

)N
α
−1 |SN−1|
N − α

=
N

N − α

(
|SN−1|
N

) α
N

.

Now, we are going to show that for arbitrary measurable set of measure |A| <∞ it holds

|A|
α
N
−1

∫
A

|x|−α dx ≤ N

N − α

(
|SN−1|
N

) α
N

. (A.4)

Let A be a measurable set of measure |A| <∞ and R > 0 such that |A| = |BR(0)|, that is,

R =

(
N |A|
|SN−1|

) 1
N

. (A.5)

Since
|BR(0)| = |A ∩BR(0)|+ |Ac ∩BR(0)|

and
|A| = |A ∩BR(0)|+ |A ∩BR(0)c|

it follows that

|Ac ∩BR(0)| = |A ∩BR(0)c|. (A.6)

So, from (A.6), (A.5) and (A.3) we have∫
A

|x|−α dx =

∫
A∩BR(0)

|x|−α dx+

∫
A∩BR(0)c

|x|−α dx ≤
∫
A∩BR(0)

|x|−α dx+

∫
A∩BR(0)c

R−α dx

=

∫
A∩BR(0)

|x|−α dx+

∫
Ac∩BR(0)

R−α dx ≤
∫
A∩BR(0)

|x|−α dx+

∫
Ac∩BR(0)

|x|−α dx

=

∫
BR(0)

|x|−α dx = |SN−1|
∫ R

0

tN−α−1 dt =
|SN−1|
N − α

RN−α

=
|SN−1|
N − α

(
N |A|
|SN−1|

)1− α
N

=
N

N − α
|A|1−

α
N

(
|SN−1|
N

) α
N
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which clearly proves (A.4). Therefore, lemma is proved. 2

Similar to Young’s Inequality (see [35, Theorem 4.2]) we have the following Weak Young
Inequality, whose proof can be found in [36].

Proposition 52 For f ∈ Lt(RN), g ∈ Lqw(RN), h ∈ Lr(RN) with 1 < t, q, r <∞ with 1
t
+ 1

q
+ 1

r
=

2 it holds ∣∣∣∣∫
RN

∫
RN
f(x)g(x− y)h(y)dxdy

∣∣∣∣ ≤ Kt,q,r,N‖f‖t‖g‖q,w‖h‖r (A.7)

for some number Kt,q,r,N .

It’s possible to show that the sharp constant is given by

Kt,q,r,N = (1/q′)(N/|SN−1|)1/qC(N,N/q, t) (A.8)

(see [35, Pag. 107]). Moreover, using Holder’s Inequality, it can be shown that the best choice
for h (up to a constant) when f and g are given in Proposition 52 is

h(x) = e−iθ(x)|(g ∗ f)(x)|r′/r, (A.9)

where θ(x) is defined by g ∗ f = eiθ|g ∗ f |.
The following result tell us we can also view the HLS inequality as the statement that convo-

lution is a bounded map from Lt(RN)× Lqw(RN) to Lr(RN).

Proposition 53 Let f ∈ Lt(RN) and g ∈ Lqw(RN) be. Then

‖g ∗ f‖s ≤
1

q′

(
N

|SN−1|

) 1
q

C

(
N,

N

q
, t

)
‖g‖q,w‖f‖t (A.10)

with 1
t

+ 1
q

= 1 + 1
s
.

Proof. Replacing function h given in (A.9) into (A.7) ans using (A.8) we have∫
RN
|g ∗ f |r′ ≤ (1/q′)(N/|SN−1|)1/qC(N,N/q, t)‖f‖t‖g‖q,w‖g ∗ f‖r

′/r
r′ ,

which implies that

‖g ∗ f‖r′ ≤ (1/q′)(N/|SN−1|)1/qC(N,N/q, t)‖f‖t‖g‖q,w.

Making r′ = s we have

‖g ∗ f‖s ≤ (1/q′)(N/|SN−1|)1/qC(N,N/q, t)‖f‖t‖g‖q,w

whit 1
t

+ 1
q

= 1 + 1
s

and lemma is proved. 2

Lemma 54 For all w ∈ L
2N

2N−α (RN)

1

|x|α
∗ w ∈ L

2N
α (RN).
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Proof.

Considering t = 2N
2N−α , q = N

α
, g(x) = |x|−α and f = w ∈ L

2N
2N−α (RN) into (A.10), and taking

into account that
1

t
+

1

q
= 1 +

1

r
⇔ 2N − α

2N
+

2α

2N
− 2N

2N
=

1

r
⇔ α

2N
=

1

r
⇔ r =

2N

α
,

1

q
+

1

q′
= 1⇔ α

N
+

1

q′
=
N

N
⇔ 1

q′
=
N − α
N

⇔ q′ =
N

N − α
,

and

C(N,
N

q
, t) = C(N,α, 2N/(2N − α)) = C(N,α)

we have ∥∥∥∥ 1

|x|α
∗ w
∥∥∥∥

2N
α

≤ N − α
N

(
N

|SN−1|

) α
N

C(N,α)‖|x|−α‖N
α
,w‖w‖ 2N

2N−α

=
N − α
N

(
N

|SN−1|

) α
N

C(N,α)
N

N − α

(
|Sn−1|
N

) α
N

‖w‖ 2N
2N−α

where , in the last equality, we used (A.2).
Therefore, we have ∥∥∥∥ 1

|x|α
∗ w
∥∥∥∥

2N
α

≤ C(N,α)‖w‖ 2N
2N−α

,

which proves the lemma. 2

Lemma 55 For all x ∈ R it holds

1− cosx ≤ 1

2
|x|2.

Proof. If x = 0 it is immediate.
If x > 0 we know that sinx < x and |x| = x. In this case, since obviously x

2
> 0 we have

1− cos x = 2 sin2
(x

2

)
< 2

(x
2

)2

=
1

2
x2 =

1

2
|x|2

and the inequality holds.
If x < 0 we have obviously |x| = −x and −x > 0, consequently, −x

2
> 0. So, by using previous

case and the cosine function parity, we have

1− cos x = 1− cos (−x) = 2 sin2

(
−x
2

)
< 2

(
−x
2

)2

=
1

2
(−x)2 =

1

2
|x|2

Therefore, the lemma is proved. ] 2

Proposition 56 Le X, Y be normed linear spaces and let A be a linear operator from X into Y.
Then

xn ⇀ x⇒ Axn ⇀ Ax.

Proof. See [24, Proposition 2.1.27]. 2
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Appendix B

Statements used in proofs of the main
results of work

In this appendix we justify some of the facts used in this work.

B.1 Proof of the statements (1.21) and (1.22)

We have that

(C(N,α))
N−2
2N−α ·

N
2 (SH,L)

N
2 +O(εN−2)(

C(N,α)
N
2 (SH,L)

2N−α
2 −O(ε

2N−α
2 )
) N−2

2N−α

=
(C(N,α))

N−2
2N−α ·

N
2 (SH,L)

N
2 + (C(N,α))

N−2
2N−α ·

N
2 (SH,L)

N
2 O(εN−2)(

C(N,α)
N
2 (SH,L)

2N−α
2 − (C(N,α))

N
2 (SH,L)

2N−α
2 O(ε

2N−α
2 )
) N−2

2N−α

=
(C(N,α))

N−2
2N−α ·

N
2 (SH,L)

N
2

[
1 +O(εN−2)

](
C(N,α)

N
2 (SH,L)

2N−α
2

(
1−O(ε

2N−α
2 )
)) N−2

2N−α

=
(C(N,α))

N−2
2N−α ·

N
2 (SH,L)

N
2

[
1 +O(εN−2)

]
(C(N,α))

N
2
· N−2
2N−α (SH,L)

2N−α
2
· N−2
2N−α

[
1−O

(
ε

2N−α
2

)] N−2
2N−α

= SH,L ·
1 +O(εN−2)[

1−O
(
ε

2N−α
2

)] N−2
2N−α

,

that is,,(C(N,α))
N−2
2N−α ·

N
2 (SH,L)

N
2 +O(εN−2)(

C(N,α)
N
2 S

2N−α
2

H,L −O(ε
2N−α

2 )
) N−2

2N−α


2N−α
N+2−α

= (SH,L)
2N−α
N+2−α ·

 1 +O(εN−2)(
1−O

(
ε

2N−α
2

)) N−2
2N−α


2N−α
N+2−α

.
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On the other hand,

1 +O(εN−2)(
1−O

(
ε

2N−α
2

)) N−2
2N−α

=
(1−O(ε

2N−α
2 )) +O

(
εN−2

)
+O(ε

2N−α
2 )(

1−O
(
ε

2N−α
2

)) N−2
2N−α

= (1−O(ε
2N−α

2 ))1− N−2
2N−α +

O(εN−2) +O(ε
2N−α

2 )

(1−O(ε
2N−α

2 ))
N−2
2N−α

= (1−O(ε
2N−α

2 ))
N+2−α
2N−α +

O(εN−2) +O(ε
2N−α

2 )

(1−O(ε
2N−α

2 ))
N−2
2N−α

which implies that 1 +O(εN−2)(
1−O

(
ε

2N−α
2

)) N−2
2N−α


2N−α
N+2−α

=

[
(1−O(ε

2N−α
2 ))

N+2−α
2N−α +

O(εN−2) +O(ε
2N−α

2 )

(1−O(ε
2N−α

2 ))
N−2
2N−α

] 2N−α
N+2−α

≤ 1−O(ε
2N−α

2 )

+
2N − α
N + 2− α

(1−O(ε
2N−α

2 ))
N+2−α
2N−α +

O(εN−2) +O(ε
2N−α

2 )(
1−O(ε

2N−α
2 )
) N−2

2N−α


N−2

N+2−α

· O(εN−2) +O(ε
2N−α

2 )(
1−O(ε

2N−α
2 )
) N−2

2N−α

< 1 + C(N,α) · O(εN−2) +O(ε
2N−α

2 )(
1−O(ε

2N−α
2 )
) N−2

2N−α

where in the penultimate inequality we use the Mean Value Theorem considering

a =
(

1−O
(
ε

2N−α
2

))N+2−α
2N−α

, b =
O(εN−2) +O

(
ε

2N−α
2

)
(

1−O(ε
2N−α

2 )
) N−2

2N−α
and β =

2N − α
N + 2− α

.

Therefore, (1.21) and (1.22) are proved.

B.2 Proof of the statement (1.33)

If u = 0, then un ⇀ 0 on H1
A,V (RN ,C) and un → 0 a.e x ∈ RN , which implies that

|un|2 → 0 a.e x ∈ RN .
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Thanks to continuous immersion H1
A,V (RN ,C) ↪→ L2∗(RN ,C) we have (un) ∈ L2∗(RN ,C), what

implies that |un|2 ∈ L
N

3−2 (RN ,C). Moreover, we also have that |un|2 is bounded on L
N
N−2 (RN ,C).

So, Lemma 8 it follows that

|un|2un ⇀ 0 in L
N
N−2 (RN ,C),

what implies that

lim
n→∞

∫
RN

Φ|un|2 dx = 0

for all Φ ∈ L
(

N
N−2

)′
(RN ,C) = L

N
2 (RN ,C). In particular, since W ∈ LN

2 (RN ,C), we obtain

lim
n→∞

∫
RN
W |un|2 dx = 0.

2

B.3 Proof of the statement (1.34)

Consider tn > 0 such that tnun ∈MA,V . So

t2n‖un‖2
A,V = λt2pn B(un) + t2·2

∗
α

n D(un)

equivalently,
‖un‖2

A,V = λt2(p−1)
n B(un) + t2(2∗α−1)

n D(un), ∀ n ∈ N. (B.1)

we also have
on(1) = J ′A,V (un) · un = ‖un‖2

A,V − λB(un)−D(un),

that is,
‖un‖2

A,V = λB(un) +D(un) + on(1), ∀n ∈ N. (B.2)

Firstly, we are going to show that
a) tn 6→ 0 as n→∞.
b) lim sup

n→∞
tn ≤ 1.

In fact, suppose that tn → 0 as n→∞. Since the sequences (B(un)) and (D(un)) are bounded,
it follows from (B.1) that ‖un‖A,V → 0 as n→∞. Since JA,V (un) ≤ 1

2
‖un‖2

A,V , we deduce that

0 < cλ ≤ 0,

which is a contradiction. Therefore,

tn 6→ 0 as n→∞,

which proves a).
Now, suppose that there exists a subsequence of (tn), still denoted by (tn), such that tn ≥ 1+δ,

for all n ∈ N and for some δ > 0. From (B.1) and (B.2) we have

0 = λ(t2(p−1)
n − 1)B(un) + (t2(2∗α−1)

n − 1)D(un) + on(1),
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that is,
on(1) = λ(t2(p−1)

n − 1)B(un) + (t2(2α∗−1)
n − 1)D(un). (B.3)

Consider f : [0,+∞]→ R defined by

f(t) = tµ, µ > 0

Since f is increasing , then
tn ≥ 1 + δ > 1⇒ f(tn) > f(1).

Taking µ = 2(p− 1), we have
t2(p−1)
n ≥ (1 + δ)2(p−1) > 1,

that is,
t2(p−1)
n − 1 ≥ (1 + δ)2(p−1) − 1 > 0.

Similarly,
t2(2∗α−1)
n − 1 ≥ (1 + δ)2(2∗α−1) − 1 > 0.

From (B.3) and tn ≥ 1 + δ, we obtain

on(1) > λ[(1 + δ)2(p−1) − 1]B(un) + [(1 + δ)2(2∗α−1) − 1]D(un), (B.4)

for all n ∈ N e un ∈ H1
A,V (RN ,C) \ {0}. From (B.4) we see that

0 < λ[(1 + δ)2(p−1) − 1]B(un) < on(1)

and
0 < λ[(1 + δ)2(2∗α−1) − 1]D(un) < on(1),

So, B(un)→ 0 e D(un)→ 0 as n→∞.
By using this last statement and (B.2), we see that ‖un‖A,V → 0; this implies that

cλ ≤ 0,

what does not hold. Therefore, b) turns out. From a) and b), we conclude that (tn) is bounded
and, going on a subsequence if necessary, tn → t0, with t0 ∈ (0, 1].

Now we will prove that 0 < t0 < 1 cannot occur. In fact, suppose 0 < t0 < 1. Since (un) is
bounded, from (1.4) and (1.5) we have that (B(un)) and (D(un)) are bounded on R. So, going
to a subsequence if necessary, B(un) → l1 and D(un) → l2, with l1 ≥ 0 and l2 ≥ 0. Notice that
l1 e l2 are not both null, otherwise we would have ‖un‖A,V → 0 and, consequently, cλ ≤ 0, what
is a contradiction. Taking the limit on (B.3), as n→∞, we obtain

0 = λ(t
2(p−1)
0 − 1)l1 +

(
t
2(2∗α−1)
0 − 1

)
l2 < 0,

which is a contradiction. Therefore, t0 = 1, that is,

tn → 1.

2
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Lemma 57 We have
cλ = c∗λ = c∗∗λ

where
cλ = inf

γ∈Γ
max
t∈[0,1]

JA,VP (γ(t)),

Γ =
{
γ ∈ C1

(
[0, 1], H1

A,VP
(RN ,C)

)
: γ(0) = 0, γ(1) < 0},

c∗λ := inf
u ∈MA,VP

JA,VP (u),

and
c∗∗λ := inf

u ∈ H1
A,VP

(RN ,C)\{0}
max
t≥0

JA,VP (tu).

Proof. From the first part of the lemma 13 we have

max
t≥0

JA,VP (tu) = JA,VP (tuu).

In this way, it follows that
c∗∗λ = c∗λ

since tuu ∈MA,V .
Consider u ∈MA,V and

g(t) := JA,VP (tu).

We have

g(t) =
1

2
‖tu‖2

A,VP
− λ

2p
B(tu)− 1

2 · 2∗α
D(tu)

=
t2

2
‖u‖2

A,VP
− λt2p

2p
B(u)− t2·2

∗
α

2 · 2∗α
D(u).

So, since u ∈MA,VP , we have

g′(t) = t‖u‖2
A,VP
− λt2p−1B(u)− t2·2∗α−1D(u)

= t[λB(u) +D(u)]− λt2p−1B(u)− t2·2∗α−1D(u)

= tλB(u) + tD(u)− λt2p−1B(u)− t2·2∗α−1D(u)

=
(
tλ− λt2p−1

)
B(u) +

(
t− t2·2∗α−1

)
D(u).

Moreover, since u ∈MA,VP , it follows that u 6= 0 and, consequently, B(u) 6= 0 and D(u) 6= 0.
We also have

� g′(1) = 0

� g′(t) > 0 if t ∈ (0, 1) and g′(t) < 0 if t > 1.
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So, the function g has a single maximum point that is reached in t = 1. Then

max
t≥0

JA,VP (tu) = JA,VP (u). (B.5)

Choose t0 ∈ R and ū = t0u such that JA,VP (ū) < 0. (Observe that Lemma (9) guarantees that
JA,V (tu) < 0 for t sufficiently large). So, γ̄(t) = tū ∈ Γ, what implies, from (B.5), that

cλ = inf
γ∈Γ

max
t ∈ [0,1]

JA,VP (γ(t)) ≤ max
t ∈ [0,1]

JA,VP (γ̄(t))

= max
t ∈ [0,1]

JA,VP (tū)

= max
t ∈ [0,1]

JA,VP (tt0u)

≤ max
t≥0

JA,VP (tu)

= JA,VP (u).

consequently,
cλ ≤ c∗λ.

In the following we are going to show the reverse inequality.
Let (un) a sequence a (PS)cλ satisfying (1.8). Since (un) is bounded (see Lemma 12) we

conclude that J ′A,VP (un)un → 0, as n → ∞, moreover, from (B.5), for each n ∈ N there exists a
single tn ∈ R+ such that J ′A,VP (tnun)tnun = 0, ∀ n, that is, tnun ∈MA,V . Consequently, we have

‖un‖2
A,VP

= λt2(p−1)
n B(un) + t2(2∗α−1)

n D(un), ∀ n. (B.6)

We claim that tn does not converge to 0; otherwise, from boundedness of B(un) and D(un), by
using (B.6), we would have ‖un‖A,VP → 0, as n→∞, which is impossible since cλ > 0.

Also, tn doens’t converge to infinity due to boundedness of (un). So, the sequence (tn) is
bounded and, going to a subsequence if necessary, there exists t0 ∈ (0,∞)such that tn → t0, as
n→∞.

Since J ′A,VP (un)un → 0, as n→∞, we obtain

‖un‖2
A,VP

= λB(un) +D(un) + o(1), as n→∞. (B.7)

subtracting (B.6) from (B.7) we have

o(1) = λ(t2(p−1)
n − 1)B(un) + (t2(2∗α−1)

n − 1)D(un), as n→∞. (B.8)

Passing to the limit into (B.8) we obtain

λ(t
2(p−1)
0 − 1)l1 + (t

2(2∗α−1)
0 − 1)l2 = 0

where
lim
n→∞

B(un) = l1 > 0 and lim
n→∞

D(un) = l2 > 0.

Therefore, t0 = 1, that is,
tn → 1, as n→∞. (B.9)
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Notice that by (B.9) and recalling that tnun ∈MA,V we have

c∗λ ≤ JA,VP (tnun)

=
t2n
2
‖un‖2

A,VP
− λ

2p
t2pn B(un)− 1

2 · 2∗α
t2·2

∗
α

n D(un)

= t2n

[
1

2
‖un‖2

A,VP
− λ

2p
t2(p−1)
n B(un)− 1

2 · 2∗α
t2(2∗α−1)
n D(un)

]
= t2n

[
JA,VP (un) +

λ

2p

(
1− t2(p−1)

n

)
B(un) +

1

2 · 2∗α

(
1− t2(2∗α−1)

n

)
D(un)

]
= t2nJA,VP (un) + o(1)

= (t2n − 1)JA,VP (un) + JA,VP (un) + o(1).

Passing to the limit we obtain c∗λ ≤ cλ.
This concludes the verification of lemma. 2

Lemma 58
[|u|]s,0 ≤ [u]s,0

for all u ∈ Hs
0,V (R3,C).

Proof. We have

||u(x)| − |u(y)||2 = |u(x)|2 − 2|u(x)u(y)|+ |u(y)|2,

|u(x)− u(y)|2 = |u(x)|2 − 2Re(u(x)u(y)) + |u(y)|2

and
Re(u(x)u(y)) ≤ |u(x)u(y)|

which implies that
|u(x)− u(y)|2 ≥ ||u(x)| − |u(y)||2.

So,

[|u|]2s,0 =

∫
R3

∫
R3

||u(x)| − |u(y)||2

|x− y|3+2s
dxdy ≤

∫
R3

∫
R3

|u(x)− u(y)|2

|x− y|3+2s
dxdy = [u]2s,0

that is,
[|u|]s,0 ≤ [u]s,0.

2

Lemma 59 It holds ∫
R3

∫
R3

|uε(x)|2∗α,s|uε(y)|2∗α,s
|x− y|α

dxdy = 1

and

[uε]s,0 = [u]s,0

for ε > 0.
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Proof. Since

∫
R3

∫
R3

|u(x)|2∗α,s|u(y)|2∗α,s
|x− y|α

dxdy = 1 and 2∗α,s = 6−α
3−2s

, changing the variables we

obtain ∫
R3

∫
R3

|uε(x)|2∗α,s|uε(y)|2∗α,s
|x− y|α

dxdy = ε−(6−α)

∫
R3

∫
R3

|u
(
x
ε

)
|2∗α,s |u

(
y
ε

)
|2∗α,s

|x− y|α
dxdy

= ε−(6−α) · ε6−α
∫
R3

∫
R3

|u(x)|2∗α,s |u(y)|2∗α,s
|x− y|α

dxdy

=

∫
R3

∫
R3

|u(x)|2∗α,s|u(y)|2∗α,s
|x− y|α

dxdy

= 1

and

[uε]
2
s,0 =

∫
R3

∫
R3

|uε(x)− uε(y)|2

|x− y|3+2s
dxdy =

∫
R3

∫
R3

|ε− 3−2s
2 u

(
x
ε

)
− ε− 3−2s

2 u
(
y
ε

)
|2

|x− y|3+2s
dxdy

= ε−3+2s

∫
R3

∫
R3

|u
(
x
ε

)
− u

(
y
ε

)
|2

|x− y|3+2s
dxdy

= ε3+2s · ε−3−2s

∫
R3

∫
R3

|u(x)− u(y)|2

|x− y|3+2s
dxdy

=

∫
R3

∫
R3

|u(x)− u(y)|2

|x− y|3+2s
dxdy

= [u]2s,0

and, so, the lemma is proved.
2

Lemma 60 It holds

Φε(x, y) =
2Re

((
1− eiε(x−y)·A(εx+y

2
)
)
u(x)u(y)

)
|x− y|3+2s

=
2
(
1− cos

(
ε(x− y) · A

(
εx+y

2

)))
u(x)u(y)

|x− y|3+2s

Proof. We have

|u(x)− eiε(x−y)·A(εx+y
2

)u(y)|2 = |eiε(x−y)·A(εx+y
2

)u(y)− u(x)|2

= |u(y)|2 − 2Re
(
eiε(x−y)·A(εx+y

2
)u(y)u(x)

)
+ |u(x)|2

and

|u(x)− u(y)|2 = |u(y)− u(x)|2 = |u(y)|2 − 2Re
(
u(y)u(x)

)
+ |u(x)|2
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So, since u(x) ∈ R, it follows that

|u(x)− eiε(x−y)·A(εx+y
2

)u(y)|2 − |u(x)− u(y)|2 = 2
[
Re
(
u(y)u(x)

)
− Re

(
eiε(x−y)·A(εx+y

2
)u(y)u(x)

)]
= 2Re

(
u(y)u(x)− eiε(x−y)·A(εx+y

2
)u(y)u(x)

)
= 2Re

((
1− eiε(x−y)·A(εx+y

2
)
)
u(y)u(x)

)
= 2Re

((
1− eiε(x−y)·A(εx+y

2
)
)
u(x)u(y)

)
.

Moreover, since

1− eiε(x−y)·A(εx+y2 ) = 1− cos

(
ε(x− y) · A

(
ε
x+ y

2

))
− i sin

(
ε(x− y) · A

(
ε
x+ y

2

))
,

follows that(
1− eiε(x−y)·A(εx+y

2
)
)
u(x)u(y) =

[
1− cos

(
ε(x− y) · A

(
ε
x+ y

2

))]
u(x)u(y)

− i
[
sin

(
ε(x− y) · A

(
ε
x+ y

2

))]
u(x)u(y)

which implies that

|u(x)− eiε(x−y)·A(εx+y
2

)u(y)|2 − |u(x)− u(y)|2 = 2

[
1− cos

(
ε(x− y) · A

(
ε
x+ y

2

))]
u(x)u(y)

and prove the lemma.

Lemma 61 It holds
[uε]

2
s,A ≤ [Uε]

2
s,A +O(ε3−2s) (B.10)

and
[Uε]

2
s,A ≤ [u∗]2s,0 +O(ε2). (B.11)

Proof. Initially, we are going to prove (B.10). For this, condider the assertions below.

Claim 1. Let % > 0 be. If x ∈ Bc
%, then

|uε(x)| ≤ |Uε(x)| ≤ Cε(3−2s)/2

for any ε > 0 and for some positive constant C = C(%, s).
In fact, if x ∈ Bc

% we get

|Uε(x)| ≤ Cε−(3−2s)/2

(
1 +

(
%

εS1/(2s)
s

)2
)−(3−2s)/2

≤ Cε(3−2s)/2.
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Since 0 ≤ ψ(x) ≤ 1 for all x ∈ R3 so Claim 1 follows.

Claim 2. Let % > 0 be. If x ∈ Bc
% then

|∇uε(x)| ≤ Cε(3−2s)/2

for any ε > 0 and for some positive constant C = C(%, s).
In fact, first of all we observe that, for any |z| ≥ %, we have that(

1 +
∣∣∣z
ε

∣∣∣2)−(3−2s)/2

+
|z|
ε2

(
1 +

∣∣∣z
ε

∣∣∣2)−1−(3−2s)/2

≤
(

1 +
∣∣∣z
ε

∣∣∣2)−(3−2s)/2

+
1

%

∣∣∣z
ε

∣∣∣2(1 +
∣∣∣z
ε

∣∣∣2)−1−(3−2s)/2

≤
(

1 +
1

%

)(
1 +

∣∣∣z
ε

∣∣∣2)−(3−2s)/2

≤
(

1 +
1

%

)(
1 +

∣∣∣%
ε

∣∣∣2)−(3−2s)/2

(B.12)

≤
(

1 +
1

%

)(
ε

%

)3−2s

From (2.12) and considering εS1/(2s)
s in (B.12), we have that, for any x ∈ Bc

%,

|∇uε(x)| ≤Cε−(3−2s)/2

(1 +

∣∣∣∣ x

εS1/(2s)
s

∣∣∣∣2
)−(3−2s)/2

+
1

εS1/(2s)
s

∣∣∣∣ x

εS1/(2s)
s

∣∣∣∣
(

1 +

∣∣∣∣ x

εS1/(2s)
s

∣∣∣∣2
)−1−(3−2s)/2


≤ Cε−(3−2s)/2 · ε3−2s = Cε(3−2s)/2,

which proves Claim 2.

Claim 3. Let δ be as in (2.11). Then for any ε > 0 and for some constant C = C(δ, s) it follow

a) For any x ∈ R3 and y ∈ Bc
δ with |x− y| ≤ δ

2
,

|uε(x)− uε(y)| ≤ Cε
3−2s

2 |x− y|. (B.13)

b) For any x, y ∈ Bc
δ

|uε(x)− uε(y)| ≤ Cε
3−2s

2 min{1, |x− y|}, (B.14)

and
|uε(x)− ei(x−y)·A(x+y

2
)uε(y)| ≤ Cε

3−2s
2 min{1, |x− y|}. (B.15)
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Proof of assertion a): Let x ∈ R3 and y ∈ Bc
δ with |x− y| ≤ δ

2
, and let z be any point on the

segment joining x and y, that is, z = (1− t)x+ ty for some t ∈ [0, 1]. Then

|z| = |y + t(x− y)| ≥ |y| − t|x− y| ≥ δ − t (δ/2) ≥ δ/2.

This and Claim 2 (considering % = δ/2) imply that |∇uε(z)| ≤ Cε(3−2s)/2; so, by mean value
inequality, see e.g [34, Theorem 5.1],

|uε(x)− uε(y)| ≤ Cε
3−2s

2 |x− y|,
which proves (B.13).

Proof of assertion b): Let x, y ∈ Bc
δ . If |x− y| ≤ δ/2, then b) follows from a).

Suppose |x− y| > δ/2. Then, by Claim 1 (considering % = δ) we have

|uε(x)− uε(y)| ≤ |uε(x)|+ |uε(y)| ≤ Cε(3−2s)/2,

which proves (B.14).
Now, we show (B.15).
Since A is bounded, there exists C > 0 such that∣∣∣ei(x−y)·A(x+y

2
) − 1

∣∣∣ ≤ C min{1, |x− y|}. (B.16)

Then, by claim 1, claim 3 (here, in particular, we use (B.14)) and (B.16), we obtain∣∣∣uε(x)− ei(x−y)·A(x+y
2

)uε(y)
∣∣∣ ≤ ∣∣∣ei(x−y)·A(x+y

2
) − 1

∣∣∣ |uε(x)|+ |uε(x)− uε(y)|

≤ Cε
3−2s

2 min{1, |x− y|},
which proves (B.15). So, Claim 3 is proved.

Set

L =

{
(x, y) ∈ R3 × R3 : x ∈ Bδ, y ∈ Bc

δ and |x− y| ≤ δ

2

}
,

and

G =

{
(x, y) ∈ R3 × R3 : x ∈ Bδ, y ∈ Bc

δ and |x− y| > δ

2

}
,

where δ is as in (2.11).
By (2.12) we have that

[uε]
2
s,A =

∫
R3

∫
R3

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy

=

∫
Bδ

∫
Bδ

|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)|2

|x− y|3+2s
dxdy

+

∫
Bδ

∫
Bδ

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy (B.17)

+ 2

∫
L

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy

+ 2

∫
G

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy
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By (2.11) (η|Bc2δ = 0 ) and Claim 3 (here, in particular, we use (B.15) we have∫
Bcδ

∫
Bcδ

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy ≤ Cε3−2s

∫
B2δ

∫
B2δ

min{1, |x− y|2}
|x− y|3+2s

dxdy

≤ Cε3−2s

(∫
|x|<2δ

|x−y|<1

|x− y|2

|x− y|3+2s
dxdy+ (B.18)∫

|x|<2δ

|x−y|≥1

1

|x− y|3+2s
dxdy

)
= O(ε3−2s).

For (x, y) ∈ L, by claim 1, claim 3 (Here, in particular, we use (B.13)) and (B.16), we have∣∣∣uε(x)− ei(x−y)·A(x+y
2

)uε(y)
∣∣∣ ≤ |uε(x)− uε(y)|+

∣∣∣ei(x−y)·A(x+y
2

) − 1
∣∣∣ |uε(y)|

≤ |uε(x)− uε(y)|+ C|x− y|ε
3−2s

2 (B.19)

≤ Cε
3−2s

2 |x− y|.

Then, by (B.19), we obtain that∫
L

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy ≤ Cε3−2s

∫
|x|<δ
|x−y|≤ δ

2

|x− y|2

|x− y|3+2s
dxdy (B.20)

= O(ε3−2s),

as ε→ 0.
Now, in (B.17) it remains to estimate the integral on G, that is,∫

G

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy. (B.21)

For this, recalling that uε(x) = Uε(x) for any x ∈ Bδ thanks to (2.12), we note that, for any
(x, y) ∈ G,

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2 = |Uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

= |(Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)) + (Uε(y)− uε(y))|2

≤ |Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)|2 + |Uε(y)− uε(y))|2

+ 2|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)||Uε(y)− uε(y))|,

so that∫
G

|uε(x)− ei(x−y)·A(x+y
2

)uε(y)|2

|x− y|3+2s
dxdy ≤

∫
G

|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)|2

|x− y|3+2s
dxdy

+

∫
G

|Uε(y)− uε(y))|2

|x− y|3+2s
dxdy (B.22)

+ 2

∫
G

|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)||Uε(y)− uε(y))|
|x− y|3+2s

dxdy
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Hence, in order to estimate (B.21), we bound the last two terms in the right-hand side of
(B.22).

By claim 1 (here used with % = δ), we obtain∫
G

|Uε(y)− uε(y))|2

|x− y|3+2s
dxdy ≤

∫
G

(|Uε(y)|+ |uε(y)|)2

|x− y|3+2s
dxdy

≤ 4

∫
G

U2
ε (y)

|x− y|3+2s
dxdy (B.23)

≤ Cε3−2s

∫
x∈Bδ
|x−y|> δ

2

1

|x− y|3+2s
dxdy

= Cε3−2s

∫
|ζ|<δ

dζ

∫
|ξ|> δ

2

|ξ|−3−2sdξ

= O(ε3−2s).

as ε→ 0.
Now, we are going to estimate the last term in the right-hand side of (B.22).
Recalling (2.12) and claim 1 it follows∫

G

|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)||Uε(y)− uε(y))|
|x− y|3+2s

dxdy ≤ 2

∫
G

Uε(x)Uε(y) + U2
ε (y)

|x− y|3+2s
dxdy.

By (2.12) (which is valid for any x ∈ R3) and Claim 1, we have

|Uε(x)||Uε(y)| ≤ C

(
1 +

∣∣∣∣ x

εS1/(2s)
s

∣∣∣∣2
)−(3−2s)/2

(B.24)

for any (x, y) ∈ G. So, by using the shorthand notation

δε := δ/(εS1/2s
s )

and the change of variable z := x/(εS1/2s
s ) and w := x − y, observing that since B1 ⊂ Bδε as
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ε→ 0 and recalling that s ∈ (3
4
, 1), up to remaning C, by (B.24), it follows that∫

G

|Uε(x)||Uε(y)|
|x− y|3+2s

dxdy ≤ C

∫
G

(
1 +

∣∣∣∣ x

εS1/(2s)
s

∣∣∣∣2
)−(3−2s)/2

|x− y|−(3+2s)dxdy

= Cε3

∫
z∈Bδε
|w|> δ

2

(1 + |z|2)−(3−2s)/2|w|−(3+2s)dzdw

= Cε3

∫
z∈Bδε

(1 + |z|2)−(3−2s)/2dz

= Cε3

[∫
z∈B1

(1 + |z|2)−(3−2s)/2dz +

∫
z∈Bδε\B1

(1 + |z|2)−(3−2s)/2dz

]
(B.25)

≤ Cε3

[∫
z∈B1

|z|−(3−2s)dz +

∫
z∈Bδε\B1

|z|−(3−2s)dz

]

= Cε3

[
1/(2s) +

∫ δ/(εSs)1/(2s)

1

r−(3−2s)+2dr

]
= Cε3 · (ε−2s) = O(ε3−2s),

as ε→ 0.
On other hand, by claim 1, we have∫

G

U2
ε (y)

|x− y|3+2s
dxdy ≤ Cε3−2s

∫
x∈Bδ,y∈Bδ
|x−y|> δ

2

1

|x− y|3+2s
dxdy (B.26)

= O(ε3−2s).

as ε→ 0.
So, by (B.25) and (B.26) we have∫

G

|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)||Uε(y)− uε(y))|
|x− y|3+2s

dxdy ≤ O(ε3−2s) (B.27)

Finally by (B.17), (B.18), (B.20), (B.22), (B.23) and (B.27) we have

[uε]
2
s,A ≤

∫
Bδ

∫
Bδ

|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)|2

|x− y|3+2s
dxdy

+ 2

∫
G

|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)|2

|x− y|3+2s
dxdy +O(ε3−2s)

≤
∫
R3

∫
R3

|Uε(x)− ei(x−y)·A(x+y
2

)Uε(y)|2

|x− y|3+2s
dxdy +O(ε3−2s)

as ε→ 0, which proves (B.10)

81



Now, we are going to prove (B.11).
We have

[Uε]
2
s,A = ε−(3−2s)

∫
R3

∫
R3

|u∗(x
ε
)− ei(x−y)·A(x+y

2
)u∗(y

ε
)|2

|x− y|3+2s
dxdy

=

∫
R3

∫
R3

|u∗(x)− eiε(x−y)·A(εx+y
2

)u∗(y)|2

|x− y|3+2s
dxdy

=

∫
R3

∫
R3

u∗2(x) + u∗2(y)

|x− y|3+2s
dxdy

−
∫
R3

∫
R3

2u∗(x)u∗(y) cos
(
ε(x− y) · A(εx+y

2
)
)

|x− y|3+2s
dxdy.

Let (un) ⊂ C∞c (R3,R) such that

un → u∗ as n→∞.

(The sequence (un) exists since C∞c (R3,R) is dense in Hs(RN ,R) - See [1, Theorem 7.38]).
Since

[un]2s,0 =

∫
R6

un(x)2 + un(y)2 − 2un(x)un(y)

|x− y|3+2s
dxdy

we have

[Uε]
2
s,A − [un]2s,0

=

∫
R3

∫
R3

2
(
1− cos

(
ε(x− y) · A(εx+y

2
)
))
un(x)un(y)

|x− y|3+2s
dxdy

:=

∫
R3

∫
R3

Φε(x, y) dxdy =

∫
Kn×Kn

Φε(x, y) dxdy,

(B.28)

whereKn is the compact support of un. For ε small and x, y ∈ Kn, it follows from the boundedness
of A that

1− cos

(
ε(x− y) · A

(
ε
x+ y

2

))
≤ ε2|x− y|2.

Moreover, noticing that |x− y| is bounded for x, y ∈ Kn, we have

1− cos

(
ε(x− y) · A

(
ε
x+ y

2

))
≤ Cε2.

Therefore, since (un) is bounded, there exists C > 0 such that

|Φε,n(x, y)| ≤


Cε2

|x− y|1+2s
if |x− y| < 1

Cε2

|x− y|3+2s
if |x− y| ≥ 1
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So,∫
Kn

∫
Kn

Φε,n(x, y) dxdy =

∫
(Kn×Kn)∩{|x−y|<1}

Φε,n(x, y) dxdy +

∫
(Kn×Kn)∩{|x−y|≥1}

Φε,n(x, y) dxdy

≤ Cε2

∫
Kn

dw

∫
{|z|<1}

1

|z|1+2s
dz + Cε2

∫
Kn

dw

∫
{|z|≥1}

1

|x− y|3+2s
dz

(B.29)

= O(ε2).

Hence, by (B.28) and (B.29) we have

[Uε]
2
s,A ≤ [un]2s,0 +O(ε2)

for all n, and taking the limit as n→∞ we have (B.11). Therefore the lemma is proved. 2
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elliptiques, Springer-Verlag, Berlin, 1993, ISBN: 2-287-00410-6.

[34] E.L, Lima: Análise no espaço RN . Rio de Janeiro: IMPA, 2 ed., 2013.

[35] E.H. Lieb and M. Loss: Analysis, 2nd. edition, Graduate Studies in Mathematics, vol. 14,
American Mathematical Society, Providence, RI, 2001, ISBN: 0-8218-2783-9.

[36] E.H. Lieb, Sharp constants in the Hardy–Littlewood–Sobolev and related inequalities, An-
nals Math. 118 (1983), 349-374.

[37] X. Mingqi, P. Pucci, M. Squassina, B. Zhang, Nonlocal Schrödinger–Kirchhoff equations
with external magnetic field, Discrete Contin. Dyn. Syst. 37(3) (2017) 1631–1649.

[38] O.H. Miyagaki: On a class of semilinear elliptic problem in RN with critical growth, Non-
linear Anal. 29 (1997), no. 7, 773–781.

[39] V. Moroz and J. Van Schaftingen: Groundstates of nonlinear Choquard equations: Hardy-
Littlewood-Sobolev critical exponent, Commun. Contemp. Math. 17 (2015), no. 5, 1550005,
12 pp.

[40] V. Moroz and J. Van Schaftingen: Semi-classical states for the Choquard equation, Calc.
Var. Partial Differential Equations 52 (2015), no. 1-2, 199–235.

[41] V. Moroz and J. Van Schaftingen: A guide to the Choquard equation, J. Fixed Point Theory
Appl. 19 (2017), no. 1, 773–813.

[42] T. Mukherjee and K. Sreenadh: Fractional Choquard equation with critical nonlinearities,
NoDEA Nonlinear Differential Equations Appl. 24 (2017), no. 6, Paper No. 63, 34 pp.

[43] T. Mukherjee and K. Sreenadh: On concentration of least energy solutions for magnetic
critical Choquard equations, J. Math. Anal. Appl. 464 (2018), no. 1, 402–420.

[44] P. H. Rabinowitz: On a class of nonlinear Schrödinger equations, Z. Angew. Math. Phys. 43
(1992), no. 2, 270–291.

[45] R. Servadei and E. Valdinoci, The Brezis-Nirenberg result for the fractional laplacian, Trans.
Amer. Math. Soc., 367 (2015) 67–102.

[46] Z. Shen, F. Gao and M. Yang: Multiple solutions for nonhomogeneous Choquard equation
involving Hardy-Littlewood-Sobolev critical exponent, Z. Angew. Math. Phys. 68 (2017),
no. 3, Art. 61, 25 pp.

86



[47] M. Yang, Y. Wei, Existence and multiplicity of solutions for nonlinear Schrödinger equations
with magnetic field and Hartree type nonlinearities, J. Math. Anal. Appl. 403(2) (2013)
680–694.

[48] M. Willem: Minimax Theorems, Progress in Nonlinear Differential Equations and their
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