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Abstract

The notion of generalized entropy (introduced by Correa and Pujals, [3]) extends

the classical notion of entropy and it is a useful tool to study dynamical systems

with zero topological entropy. On the other hand, Hauseux and Le Roux ([5])

studied the polynomial entropy of the wandering part of an invertible dynamical

system on a compact metric space. In this work, we study wandering dynamics

from the perspective of generalized entropy. We construct examples with arbitrarily

generalized entropy (in its proper context). And we also classify the generalized

entropy of maps on the sphere with �nite non-wandering points.

Keywords: Generalized entropy. Wandering dynamics. Brouwer homeomorphisms.



Resumo

A noção de entropia generalizada (introduzida por Correa e Pujals, [3]) estende a

noção clássica de entropia e é uma ferramenta útil para estudar sistemas dinâmicos

com entropia topológica nula. Por outro lado, Hauseux e Le Roux ([5]) estudaram

a entropia polinomial da parte errante de um sistema dinâmico invertível em

um espaço métrico compacto. Neste trabalho, estudamos a dinâmica errante

sob a perspectiva da entropia generalizada. Construímos exemplos com entropia

generalizada arbitrária (em um contexto especí�co). E também classi�camos a

entropia generalizada de mapas na esfera com �nitos pontos não-errantes.

Palavras-chave: Entropia generalizada. Dinâmicas errantes. Homeomor�smos de

Brouwer.
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Introduction

It is a classical question to estimate the complexity of a dynamical system,

although it could be not simple in many cases. A traditional tool to do this is

the topological entropy. In a sense, the topological entropy describes in a crude but

suggestive way the total exponential complexity of the orbit structure with a single

number.

One often distinguishes between systems with zero topological entropy and

systems with positive topological entropy and there are several criteria to prove

that a given system has a positive topological entropy. Even if there is no criterion

for a system to have zero entropy (unless being an isometry or contracting), there

are several well-known zero entropy continuous systems: for instance the harmonic

and anharmonic oscillators, the simple pendulum, homeomorphisms of the circle,

elliptic billiards, and cylindrical cascades.

Although all these systems have the same topological entropy, it seems obvious

that the harmonic oscillator is simpler than the anharmonic one which is simpler

than the simple pendulum. In the same way, a rotation on the circle is simpler

than a homeomorphism that possesses both periodic and wandering points, and

�nally circular billiard looks simpler than any other elliptic billiards. It is therefore

a natural question to estimate the complexity of such systems more precisely. And

it is in this context that became necessary to consider an invariant that detects a

complexity of systems that are not distinguished by topological entropy.

To do this, we start to consider no longer an exponential measure of the

complexity, as the topological entropy, but a polynomial measure of the complexity.

In this direction, Marco introduced the concept of polynomial entropy in the

framework of integrable Hamiltonian systems (see [11], [12]). The polynomial

entropy evaluates the polynomial growth rate of the number of orbits that one

needs to know to understand the entire set of orbits within a given precision. As

an application, one sees that the polynomial entropy of the harmonic oscillator is

smaller than that of the anharmonic oscillator which is smaller than that of the

simple pendulum.
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In this direction, Labrousse studied the polynomial entropy of circle homeomor-

phisms and torus �ows and showed that circle homeomorphisms have polynomial

entropy 0 or 1 and that the value 0 characterizes the conjugacy classes of rotations

(see [8], [9], [10]). She also studied the polynomial entropy of geodesic �ows for

Riemannian metrics on the two-torus: in a work with Patrick Bernard, they showed

that the geodesic �ow has polynomial entropy 1 if and only if the torus is isometric

to a �at torus (see [2]).

Also, Artigue, Carrasco-Olivera, and Monteverde in [1] construct a homeomor-

phism on a compact metric space with vanishing polynomial entropy that it is not

equicontinuous. And, they give examples with arbitrarily small polynomial entropy.

Finally, Hauseux and Le Roux, in [5], proposed to study the polynomial entropy

of the wandering part of dynamical systems. They show that the polynomial

entropy localizes near certain �nite sets, and that it may be computed by a

simple dynamical coding. In this thesis, we extend the approach presented by

Hauseux and Le Roux and it will be very useful for our purposes. In their work,

they also compute the polynomial entropy of Brouwer homeomorphisms (�xed

point free orientation preserving homeomorphisms of the plane) and showed that

a Brouwer homeomorphism has wandering polynomial entropy 1 if and only if

it is conjugated to a translation. None Brouwer homeomorphism has wandering

polynomial entropy in the interval (1, 2). And, for every α ∈ [2,+∞] there exists a

Brouwer homeomorphism fα with wandering polynomial entropy α.

Kati¢ and Peri¢, in [6], adapted the construction from Hauseux and Le Roux ([5])

to obtain a method for computing the polynomial entropy for a continuous map with

�nitely many non-wandering points. They compute the maximal cardinality of a

singular set of Morse negative gradient systems and apply this method to compute

the polynomial entropy for Morse gradient systems. It is crucial to observe that

they impose an important restriction on the dynamics which is the singularity index

0, [n/2] and n. The problem of polynomial entropy, even for Morse-Smale gradients,

has not been solved yet. In this thesis, we also adapt the approach from Hauseux and

Le Roux for non-wandering sets with �nite points. However, we choose a di�erent

method from Kati¢ and Peri¢, which allows us to consider more general cases.

In another direction, Correa and Pujals, in [3], constructed the complete set of

orders of growth and de�ne on it the generalized entropy of a dynamical system.

With this object, they provide a framework where it is possible to study the

separation of orbits of a map beyond the scope of exponential or polynomial growth.

Consider the space of non-decreasing sequences O. We say that two sequences

in O are related if they both have the same order of growth. Then, we consider the
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quotient space O, which is called the space of orders of growth. There is in O a

notion of a order of growth being faster than another. This concept de�nes a partial

order in O. For the purposes this space was developed, it would be useful that

�limits� could be taken and therefore, it needs to be completed. Then, we consider

now O the Dedekind - MacNeille completion of O. This is the smallest complete

lattice which contains O. The space O is the complete set of orders of growth. (This

construction was introduced in [3] and will be presented in details in section 1.1).

Let us present now the generalized entropy of a map. Consider a continuous

map f , de�ned in a compact metric space. As in the case of topological entropy

or polynomial entropy, we consider the cardinality of the minimal (n, ε)-generator

sets, g(f, ε, n). If we �x ε > 0, then g(f, ε, n) is an increasing sequence of natural

numbers, so gf,ε(n) := g(f, ε, n) ∈ O. We consider the elements [gf,ε(n)] in O, and

the generalized entropy of f , o(f), is de�ned as the supremum of the set {[gf,ε(n)] ∈
O : ε > 0}, that is o(f) ∈ O.

The generalized entropy is a topological invariant, and coincides with the

topological entropy of a map in the following sense: the exponential orders of growth

are the set E = {[exp(tn)]; t ∈ (0,∞)} ⊂ O. The classical notion of topological

entropy is the projection of the generalized entropy into the family of exponential

orders of growth. Another important family that we consider in O is the polynomial

orders of growth, that are the set P = {[nt]; t ∈ (0,∞)} ⊂ O. The projection of the

generalized entropy of a map over the family P provides us the polynomial entropy

of such map.

We present here a simple representation of the set of the generalized entropies

of continuous maps:

The de�nition of generalized entropy, some properties, and how it is related to

the classical topological entropy and polynomial entropy will be presented in details

in section 1.2.

In this context of generalized entropy, Correa and Pujals studied, in [3], the

space of homeomorphisms of the circle, and presented a method to distinguishes

such homeomorphisms. With this, they showed that generalized entropy can give us
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information about maps that are indistinguishable by classical topological entropy.

Furthermore, they constructed examples of cylindrical cascades with arbitrarily slow

generalized entropy, namely for every o ∈ O they present a cylindrical cascade f

such that 0 < o(f) ≤ o. They showed that for the family of cylindrical cascades,

polynomial entropy is not su�cient.

In this thesis, we translate and extend to the context of orders of growth and

generalized entropy the results of Hauseux and Le Roux. We de�ne wandering

generalized entropy, ow(f), and show that we can calculate it using the approach

of coding and singular sets as presented in [5]. Furthermore, we show that we can

use such techniques in the context where the non-wandering set is not just a �xed

point, but a �nite set.

We extend the construction of Hauseux and Le Roux to obtain a Brouwer

homeomorphism whose wandering polynomial entropy coincides with the entropy

of the homeomorphisms in their context, but whose wandering generalized entropy

is di�erent. It is important to point out that in order to calculate the entropy of

Brouwer homeomorphisms we compactify the plane by adding the point at in�nity

to obtain a compact metric space (S2). We show that:

Theorem A. For every L ≥ 2, there exists a Brouwer homeomorphism f with

ow(f) = [nL · log n].

Such Brouwer homeomorphism has wandering polynomial entropy equals to

hpol(f) = L, for any integer L ≥ 2, which is equivalent to [nL], not [nL · log n]. With

this, we can see that polynomial entropy is not enough to characterize Brouwer

homeomorphisms.

Then, we use this to construct Brouwer homeomorphisms with, in some way,

arbitrary generalized entropy. In, [3], Correa and Pujals propose a question about

the realization of orders of growth. They ask: if given H a family of dynamical

systems such that oi = inf{o(f); f ∈ H} and os = sup{o(f); f ∈ H}, does for every
oi < o < os exists f ∈ H such that o(f) = o?

In our case, we consider the family of homeomorphisms H = {f : S2 →
S2; Ω(f) = {∞}}. In particular, this family contains the compacti�cation of

Brouwer homeomorphisms. And for such family, we give an answer to their question.

Let us consider O the set of orders of growth that are supremum of countable sets

in O. It is enough consider O, because if f is a continuous map, then its generalized

entropy satis�es o(f) ∈ O. From Hauseux and Le Roux work, we infer that the

wandering generalized entropy of a translation is the linear order, [n]. And for every
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f ∈ H that is not conjugated to the translation, we have [n2] ≤ o(f) ≤ supP.

Theorem B. Let o ∈ O with [n2] ≤ o ≤ supP. Then there exists f ∈ H such that

o(f) = o.

We can represent the set of the generalized entropies of the family H in the

following �gure. The horizontal line represents the family of polynomial orders of

growth, P.

Although the compacti�cation of the translations belongs to the family H,
theorem A answer positively the question proposed by Correa and Pujals. Theorem

A is also a generalization in the context of orders of growth and generalized entropy

of the results of Hauseux and Le Roux, in [5].

Generalized entropy is a very sensitive tool. There exists many examples where

o(f,Ω(f)) < o(f). For instance, if f ∈ H, then we have o(f,Ω(f)) = 0 with

o(f) > 0. Also, in [3], Correa and Pujals presented a map such that o(f,Rec(f)) ≤
o(f,Ω(f)) ≤ o(f). This does not happen with topological entropy, since we have

htop(f,Ω(f)) = htop(f), as a consequence from the variational principle. This means

that o(f) can detect the separation of orbits in places where topological entropy can

not, like in the wandering set. One natural question is why does this leap happen?

And moreover, how can we mensurate it?

A classical way to compute the topological entropy of a map is through the

coding of the itinerary of the orbits. For instance, if the map is an Axiom A, then

we use Markov partitions. Now, for the context where htop(f) = 0, we believe that

Hauseux and Le Roux ([5]) approach is the right way to codify the dynamics in the

wandering set. To prove theorems A and B, the techniques of coding and singular

sets are used in a context where f is such that the non-wandering set contains only

one �xed point. However, we show that such techniques allow us to compute the

generalized entropy in the context where the non-wandering set is �nite. For the

family of homeomorphisms H′ = {f : S2 → S2; Ω(f) = {y1, y2, · · · , yk}} we have

the following theorem:

Theorem C. The set of the generalized entropies of maps in the family H′ is the

interval from [n2] to supP (in O) and [n].
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Another reason why it is interesting to calculate the entropy when the non-

wandering set is �nite is that we believe this approach can be used to precisely

calculate the entropy of Morse-Smale di�eomorphisms.

This work is structured as follows:

In chapter 1, we present in details the construction of the space of orders

of growth introduced in [3] by Correa and Pujals. We show some of the many

interesting properties of this space. We also present the de�nition of generalized

entropy, how it is related to the classical topological entropy and the polynomial

entropy, and some of its properties.

In chapter 2, we de�ne the wandering generalized entropy and show that it can be

calculated in terms of coding and singular sets, as a generalization of the approach of

Hauseux and Le Roux, in [5]. In this chapter we consider a homeomorphism de�ned

in a compact metric space and such that the non-wandering set contains only one

�xed point.

In chapter 3, we generalize the construction presented by Hauseux and Le Roux,

in [5], to obtain Brouwer homeomorphisms with wandering generalized entropy that

can not be detected by the polynomial entropy. This is the proof of Theorem A.

We extend even more the construction to achieve Brouwer homeomorphisms with,

in some way, arbitrary wandering generalized entropy. This is the proof of Theorem

B.

Finally, in chapter 4, we show that if f is a homeomorphism de�ned in a compact

metric space and such that the non-wandering set is �nite, we also can calculate the

generalized entropy of f in terms of coding and singular sets. And with this we

conclude the proof of Theorem C.



Chapter 1

Generalized entropy

1.1 Orders of growth

Consider the space of non-decreasing sequences in [0,∞),

O = {a : N→ [0,∞) : a(n) ≤ a(n+ 1), ∀n ∈ N}.

We de�ne a relation ≈ in this space and we say that a ≈ b, for a, b ∈ O, if and
only if there exists c1, c2 ∈ (0,∞) such that c1a(n) ≤ b(n) ≤ c2a(n) for all n ∈ N, or
equivalently lim supn→∞

b(n)
a(n)

<∞ and lim infn→∞
a(n)
b(n)

> 0.

It is easy to see that ≈ is an equivalence relation, that is, it satis�es:

1. (re�exive property) For c = 1 we have a(n) ≤ a(n), then a ≈ a.

2. (symmetric property) If a ≈ b then
1

c1

,
1

c2

satisifes
1

c2

b(n) ≤ a(n) ≤ 1

c1

b(n),

for all n ∈ N, then b ≈ a.

3. (transitive property) If a ≈ b and b ≈ c, let c1, c2, c3, c4 ∈ (0,∞) such that

c1a(n) ≤ b(n) ≤ c2a(n) and c3b(n) ≤ c(n) ≤ c4b(n), for all n ∈ N. Then

c1c3a(n) ≤ c(n) ≤ c2c4a(n), thus a ≈ c.

The meaning for two sequences to be related is that both of them have the same

order of growth. Because of this, the quotient space O = O/≈ is called the space of

orders of growth. If a belongs to O we are going to note [a(n)] the class associated

to a, which is an element of O. If a sequence is de�ned by one formula (for example

n2), then the order of growth associated with it will be represented by the formula

between brackets ([n2] ∈ O).

8



CHAPTER 1. GENERALIZED ENTROPY 9

Since O is the space of orders of growth, there is a clear notion of a order of

growth being faster than another. This concept de�nes a partial order in O which is

formalized through the following construction: given [a(n)], [b(n)] ∈ O we say that

[a(n)] ≤ [b(n)] if there exists C > 0 such that a(n) ≤ Cb(n), for all n ∈ N, or
equivalently lim infn→∞

b(n)
a(n)

> 0.

This partial order is well de�ned because it does not depend on the choices

of the representants a and b. In fact, let â ≈ a and b̂ ≈ b sequences in O, and
a(n) ≤ Cb(n), for some C > 0 and all n ∈ N. Let c1, c2, c3, c4 ∈ (0,∞) such that

c1a(n) ≤ â(n) ≤ c2a(n) and c3b(n) ≤ b̂(n) ≤ c4b(n), then Ĉ = Cc3
c2

> 0 satis�es

Ĉâ(n) ≤ b̂(n), for all n ∈ N.

We have that (O,≤) is a partial order, that means that it satis�es:

1. (Re�exivity) If C = 1, a(n) ≤ a(n), for all n ∈ N, then [a(n)] ≤ [a(n)], for all

[a(n)] ∈ O.

2. (Antisymmetry) If [a(n)] ≤ [b(n)] and [b(n)] ≤ [a(n)], then there exists

C1, C2 > 0 such that a(n) ≤ C1b(n) and b(n) ≤ C2a(n), then 1
C1
a(n) ≤

b(n) ≤ C2a(n), thus a ≈ b and [a] = [b], for [a(n)], [b(n)] ∈ O.

3. (Transitivity) If [a(n)] ≤ [b(n)] and [b(n)] ≤ [c(n)] then there exists C1, C2 > 0

such that a(n) ≤ C1b(n) and b(n) ≤ C2c(n), for all n ∈ N, then a(n) ≤
C1C2c(n), thus [a(n)] ≤ [c(n)], for all [a(n)], [b(n)], [c(n)] ∈ O.

For the purposes this space was developed, it would be useful that �limits� could

be taken and therefore, it needs to be complete. We say that a set L with a

partial order is a complete lattice if every subset A ⊂ L has both an in�mum

and a supremum.

We consider now O the Dedekind - MacNeille completion of O. This is the

smallest complete lattice which contains O. In particular, it is uniquely de�ned and

we will always consider that O ⊂ O. We will also call O the complete set of orders

of growth. Another way to de�ne O is to consider in O the order topology and then

consider the compacti�cation of O respecting the partial order.

Since O is not a complete order, just a partial order, the elements o ∈ O are not

represented in a line. They are going to be represented on the plane. Given o, u ∈ O
if o is to the right of u, then o and u may or may not be comparable but if they are,

u < o. However, if they are on the same horizontal line and o is to the right of u,

then u < o holds. In the �gure 1.1, we have u < o1 and, if u and o2 are comparable,

then u < o2. The orders o1 and o2 are not comparable.
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Figure 1.1: representation of elements of O.

Let us see now a few properties about the space O. These properties do not

depend on the choice of representants.

1. (Sum) If [a(n)], [b(n)] ∈ O, then [a(n)] + [b(n)] := [a(n) + b(n)] ∈ O, where

[a(n) + b(n)] is the class of the sequence a(n) + b(n), for n ∈ N.

2. (Product) If [a(n)], [b(n)] ∈ O, then [a(n)] · [b(n)] := [a(n) · b(n)] ∈ O, where

[a(n) · b(n)] is the class of the sequence a(n) · b(n), for n ∈ N.

3. (Supremum) If [a(n)], [b(n)] ∈ O, then sup{[a(n)], [b(n)]} = [max{a(n), b(n)}] ∈
O.

In fact, we know that [a(n)] ≤ [max{a(n), b(n)}] and [b(n)] ≤ [max{a(n), b(n)}],
then sup{[a(n)], [b(n)]} ≤ [max{a(n), b(n)}]. But, if we suppose

sup{[a(n)], [b(n)]} < [max{a(n), b(n)}],

then there exists [c(n)] ∈ O such that

sup{[a(n)], [b(n)]} < [c(n)] < [max{a(n), b(n)}].

Since sup{[a(n)], [b(n)]} < [c(n)] and by de�nition we have

[a(n)] ≤ sup{[a(n)], [b(n)]},

then [a(n)] ≤ [c(n)], and by the same argument [b(n)] ≤ [c(n)]. Thus must

there exists constants k1, k2 > 0 such that a(n) ≤ k1c(n) and b(n) ≤ k2c(n).

Let k = max{k1, k2}, then we have max{a(n), b(n)} ≤ kc(n), which implies

[max{a(n), b(n)}] ≤ [c(n)], what is a contradiction. Therefore,

sup{[a(n)], [b(n)]} = [max{a(n), b(n)}],

as we wanted.
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4. (Supremum of suprema) If [a(n)], [b(n)], [c(n)], [d(n)] ∈ O, then

sup{sup{[a(n)], [b(n)]}, sup{[c(n)], [d(n)]}} = sup{[a(n)], [b(n)], [c(n)], [d(n)]}.

In fact, we show that sup{∪i∈ΛAi} = sup{supAi; i ∈ Λ}. It is easy to see

that we have sup{∪i∈ΛAi} ≥ ai, for all ai ∈ Ai, for all i ∈ Λ. Then, supAi ≤
sup{∪i∈ΛAi}, for all i ∈ Λ, and then sup{supAi; i ∈ Λ} ≤ sup{∪i∈ΛAi}.
On the other hand, sup{supAi; i ∈ Λ} ≥ supAi, for all i ∈ Λ, and since

supAi ≥ ai, for all ai ∈ Ai, for all i ∈ Λ, we have sup{supAi; i ∈ Λ} ≥ ai, for

all ai ∈ Ai, for all i ∈ Λ, and thus sup{∪i∈ΛAi} ≤ sup{supAi; i ∈ Λ}.

Remark 1.1.1. The property 3, of the supremum, is only true when we consider

the supremum of a �nite set of orders of growth, in otherwise we can have that the

supremum is an element of O, but not an element of O.

There are many other properties of the space of orders of growth that we will

not approach here, but there is another important property that we want to show

in the following lemma:

Lemma 1.1.1. Let B ⊂ O a countable subset of orders of growth, then there exists

a countable and ordered subset A ⊂ O such that

sup(A) = sup(B) ∈ O.

Proof. Let B = {[b1(n)], [b2(n)], · · · , [bk(n)], · · · } ⊂ O, we construct the subset A as

follows:

[a1(n)] = sup{[b1(n)], [b2(n)]} = [max{b1(n), b2(n)}],
[a2(n)] = sup{[a1(n)], [b3(n)]} = sup{sup{[b1(n)], [b2(n)]}, [b3(n)]}

= sup{[b1(n)], [b2(n)], [b3(n)]} = [max{b1(n), b2(n), b3(n)}],
...

[ak(n)] = sup{[ak−1(n)], [bk+1(n)]} = · · · = [max{b1(n), b2(n), · · · , bk+1(n)}],
...

Thus, A = {[a1(n)], [a2(n)], · · · , [ak(n)], · · · } is a subset of O, by property 3 above.

A is clearly a countable subset and it is easy see that it is a ordered set, in fact

[a1(n)] = sup{[b1(n)], [b2(n)]} ≤ sup{[b1(n)], [b2(n)], [b3(n)]}
= [a2(n)] ≤ · · · [ak(n)] ≤ [ak+1(n)] ≤ · · ·
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Let see now that sup(B) = sup(A). Since sup(A) ≥ [ak(n)], for all k ∈ N,
and [aj(n)] ≥ [bj(n)], for all j ≤ k + 1, we have sup(A) ≥ [bj(n)], for all j ∈ N,
then sup(B) ≤ sup(A). On the other hand, sup(B) ≥ [bk(n)], for all k ∈ N, but
[bk(n)] ≤ [ak(n)], for all k, then sup(B) ≥ [ak(n)], for all k ∈ N, and we have

sup(A) ≤ sup(B). Hence, we conclude that A is a countable and ordered subset of

O such that

sup(A) = sup(B),

as we wanted.

Let us consider a special subset in O; the subset of all orders of growth in O that

are supremum of countable sets and we denote it by

O = {o ∈ O; o = sup(B), where B ⊂ O is countable}.

We have O ⊂ O ⊂ O, and we know that the set O is really big and have many

properties that we still do not understand completely.

The subset O is special because the generalized entropy of continuous maps is

always an element in O, which we will show later.

1.2 Generalized entropy

We want now to de�ne the entropy of a dynamical system in the complete space

of orders of growth. We will consider that the notion of topological entropy is a

well-known subject. For more details see, for instance, [7], [13] and [14].

Given (M,d) a compact metric space and f : M → M a continuous map. We

de�ne in M the dynamical metric dfn(x, y) = max{d(fk(x), fk(y)); 0 ≤ k ≤ n − 1},
and we denote the dynamical ball as B(x, n, ε) = {y ∈M ; dfn(x, y) < ε}.

A set G ⊂ M is (n, ε)-generator if M = ∪x∈GB(x, n, ε). By compactness of

M there always exists a �nite (n, ε)-generator set. We de�ne then g(f, ε, n) as the

smallest possible cardinality of a �nite (n, ε)-generator. If we �x ε > 0, then g(f, ε, n)

is an increasing sequence of natural numbers, in fact, dfn(x, y) ≤ dfn+1(x, y) implies

B(x, n+ 1, ε) ⊂ B(x, n, ε), then g(f, ε, n) ≤ g(f, ε, n+ 1), for all natural n.

The sequence gf,ε ∈ O is de�ned by gf,ε(n) = g(f, ε, n). For a �xed n, if ε1 < ε2,

then gf,ε1(n) ≥ gf,ε2(n) and we have [gf,ε1(n)] ≥ [gf,ε2(n)] in O. We consider the set

Gf = {[gf,ε(n)] ∈ O : ε > 0}, and the generalized entropy of f is de�ned by

o(f) = � lim
ε→0

”[gf,ε(n)] = supGf ∈ O.
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We can also develop the generalized entropy through the point of view of (n, ε)-

separated sets. We say that E ⊂ M is (n, ε)-separated if B(x, n, ε) ∩ E = {x}, for
all x ∈ E. We de�ne s(f, ε, n) the maximal cardinality of an (n, ε)-separated set.

Analogously, as with g(f, ε, n), if we �x ε > 0, then we know that s(f, ε, n) is a

non-decreasing sequence of natural numbers. Then, we de�ne the sequence sf,ε ∈ O
by sf,ε(n) = s(f, ε, n). Again, for a �xed n, if ε1 < ε2, thus sf,ε1(n) ≥ sf,ε2(n) and

we have [sf,ε1(n)] ≥ [sf,ε2(n)] in O.

The numbers gf,ε(n) and sf,ε(n) are relationated by the following lemma.

Lemma 1.2.1. Let M a compact metric space and f : M → M a continous map.

Then gf,ε(n) ≤ sf,ε(n) ≤ gf, ε
2
(n), for all n and all ε > 0.

Proof. A maximal (n, ε)-separated set E ⊂ M is a (n, ε)-generator set, in fact,

suppose that there exists y ∈M such that dfn(x, y) ≥ ε for all x ∈ E, then E∪{y} is
a (n, ε)-separated, which is a contradiction with maximality of E. Then, gf,ε(n) ≤
sf,ε(n), for all n and all ε > 0.

Now, let E be a (n, ε)-separated set and G be a (n, ε
2
)-generator set. For each

x ∈M we can associate a g(x) ∈ G such that x ∈ B(g(x), n, ε
2
). If g(x) = g(y), then

dfn(x, y) < ε, since E is (n, ε)-separated, it follows that g is injective on E. Hence

#E ≤ #G, for all E (n, ε)-separated and G (n, ε
2
)-generator, thus sf,ε(n) ≤ gf, ε

2
(n),

for all n and all ε > 0.

If we consider the set Sf = {[sf,ε(n)] ∈ O : ε > 0}, then the generalized entropy

of f can also be de�ned by

o(f) = � lim
ε→0

”[sf,ε(n)] = supSf ∈ O.

Theorem 1.2.1. Let M and N be two compact metric spaces and f : M → M ,

g : N → N two continuous map. Suppose there exists h : M → N a homeomorphism

such that h ◦ f = g ◦ h. Then o(f) = o(g).

Proof. Given ε > 0, consider δ > 0, from the uniform continuity of h, such that

d(x, y) < δ implies dfn(x, y) < ε. Let E ⊂ N be an (n, ε)-separated set of g. We

will show that h−1(E) ⊂ M is an (n, δ)-separated set of f . In fact, suppose that

there exists x, y ∈ h−1(E) such that dfn(x, y) < δ, this is d(fk(x), fk(y)) < δ, for all

0 ≤ k ≤ n− 1. Then d(h(fk(x)), h(fk(y)) < ε, since h conjugates f and g, we have

d(gk(h(x)), gk(h(y)) < ε, for all 0 ≤ k ≤ n − 1, what is a contradiction, since E is

(n, ε)-separated and h(x), h(y) ∈ E.
If E is maximal we have sg,ε(n) = #E = #h−1E ≤ sf,δ(n). Then, for all ε > 0,

there exists δ > 0, and δ → 0 when ε → 0, such that [sg,ε(n)] ≤ [sf,δ(n)], and thus

o(g) ≤ o(f).
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Since h is a homeomorphism we analogously prove that o(f) ≤ o(g) and then we

conclude that o(f) = o(g).

Example 1.2.1. Let Σk = {0, · · · , k − 1}Z be the space of in�nite sequences of

symbols in {0, · · · , k − 1}, equipped with the metric d de�ned as

d(a, b) =
∞∑

n=−∞

|an − bn|
(10k)|n|

,

for a, b ∈ Σk. Then the symetric cylinder Cα
m = {a ∈ Σk; ai = αi, |i| ≤ m}, for

a �nite sequence of symbols α = (α−m, · · · , α0, · · · , αm), coincides with the ball

centered in each a in the cylinder Cα
m with radius εm = 1

2(10k)m
.

Consider the shift σ : Σk → Σk and �x the symbols α−m, · · · , α0, · · · , αm+n, then

the cylinder C(α−m,··· ,αm+n)
(−m,··· ,m+n) coincides with the dynamical ball B(a, n, εm) centered in

each element a in the cylinder, associated with the dynamical metric dσn.

Thus, any two dynamic balls of radius εm are either equal or disjunct, and there

are exactly kn+2m+1 cylinders of type C(α−m,··· ,αm+n)
(−m,··· ,m+n) in Σk. If we consider a cover of

Σk by such dynamical balls, we �nd a (n, ε)-generator set that is minimal and has

cardinality equal to kn+2m+1.

Then,

gσ,εm(n) = kn · k2m+1 = exp(log(kn · k2m+1)) = exp(log kn) · c(m),

where c(m) is a constant which does not depend on n. When we consider the order

of growth associated to such sequence, we have [gσ,εm(n)] = [exp(log k · n)], for all

εm > 0. And we conclude that o(σ) = [exp(log k · n)].

Recalling that the topological entropy of a map is de�ned as

htop(f) = lim
ε→0

lim sup
n→∞

1

n
log(gf,ε(n)).

The natural question is how the generalized entropy is related to topological

entropy. The answer to this question is that the classical notion of topological

entropy is the projection of the generalized entropy into the family of exponential

orders of growth. The exponential orders of growth are the classes of the sequences

{exp(tn)}n∈N where t is a number between 0 and∞. Then, the family of exponential

orders of growth is the set E = {[exp(tn)]; t ∈ (0,∞)} ⊂ O.

Although it is not necessary for now, we take the opportunity to remark that

the elements inf(E) and sup(E) belong to O and are both abstract orders of growth
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which are not realizable by any sequence.

Once we have established the family of exponential growths E, we say how to

compare an element o ∈ O with E. Given o ∈ O we consider the interval IE(o) =

{t ∈ (0,∞); o ≤ [exp(tn)]} ⊂ R. We would like to observe that the order of growth

o might not be comparable to any element of E and therefore the set IE(o) might be

the empty set. In any case, we de�ne the projection πE : O→ [0,∞] as following:

πE(o) =

{
inf(IE(o)), if IE(o) 6= ∅
∞, if IE(o) = ∅

.

Now that we know how to project a order of growth into the family of exponential

orders of growth, we can relate generalized entropy and the classical topological

entropy. This theorem is due to Correa and Pujals, see [3].

Theorem 1.2.2. Let M be a compact metric space and f : M → M a continuous

map. Then, πE(o(f)) = htop(f). And, o(f) ≤ sup(E).

Figure 1.2: theorem 1.2.2: projection over E.

Looking back to the example 1.2.1 we can see that πE(o(σ)) = htop(σ) = log k.

It is important to point out that the projection is into the closure of the set of

indexes that de�ne E and not into E itself. The reason for this is that the set E is

not a closed set. In fact, for every ε > 0, we have

exp((t− ε) · n) <
exp(tn)

n
< exp(tn) < exp(tn) · n < exp((t+ ε) · n),

and when we consider the classes, we see that set E is a discrete set.

Another important family that we consider in O is the polynomial orders of

growth, which are the classes of the sequences {nt}n∈N where t is a number between

0 and ∞. We denote

P = {[nt]; t ∈ (0,∞)} ⊂ O.

Just as happens to the family E, the elements inf P and sup(P) are not elements

in O. They are both abstract orders of growth which belongs to O and are not

realizable by sequences in O. We also have how to compare an element o ∈ O with
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P. Given o ∈ O, we consider the interval IP = {t ∈ (0,∞); o ≤ [nt]} ⊂ R. And we

de�ne a similar projection to the exponential case by πP : O→ [0,∞] as

πP(o) =

{
inf(IP(o)), if IP(o) 6= ∅
∞, if IP(o) = ∅

.

And, with this tool to project orders of growth into the family of polynomial

orders of growth, we can relate generalized entropy with polynomial entropy, as in

Theorem 1.2.2. Before, let us remember that the polynomial entropy of a continuous

map is de�ned as

hpol(f) = lim
ε→0

lim sup
n→∞

log(gf,ε(n))

log n
.

For the de�nition in details, see [12]. The projection of the generalized entropy

of a map f over the family P provides us the polynomial entropy of such map, that

is, πP(o(f)) = hpol(f).

There is an important element of O that deserves our attention. Since O is a

complete lattice, it has a minimum. The interesting is that his minimum is in fact

an element of O and it is the equivalence class of the constant sequence. To simplify

the notation we denote such element by 0.

The maps such that satis�es o(f) = 0 are those where there is none separation

of orbits. Correa and Pujals, [3], in the following theorem tells us which is the class

of such maps. Furthermore, it gives us a condition to obtain at least linear growth.

Theorem 1.2.3. Let M be a compact metric space and f : M → M a continuous

map. Then, o(f) = 0 if and only if f is Lyapunov stable. In addition, if f is a

homeomorphism, and there exists x ∈M such that x /∈ α(x), then o(f) ≥ [n].

The �rst part of theorem 1.2.3, has been proved by Blanchard, Host, and Massin

in [4], where the property o(f) = 0 is called bounded complexity and Lyapunov

stable maps are called equicontinuous. However, Correa and Pujals gave an alternate

proof in [3].

As a corollary of the second part of the theorem 1.2.3, we have:

Corollary 1.2.1. Let f : M →M be a continuous map on a compact metric space.

If o(f) < [n], then every point is recurrent and therefore Rec(f) = Ω(f) = M . In

particular, when M is connected, f has a point x whose w-limit is not a periodic

orbit.

Let us consider again the subset O of all orders of growth in O that are supremum
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of countable sets,

O = {o ∈ O; o = sup(B), B ⊂ O is countable}.

As we said before, this set is special, because it contains the generalized entropy

of continuous maps.

Proposition 1.2.1. {o(f); f is a continuous map} ⊂ O.

Proof. By the de�nition of generalized entropy, we have

o(f) = sup{[gf,ε(n)] ∈ O : ε > 0} = sup{[gf,1/m(n)];m ∈ N} ∈ O.

With all the discussion until here, the set {o(f); f is a continuous map} can be

represented as follows:

Figure 1.3: {o(f); f is a continuous map}.

We end this section by presenting some important properties of classical entropy

which also are veri�ed by generalized entropy. The topological entropy of a map

f is related to the topological entropy of fm, m ≥ 1, by the formula htop(fm) =

m · htop(f). In the polynomial case we have hpol(fm) = hpol(f). For the generalized

entropy, we have:

Proposition 1.2.2. LetM be a compact metric space and f : M →M a continuous

map. The following inequalities hold:

o(f) ≤ o(f 2) ≤ · · · ≤ o(fm) ≤ · · ·

Proof. Observe that df
m

n (x, y) ≤ max{d(f i(x), f i(y)); 0 ≤ i ≤ mn− 1} = dfmn(x, y),

for everym ≥ 1. Then, we have gfm,ε(n) ≤ gf,ε(m·n). On the other hand, by uniform

continuity, for every ε > 0, there exists δ = δ(ε) > 0, such that B(x, δ) ⊂ B(x,m, ε),
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for every x ∈M . Then,

Bfm(x, n, δ) =
n−1⋂
k=0

f−km
(
B(fkm(x), δ)

)
⊂

n−1⋂
k=0

f−km
(
B(fkm(x),m, ε)

)
= Bf (x,m·n, ε),

where Bfm(x, n, δ) represents the dynamical ball with respect the metric df
m

n and

Bf (x,m · n, ε) represents the dynamical ball with respect the metric dfmn. Thus,

gf,ε(m ·n) ≤ gfm,δ(n). And we see that gfm,ε(n) ≤ gf,ε(m ·n) ≤ gfm,δ(n). Since when

ε → 0 we have δ → 0, we see o(fm) ≤ o(f,m) ≤ o(fm), that is o(fm) = o(f,m),

where o(f,m) = sup{[gf,ε(m · n)] ∈ O : ε > 0}.
Since gf,ε is non-decreasing, we have gf,ε(n) ≤ gf,ε(2 ·n) ≤ · · · ≤ gf,ε(m ·n) ≤ · · · .

Therefore,

o(f) ≤ o(f 2) ≤ · · · ≤ o(fm) ≤ · · · ,

as we wanted.

When f is a homeomorphism, we know that htop(f) = htop(f
−1), the same for

the polinomial case. And this property is also true for o(f).

Proposition 1.2.3. Let M be a compact metric space and f : M → M a

homeomorphism, then o(f) = o(f−1).

Proof. If E is an (n, ε)-separated set for f , then fn−1(E) is an (n, ε)-separated set

for f−1. Thus, sf,ε(n) = sf−1,ε(n), and we conclude

o(f) = o(f−1).



Chapter 2

Wandering generalized entropy

2.1 Context and de�nition

Let (W,d) be a metric space, and g : W → W be a homeomorphism. Remember

that a set Y is wandering if gn(Y )∩Y = ∅ for every n 6= 0, and a point is wandering

if it admits a wandering neighborhood. We denote the set of non-wandering points

of g by Ω(g), which is invariant under g.

Let ∼ denote the relation that identi�es every point of Ω(g) at a single point,

which we are going to denote by ∞. Let W̃ = W/∼ denotes the quotient obtained

by such identi�cation and g̃ : W̃ → W̃ the induced homeomorphism. Observe

that every point of W̃ is wandering under g̃, except for the point ∞. The Poincaré

recurrence theorem implies that the only invariant measure for g̃ is the Dirac measure

at the point at ∞, and thus the topological entropy of g̃ vanishes. This motivates

the following de�nition.

De�nition 2.1.1. The wandering generalized entropy of a homeomorphism g : W →
W in a metric space is the generalized entropy of g̃ : W̃ → W̃ . We denote ow(g) =

o(g̃).

The topological space W̃ is metrizable and a natural metric is given by d̃(x, y) =

min{d(x, y), d(x,Ω(g))+d(y,Ω(g))}, if x, y ∈ W̃ \{∞}, and d̃(x,∞) = d(x,Ω(g)) =

inf{d(x, y); y ∈ Ω(g)} otherwise. Thus we are led to study the generalized entropy

of a homeomorphism of a compact metric space whose non-wandering set is reduced

to one single point. This is the setting where we are going to develop the general

theory of the wandering generalized entropy.

Throughout this chapter, X denotes a compact metric space, and ∞ denotes

some given point of X. We consider a homeomorphism f : X → X that �xes ∞

19
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and satis�es that every point except ∞ is a wandering point.

2.2 Coding

Let F be a �nite family of non empty subsets of X \ {∞}. We denote by ∪F
the union of all the elements of F , and by ∞F the complement of ∪F (when there

is no risk of confusion with the point ∞ we will denote it just by ∞). We �x a

positive integer n. Let x = (x0, . . . , xn−1) be a �nite sequence of points in X, and

w = (w0, . . . , wn−1) be a �nite sequence of elements of F ∪ {∞F}. We say that w is

a coding of x, relative to F , if for every k = 0, . . . , n− 1 we have xk ∈ wk. Observe
that if the sets of F are not disjoint we can have several codings for a sequence. We

denote by An(f,F) the set of all codings of all orbits (x, f(x), . . . , fn−1(x)) of length

n. We de�ne the sequence cf,F(n) = #An(f,F) and is easy to see that cf,F ∈ O,
this is, cf,F(n) is a non-decreasing sequence. If F = {Y } we denote cf,F(n) = cf,Y (n).

Example 2.2.1: Let T : R2 → R2 be the translation (x, y) 7→ (x + 1, y). To

�t our setting we �rst compactify the plane by adding the point at in�nity to

get a set X and a map f : X → X such that Ω(f) = {∞}; but since we work

with subsets of X \ {∞} we may identify them with subsets of R2. Let Y be a

compact subset of R2 and let suppose that its diameter is less than 1, then we have

cf,Y (n) = n. Indeed, the elements of An(f, Y ) are exactly all the words of the form

(∞, . . . ,∞, Y,∞, . . . ,∞), thus it contains n elements.

Example 2.2.2: Let A be the linear map (x, y) 7→ (λx, y/λ), where λ > 1, in

the plane. Again, we need to compactify the plane by adding the point at in�nity,

and then identify the point at in�nity and the �xed point 0 to get the set X and

the map f ; and since we work with subsets of X \ {∞} we also may identify them

with subsets of R2 \ {0}. Let Y1, Y2 be two disks, not containing the origin, whose

interiors met respectively the `y' and the `x' axes. To simplify the computation we

assume the disks are small in order to each one does not meet its image under A.

First, we have cf,Y1(n) = cf,Y2(n) = n, as in the example 2.2.1. Next, we have

cf,{Y1,Y2}(n) = n(n−1)/2. Indeed, the elements of An(f, {Y1, Y2}) are exactly all the

words of the form

(∞, . . . ,∞, Y1,∞, . . . ,∞, Y2,∞, . . . ,∞),

and thus it has n(n− 1)/2 elements. Then, we see that [cf,{Y1,Y2}] = [n2].
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x = 0

y = 0

Y1

Y2

Figure 2.1: example 2.2.2.

Example 2.2.3 (Reeb's �ow/Brouwer's counter-example): Consider in the

plane the regions R1 = {(x, y) ∈ R2; y ≥ 1}, R2 = {(x, y) ∈ R2;−1 < y < 1} and
R3 = {(x, y) ∈ R2; y ≤ −1} and the map H : R2 → R2 de�ned as

H|R1 : R1 → R1 , H|R3 : R3 → R3

(x, y) 7→ (x+ 1, y) (x, y) 7→ (x− 1, y)
.

In R2, let us consider the curves γc =
1

(y + 1)(y − 1)
+c, c ∈ R, parametrized by the

arc-lenght, and we de�ne H|R2 such that for every c ∈ R and every pair (x, y) ∈ γc
we have dc((x, y), H(x, y)) = 1, where dc(·, ·) is the distance in γc. The map H

is the time-one of Reeb's �ow (see �gure 2.2) and it is an example of a Brouwer

homeomorphism that is not conjugated to a translation. In fact, for a translation

f , given any compact subset K ⊂ R2, there exists n0 ∈ N such that fn(K)∩K = ∅,
for every n ≥ n0. For H, let K be a line segment joining a point in the line y = 1

to a point in the line y = −1, then we have Hn(K) ∩K 6= ∅, for every n ∈ Z.
Let Y1, Y2 again be two disks, not containing the origin, whose interiors now

meet respectively the lines y = 1 and y = −1. Again, to simplify the computation,

we assume the disks are small in order to each one does not meet its image under

H. By the same argument in the example 2.2.2 we conclude that [cf,{Y1,Y2}] = [n2],

where the map f is the induced map in the compacti�cation of the plane.

y = 1

y = −1

Y1

Y2

Figure 2.2: example 2.2.3.
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The idea of these examples will be generalized with the notion of singular sets

in section 2.4 below.

We have [cf,F(n)] ∈ O and we want to show that the generalized entropy of f

can be calculated as the supremum of [cf,Y (n)] taken among all compact sets Y of

X \ {∞}, formulated in the following proposition.

Proposition 2.2.1. Let X be a compact metric space and f : X → X be a

homeomorphism such that Ω(f) = {∞}. Then

o(f) = sup{[cf,Y (n)];Y ⊂ X \ {∞} is compact} ∈ O.

Remark 2.2.1. Looking back to the examples 2.2.1 and 2.2.3, the proposition 2.2.1

provides us a tool to prove that Brouwer's counter-example is not conjugated to the

translation, since their generalized entropy are not equal.

Before proving the proposition we will show a few properties of [cf,F(n)]. For

every subset Y of X \ {∞} we denote by M(Y ) the maximum number of terms of

an orbit that belongs to Y , M(Y ) = supx∈X #{n; fn(x) ∈ Y }.
Observe that if Y is compact, it may be covered by a �nite number of wandering

open sets, and every orbit intersects a wandering set at most once, thus in this case

M(Y ) is �nite. Also observe that if n is large compared to M(∪F), then most of

the letters of a word in Af,F(n) are equal to∞F . This remark leads to the following

lemma.

Lemma 2.2.1. Let F be a �nite family of subsets of X such that M(∪F) < +∞.

1. (monotonocity) Let F ′ be another �nite family of subsets of X. If each element

of F ′ is included in an element of F , that we will denote F ′ ⊂ F , then

[cf,F ′(n)] ≤ [cf,F(n)].

2. (aditivity)

[cf,∪F(n)] = [cf,F(n)].

3. (wandering aditivity) If F = {Y1, . . . , YL} is such that Y1 ∪ Y2 is wandering,

then

[cf ,F(n)] = sup{[cf,F1(n)], [cf,F2(n)]},

where F1 = {Y1, Y3, . . . , YL} and F2 = {Y2, Y3, . . . , YL}.



CHAPTER 2. WANDERING GENERALIZED ENTROPY 23

Proof. To prove the �rst point, we �x an integer n and de�ne a map Φ fromAn(f,F ′)
to An(f,F) in the following way. Let w′ be a word in An(f,F ′), take x ∈ X such

that w′ is the coding of {x, f(x), . . . , fn−1(x)} relative to F ′, and we choose some

coding Φ(w′) of {x, f(x), . . . , fn−1(x)} relative to F . Let us evaluate the number

of inverse images w′ of some word w in An(f,F). The word w codes the orbit of

some point x relative to F . We have that the ith letter of w is ′∞′ exactly when

f i(x) /∈ ∪F , in which case f i(x) /∈ ∪F ′ and thus the ith letter in w′ has to be ′∞′

also. On the other hand there are at most M(∪F) letters in w which are distinct

from ′∞′, and since w′ is a word on an alphabet consisting of #F ′ + 1 letters, this

gives at most

k = (#F ′ + 1)M(∪F),

possibilities for w′. We deduce that

#An(f,F ′) ≤ k ·#An(f,F),

whence

cf,F ′(n) ≤ k · cf,F(n),

and, since k does not depends on n this gives the inequality [cf,F ′(n)] ≤ [cf,F(n)], as

wanted.

Let us turn to the second point. The �rst point applies to the families F and

{∪F} and provides the inequality [cf,F(n)] ≤ [cf,∪F(n)]. On the other hand, every

word in An(f,∪F) is one word in An(f,F), then cf,∪F(n) ≤ cf,F(n) and thus

[cf,∪F(n)] ≤ [cf,F(n)]. Then,

[cf,∪F(n)] = [cf,F(n)].

Finally we prove the third point. Since Y1∪Y2 is wandering, no word in An(f,F)

contains both letters ′Y ′1 and ′Y ′2 , as a consequence

An(f,F) = An(f,F1) ∪ An(f,F2),

and this is a disjoint union. Thus

cf,F(n) = cf,F1(n) + cf,F2(n)

≤ 2 ·max{cf,F1(n), cf,F2(n)},

then

[cf,F(n)] ≤ [max{cf,F1(n), cf,F2(n)}] = sup{[cf,F1(n)], [cf,F2(n)]}.
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To the reverse inequality, applying the �rst point, we deduce cf,Fi
(n) ≤ cf,F(n), for

i = 1, 2, thus

max{cf,F1(n), cf,F2(n)} ≤ cf,F(n),

then,

sup{[cf,F1(n)], [cf,F2(n)]} = [max{cf,F1(n), cf,F2(n)}] ≤ [cf,F(n)],

which entails the wanted equality.

The following lemma says that we can estimate the order of the growth of the

cardinality of the set of codings relative to a compact subset Y of X \ {∞} in terms

of a family of subsets of Y with controlled diameters. We recall that F ′ ⊂ F means

that each element of the family F ′ is included in an element of the family F , and
saying F ′ is disjoint we mean that its elements are pairwise disjoint.

Lemma 2.2.2. For every compact subset Y of X\{∞}, and every ε > 0 there exists

a �nite family F = {Y1, . . . , YL} of wandering compact subsets of Y with diameters

less than ε, such that

[cf,Y (n)] ≤ sup{[cf,F ′(n)];F ′ ⊂ F is disjoint}.

Proof. Since Y ⊂ X \ {∞}, every point of Y admits a wandering compact

neighborhood, and by compactness, up to disminishing ε, every subset of Y of

diameter less than 2ε is wandering. Again by compactness there is a �nite cover

F = {Y1, . . . , Yk} of Y by wandering compact subsets of Y with diameter less than

ε. Then, for every i, j ∈ {1, . . . , k}, if Yi meets Yj, then Yi ∪ Yj is a wandering set.

And, we have [cf,Y (n)] ≤ [cf,F(n)].

If F is disjoint, since [cf,F ′(n)] ≤ [cf,F(n)] for every F ′ ⊂ F and as

[cf,F(n)] ∈ {[cf,F ′(n)];F ′ ⊂ F is disjoint} we have [cf,F(n)] = sup{[cf,F ′(n)];F ′ ⊂
F is disjoint} and it is proved.

Otherwise we select two distinct elements which intersects, and to simplify the

notation we can name it Y1 and Y2. Then by wandering aditivity

[cf,F(n)] = sup{[cf,F1(n)], [cf,F2(n)]},

where F1 = {Y1, Y3, . . . , Yk} and F2 = {Y2, Y3, . . . , Yk}. If F1 and F2 are both

disjoint, we have

sup{[cf,F1(n)], [cf,F2 ](n)} ≤ sup{[cf,F ′(n)];F ′ ⊂ F is disjoint},
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and any disjoint family F ′ ⊂ F satis�es F ′ ⊂ F1 or F ′ ⊂ F2, thus [cf,F ′(n)] ≤
[cf,F1(n)] or [cf,F ′(n)] ≤ [cf,F2 ](n), then [cf,F ′(n)] ≤ sup{[cf,F1(n)], [cf,F2(n)]}, that
implies

sup{[cf,F ′(n)];F ′ ⊂ F is disjoint} ≤ sup{[cf,F1(n)], [cf,F2(n)]}.

Thus

[cf,F(n)] = sup{[cf,F ′(n)];F ′ ⊂ F is disjoint},

and it is proved.

If Fi are not disjoint, for i = 1, 2, we select two distinct elements which intersects,

and we can name it Yi1 and Yi2, and again, by wandering aditivity

[cf,Fi
(n)] = sup{[cf,Fi1

(n)], [cf,Fi2
(n)]},

and if Fi1,Fi2, for i =, 2, are all disjoint we have

[cf,F(n)] = sup{sup{[cf,F11(n)], [cf,F12(n)]}, sup{[cf,F21(n)], [cf,F22(n)]}},

that implies, by property of Supremum of suprema,

[cf,F(n)] = sup{[cf,F11(n)], [cf,F12(n)], [cf,F21(n)], [cf,F22(n)]},

where Fi1 = {Yi1, Yi3, . . . , Yik}, Fi2 = {Yi2, Yi3, . . . , Yik}, for i = 1, 2. And, again, we

have

sup{[cf,F11(n)], [cf,F12(n)], [cf,F21(n)], [cf,F22(n)]} = sup{[cf,F ′(n)];F ′ ⊂ F is disjoint},

since any disjoint family F ′ ⊂ F satis�es F ′ is a subset of one of the families

F11,F12,F21,F22. Then, we deduce

[cf,F(n)] = sup{[cf,F ′(n)];F ′ ⊂ F is disjoint},

and it is proved.

If Fi1 or Fi2 are not all disjoint, for i = 1, 2, we repeat the algorithm until

produce disjoint families of subsets of F and conclude

[cf,F(n)] = sup{[cf,F ′(n)];F ′ ⊂ F is disjoint},

as we wanted.
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The next lemma provides the lower bound for generalized entropy.

Lemma 2.2.3. For every compact subset Y of X \ {∞} we have

[cf,Y (n)] ≤ o(f).

Proof. By the preceding lemma there exists a �nite family F of compact subsets of

Y whose elements are wandering and such that

[cf,Y (n)] ≤ sup{[cf,F ′(n)];F ′ ⊂ F is disjoint}.

Let F ′ = {Y1, . . . , YL} be a disjoint family of subsets of F and choose some

compact disjoint wandering respective neighborhoods U1, . . . , UL of the elements

Y1, . . . , YL. Let ε0 > 0 be smaller, for every i = 1, . . . , L, than the distance from Yi

to the complement of Ui.

Fix some positive integer n. For every G ⊂ F ′ let An(F ′,G) denote the set of

elements of An(f,F ′) whose set of the letters is exactly G ∪ {∞F ′}. We �x some

G ⊂ F ′ and we consider two points x, y in X and two words w = (w0, . . . , wn−1), z =

(z0, . . . , zn−1) in An(F ,G) which represent respectively the orbits (x, . . . , fn−1(x))

and (y, . . . , fn−1(y)). Then, we claim that if the symbols w and z are distinct the

points x and y are (n, ε0)-separated. Indeed, let i ∈ {0, . . . , n − 1} be such that

wi 6= zi. If both wi 6= ∞, zi 6= ∞, then f i(x) and f i(y) belongs to distinct sets

Yi's, and these are more than ε0 apart. If, say, wi = ∞, then f i(y) ∈ Yzi and

f i(x) /∈ Yzi . By de�nition of An(F ′,G) there exists some j 6= i in {0, . . . , n−1} such
that f j(x) ∈ Yzi ⊂ Uzi . Since Uzi is wandering, we see that f

i(x) /∈ Uzi , thus again
f i(x) and f i(y) are more than ε0 apart, and the claim is proved.

As an immediate consequence we have that #An(F ′,G) = cf,G(n) ≤ sf,ε0(n).

Since the An(F ′,G)'s form a partition of An(f,F ′) into 2#F ′ = 2L elements we have

cf,F ′(n) ≤ 2L · cf,G(n) ≤ 2L · sf,ε0(n),

which implies

[cf,F ′(n)] ≤ [sf,ε0(n)] ≤ o(f),

and thus,

[cf,Y (n)] ≤ sup{[cf,F ′(n)];F ′ ⊂ F is disjoint} ≤ o(f).
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Now, we can prove the proposition 2.2.1 as we want.

Proof of Proposition 2.2.1. The previous lemma entails that

sup{[cf,Y (n)];Y ⊂ X \ {∞} is compact} ≤ o(f).

To prove the reverse inequality, we will show that for every ε > 0 there exists a

compact Y subset of X \ {∞} such that sf,ε(n) ≤ cf,Y (n), for every n. Given ε > 0

let F = {Y1, . . . , YL} be a family of (a priori non disjoint) subsets of X \ {∞} with
diameters less than ε and such that Y∞ = X \ (Y1 ∪ · · · ∪ YL) also has diameter less

than ε. We �x a positive integer n, and consider some (n, ε)-separated set E. For

every point x in E, choose some coding w(x) of the sequence (x, f(x), . . . , fn−1(x))

with respect to the family F . Since E is (n, ε)-separated and the sets Y1, . . . , YL, Y∞

have diameters less than ε, the map who associate points in E to words of the set

An(f,F) is one to one. Thus

sf,ε(n) ≤ cf,F(n) = cf,Y (n),

where Y = Y1 ∪ · · · ∪ YL.
Since this works for every ε > 0, we see that

o(f) ≤ sup{[cf,Y (n)];Y ⊂ X \ {∞} is compact},

and we conclude

o(f) = sup{[cf,Y (n)];Y ⊂ X \ {∞} is compact}.

2.3 Localization

Let S = {x1, . . . , xL} be a �nite set of points in X \ {∞}. Consider for every

xi, i = 1, . . . , L, a decreasing family of compacts {Um
i }m≥0 which forms a basis of

neighborhoods of each xi. We denote all of these families as Um = {Um
1 , . . . , U

m
L }m≥0,

with xi ∈ Um
i , for i = 1, . . . , L and every m ≥ 0. For a �xed m, we have cf,Um(n)

is a non-decreasing sequence of natural numbers, where cf,Um(n) = #An(f,Um),

then [cf,Um(n)] ∈ O. Since Um+1 ⊂ Um, by monotonicity we deduce [cf,Um+1(n)] ≤
[cf,Um(n)] and we can de�ne
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o(f, S,U) = inf{[cf,Um(n)];m ≥ 0} = � lim
m→∞

”[cf,Um(n)] ∈ O.

Let Vm = {V m
1 , . . . , V m

L }m≥0 be another decreasing family of compacts which

forms a basis of neighborhoods of each xi, i = 1, . . . , L. We gona see that o(f, S,U) =

o(f, S,V). Indeed, we know that Um
i ∩ V m

i 6= ∅, for every m ≥ 0 and i = 1, . . . , L,

and both diameters of Um
i and V m

i tends to zero when m tends to in�nity. Choose

positive integers m1 and m2 such that Um1
i ⊂ V m2

i for every i = 1, . . . , L, then

[cf,Um1 (n)] ≤ [cf,Vm2 (n)], and taking the in�mum we have o(f, S,U) ≤ o(f, S,V).

The same holds choosing positive integers n1 and n2 such that V n1
i ⊂ Un2

i for every

i = 1, . . . , L, and we conclude [cf,Vn1 (n)] ≤ [cf,Un2 (n)], thus o(f, S,V) ≤ o(f, S,U).

Therefore, this de�nition does not depend on the choice of the sequence of

neighborhoods, but only on the xi's. And we can de�ne the generalized entropy

of f at S = {x1, . . . , xL}, and we denote as o(f, S).

Our goal now is to show that we can calculate the generalized entropy of f as

the supremum of the generalized entropy of f on �nite sets of X \ {∞}.

Proposition 2.3.1. Let X be a compact metric space and f : X → X be a

homeomorphism such that Ω(f) = {∞}. Then,

o(f) = sup{o(f, S);S ⊂ X \ {∞} is �nite} ∈ O.

To prove the proposition, we need the following lemma.

Lemma 2.3.1. For every compact subset Y of X \ {∞} holds

[cf,Y (n)] ≤ sup{o(f, S);S ⊂ Y is �nite}.

Proof. By the lemma 2.2.2 we have, for every ε0 > 0, a �nite family F of wandering

compact subsets of Y with diameters less than ε0 such that

[cf,Y (n)] = sup{[cf,F ′(n)];F ′ ⊂ F is disjoint}.

Let F ′ = {Y1, . . . , YL} be a disjoint family of subsets of F . We will see that

[cf,F ′ ] ≤ o(f, S), where S = {x1, . . . , xL} with xi ∈ Yi, for i = 1, . . . , L, stepwise as

follows:

Step 1. Consider a partition of each Yi of F ′ in k1
i compact subsets with diameters

less than ε1 < ε0 which we denote by Y 1
iji

and we name the family of these

k1
1 + · · · + k1

L compact sets as F1 = {Y 1
iji

; i = 1, . . . , L, ji = 1, . . . , k1
i }. We

denote F1 = {G ⊂ F1;G = {Y 1
1j1
, Y 1

2j2
, . . . , Y 1

LjL
}} as the set of all families G
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Figure 2.3: step 1.

by the k1
1 · k1

2 · · · k1
L possible combinations of subsets of F1 which take only

one subset of each Yi. Since F1 is a compact cover of ∪F ′ by subsets with

diameters less then ε1, we see that

[cf,F ′(n)] = [cf,∪F ′(n)] = sup{[cf,H(n)];H ⊂ F1 is disjoint}.

Let H be a disjoint family of subsets of F1. If H contains sets Y 1
kl1

and Y 1
kl2
,

for k ∈ {1, . . . , L} and l1 6= l2 ∈ {1, . . . , k1
k}, since Yk is a wandering set, for

every k ∈ {1, . . . , L}, then Y 1
kl1
∪Y 1

kl2
is wandering, and by wandering aditivity

we have

[cf,H(n)] = sup{[cf,Gl1 (n)], [cf,Gl2 (n)]},

where Gl1 = {Y 1
1j1
, . . . , Y 1

kl1
, . . . , Y 1

LjL
} and Gl2 = {Y 1

1j1
, . . . , Y 1

kl2
, . . . , Y 1

LjL
}, with

Gl1 ,Gl2 ∈ F1, thus

[cf,H(n)] = sup{[cf,G(n)];G ∈ F1},

and we have

[cf,F ′(n)] = sup{[cf,G(n)];G ∈ F1}.

Setp 2. Consider now a partition of each Y 1
iji

of F1 in k2
i compact subsets with

diameters less than ε2 < ε1 which we denote by Y 2
iji

and we name the family

of these k2
1 + · · ·+ k2

L compact sets as F2 = {Y 2
iji

; i = 1, . . . , L, ji = 1, . . . , k2
i }.

We denote now F2 = {G ⊂ F2;G = {Y 2
1j1
, . . . , Y 2

LjL
}} as the set of all families

G by the k2
1 · k2

2 · · · k2
L possible combinations of subsets of F2 which take only

one subset of each Yi. And we have [cf,F ′(n)] = sup{[cf,G(n)];G ∈ F2}.

Proceeding inductively we produce a decreasing sequence of families Gm =

{Y m
1j1
, . . . , Y m

LjL
} of compact sets such that Y m+1

iji
⊂ Y m

iji
, for i = 1, . . . , L and

ji = 1, . . . , kmi , with the diameter of Y m
iji

tending to 0 when m tends to ∞, and

[cf,Gm(n)] does not depending on m, this is
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Figure 2.4: step 2.

[cf,F ′(n)] = sup{[cf,Gm(n)]} for every m ≥ 0.

Which implies

[cf,Y (n)] = sup{[cf,F ′(n)];F ′ ⊂ F is disjoint} = sup{[cf,Gm(n)];Gm ∈ Fm},

for every m ≥ 0.

Let now S = {x1, . . . , xL} be a set of limit points of the sequences in Gm,⋂
m≥0

Y m
iji

= {xi} ∈ Yi.

For any decreasing family of compacts Um which forms a basis of neighborhoods

of each xi, we can choose m large enough such that Y m
iji
⊂ Um

i , for i = 1, . . . , L, and

we have

[cf,Gm(n)] ≤ [cf,Um(n)].

Thus

[cf,Y (n)] = sup{[cf,Gm(n)];Gm ∈ Fm} ≤ sup{[cf,Um(n)];Um is a neighborhood of S},

for every m ≥ 0, where the supremum is taken over every family of neighborhoods

Um of S. This implies

[cf,Y (n)] ≤ sup{ inf
m≥0

[cf,Um(n)];Um is a neighborhood of S},

and we conclude

[cf,Y (n)] ≤ sup{o(f, S);S ⊂ Y is �nite}.

Now we can prove the proposition 2.3.1.
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Proof of Proposition 2.3.1. By the Proposition 2.2.1 we know that

o(f) = sup{[cf,Y (n)];Y ⊂ X \ {∞} is compact},

and by de�nition we have

o(f, S) = infm≥0{[cf,Um(n)]}
≤ [cf,U1(n)] = [cf,∪U1(n)]

≤ sup{[cf,Y (n)];Y ⊂ X \ {∞} is compact},

since ∪U1 = ∪Li=1U
1
L is a compact subset of X \ {∞}. Thus, for every �nite subset

S of X \ {∞} it holds o(f, S) ≤ o(f), and then,

sup{o(f, S);S ⊂ X \ {∞} is �nite} ≤ o(f).

By the previous lemma, for every compact subset Y of X \ {∞} we have

[cf,Y (n)] ≤ sup{o(f, S);S ⊂ Y is �nite}. Thus,

[cf,Y (n)] ≤ sup{o(f, S);S ⊂ X \ {∞} is �nite},

then, by proposition 2.2.1,

o(f) = sup{[cf,Y (n)];Y ⊂ X \ {∞} is compact}
≤ sup{o(f, S);S ⊂ X \ {∞} is �nite}.

Therefore,

o(f) = {o(f, S);S ⊂ X \ {∞} is �nite},

as we want.

We end the section with the following useful lemma that establishes a way to

calculate the generalized entropy of f at a �nite set S = {x1, . . . , xL} taking any

point in the orbit of the xi's.

Lemma 2.3.2. For every �nite set S = {x1, . . . , xL} of X \ {∞} holds

o(f, S) = o(f, S ′),

where S ′ = {x1, f
n1(x1), x2 . . . , xL)}.

Proof. Given any decreasing family of compacts Um = {Um
1 , U

m
n1
, Um

2 , . . . , U
m
L } which

forms a basis of neighborhoods of S ′, and also a family Um = {Um
1 , U

m
2 , . . . , U

m
L }
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a basis of neighborhoods of S. For each �xed m ≥ 0, by monotonicity, we have

[cf,Um(n)] ≤ [cf,Um(n)], thus o(f, S) ≤ o(f, S ′).

On the other hand, we may assume that fn1(x1) 6= xi, for every i = 1, . . . , L.

Let's consider a family Um = {Um
1 , f

n1(Um
1 ), Um

2 , . . . , U
m
L } of neighborhoods of S ′

such that Um is disjoint for every m ≥ 0, and let Um = {Um
1 , U

m
2 , . . . , U

m
L } be a

family of neighborhoods of S. For each n ≥ n1, we de�ne a map

Φ : An(f,Um)→ An(f,Um),

as follow: given a word w ∈ An(f,Um), we choose x such that w is the coding

of the n-orbit (x, f(x), . . . , fn−1(x)), and then we de�ne Φ(w) to be the coding

relative to An(f,Um) of (x, f(x), . . . , fn−1(x)). This map is onte-to-one: indeed, let

w,w′ ∈ An(f,Um) be words such that Φ(w) = Φ(w) ∈ An(f,Um). Let x, y the

points in X such that w is the coding of the n-orbit (x, f(x), . . . , fn−1(x)) and w′ is

the coding of the n-orbit (y, f(y), . . . , fn−1(y)). Since (Φ(w))i = (Φ(w′))i for every

i = 0, . . . , n− 1, we have two cases:

1. (Φ(w))i = Um
j , for j ∈ {1, . . . , L}, then f i(x) ∈ Um

j and f i(y) ∈ Um
j , thus

wi = w
′
i.

2. (Φ(w))i =∞, then f i(x) /∈ ∪Um and f i(y) /∈ ∪Um, thus

wi =

{
∞, if f i(x) /∈ ∪Um

fn1(Um
1 ), if f i(x) ∈ fn1(Um

1 )
,

and

w
′

i =

{
∞, if f i(y) /∈ ∪Um

fn1(Um
1 ), if f i(y) ∈ fn1(Um

1 )
.

If we suppose, without loss of generality, that wi = fn1(Um
1 ), then

f i(x) ∈ fn1(Um
1 )⇒ f i−n1(x) ∈ Um

1 ⇒ (Φ(w))i−n1 = Um
1 ,

since (Φ(w))i−n1 = (Φ(w′))i−n1 , we see that (Φ(w′))i−n1 = Um
1 , thus

f i−n1(y) ∈ Um
1 ⇒ f i(y) ∈ fn1(Um

1 )⇒ w
′

i = fn1(Um
1 ),

and we conclude wi = w′i.

If wi =∞ the same argument shows that w′i =∞, which proves the injectivity.

Therefore, we have cf,Um(n) ≤ cf,Um(n), for every n ≥ n1, that is [cf,Um(n)] ≤
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[cf,Um(n)], for every m ≥ 0, which implies o(f, S ′) ≤ o(f, S), and we conclude the

proof of the lemma.

If we consider S = {x1, . . . , xL} and S ′ = {x1, f
n1(x1), . . . , xL, f

nL(xL)}, we also
get o(f, S) = o(f, S ′), it is just apply the lemma repeatedly. And if we consider

S ′ = {fn1(x1), fn2(x2), . . . , fnL(xL)} we can use the same argument on the lemma

choosing S = {fn1(x1), x1, f
n2(x2), . . . , fnL(xL)}, and, again, we have o(f, S) =

o(f, S ′).

Thus, we conclude that in order to calculate the generalized entropy of f at a

�nite set S = {x1, . . . , xL} of X \ {∞} we can replace a point xi, for i = 1, . . . , L,

by any of its iterates, which means that o(f, S) is unchanged when we consider this

replacement.

2.4 Singular sets

We say that the subsets U1, . . . , UL of X \{∞} are mutually singular if for every

M > 0 there exists a point x and times n1, . . . , nL such that fni(x) ∈ Ui for every
i = 1, . . . , L, and |ni − nj| > M for every i 6= j. We say that a �nite subset

S = {x1, . . . , xL} of X \ {∞} is singular if every family of respective neighborhoods

U1, . . . , UL of x1, . . . , xL are mutually singular.

Example 2.4.1: In both examples 2.2.2 and 2.2.3, the sets Y1, Y2 are mutually

singular. In the example 2.2.2, every pair of points {x1, x2}, with x1 in the `y' axis

and x2 in the `x' axis, is a singular set. In the example 2.2.3, every pair of points

{x1, x2}, with x1 in the line y = 1 and x2 in the line y = −1, is a singular set.

If U1, . . . , UL are compact subsets of X \ {∞} which are mutually singular, then

there exists a singular set {x1, . . . , xL} such that xi ∈ Ui, for i = 1, . . . , L. Indeed,

given M > 0, let xM ∈ X be the point such that fn1(xM) ∈ Ui, for i = 1, . . . , L, we

de�ne yMi = fni(xM), then {yMi }M>0 is a sequence in Ui, which admits a convergente

subsequence. The y′is, which are the limit points of the subsequences of yMi , are

singular points. Also note that a unitary set, S = {x}, is always a singular set.

The following proposition says that the generalized entropy at a �nite set always

comes from singular sets.

Proposition 2.4.1. Let S be a �nite set of X \ {∞}. Then

o(f, S) = sup{o(f, S ′);S ′ ⊂ S is singular}.
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Proof. Let S be a �nite subset of X \{∞}. Assuming S is not singular, we will show

that there exists a subset S ′ of S which is singular and satis�es o(f, S) = o(f, S ′).

The proposition follows by a �nite backward induction, since a singleton is always

singular.

We assume that S = {x1, . . . , xL} is not singular, and we consider a sequence of

wandering families of respective neighborhoods Um = {Um
1 , . . . , U

m
L } of x1, . . . , xL

which are not mutually singular. Fix m > 0, to simplify notation we will denote

Um = U and Um
i = Ui. Let n be a positive integer. Like in the proof of the lemma

2.2.3, for every U ′ ⊂ U we denote An(U ,U ′) the set of elements of An(f,U) whose

set of letters is exactly U ′ ∪ {∞}. In particular, the elements of An(U ,U) uses

exactly the letters U1, . . . , UL and ∞. Since the Ui's are wandering, each letter but

∞ appears at most once, thus

An(f,U) =
⋃
U ′⊂U

An(U ,U ′).

Since the Ui's are not mutually singular, there exists a number M such that if a

point x ∈ X satis�es fni(x) ∈ Ui and fnj(x) ∈ Uj, then |ni − nj| ≤ M . For every

i 6= j ∈ {1, . . . , L}, denote by An({i, j}) the set of elements w of An(U ,U) such that

the letters Ui and Uj appear at places at most M apart. We have

An(U ,U) =
⋃
(i,j)

An({i, j}),

and

An(f,U) =
⋃
U ′(U

An(U ,U ′) ∪
⋃
(i,j)

An({i, j}).

Then,

cf,U(n) =
∑
U ′(U

cU ,U ′(n) +
∑
(i,j)

c{i,j}(n).
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Thus,
[cf,U(n)] =

[∑
U ′(U cU ,U ′(n) +

∑
(i,j) c{i,j}(n)

]
≤

[
max{

∑
U ′(U cU ,U ′(n),

∑
(i,j) c{i,j}(n)}

]
= sup{[

∑
U ′(U cU ,U ′(n)], [

∑
(i,j) c{i,j}(n)]}

≤ sup{supU ′(U{[cU ,U ′(n)]}, sup(i,j){[c{i,j}(n)]}}

= sup{[cU ,U ′(n)], [c{i,j}(n)];U ′ ( U , (i, j)}.

On the other hand, for each positive integer n, we have An(U ,U ′) ⊂ An(f,U),

for every U ′ ( U , thus [cU ,U ′(n)] ≤ [cf,U(n)], and then

sup{[cU ,U ′(n)];U ′ ( U} ≤ [cf,U(n)].

Also, for each positive integer n, if w is an element of An({i, j}), let w′ be

obtained from w changing the letter `Ui', that appears exactly once in w, into `∞'

and w′ is uniquely determined. Since U is a disjoint family, we have w′ ∈ An(U ,U ′),
where U ′ = {U1, . . . , Ui−1, Ui+1, . . . , UL}. The word w also contains the letter `Uj',

and the letter `Ui' is at most M places appart: thus w′ has at most 2M inverse

images under the map w 7→ w′. We have

#An({i, j}) ≤ 2M#An(U ,U ′).

Then

[c{i,j}(n)] ≤ [cU ,U ′(n)] ≤ [cf,U(n)] for every (i, j),

thus,

sup{[c{i,j}(n)]; (i, j)} ≤ [cf,U(n)],

and we have

[cf,U(n)] = sup{[cU ,U ′(n)];U ′ ( U}.

Returning to the notation, we deduce

[cf,Um(n)] = sup{[cUm,Um′ (n)];Um′ ( Um},

and taking m→∞, we �nd

o(f, S) = sup{o(f, S ′);S ′ ⊂ S is singular}.
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Since o(f) = sup{o(f, S);S ⊂ X \ {∞} is �nite}, we conclude

o(f) = sup{o(f, S ′);S ′ ⊂ S is singular }.

With this proposition, we can reformulate the proposition 2.3.1 as follows:

Proposition 2.3.1'. Let X be a compact metric space and f : X → X be a

homeomorphism such that Ω(f) = {∞}. Then

o(f) = sup{o(f, S);S ⊂ X \ {∞} is singular} ∈ O.

All over this chapter, we consider X to be a compact metric space and f a

homeomorphism with a single non-wandering �xed point, Ω(f) = {∞}. Is it possible
to calculate the generalized entropy using such techniques when the non-wandering

set is more general? Whether it has �nite points? These questions are going to be

answered in the chapter 4.



Chapter 3

Generalized entropy of Brouwer

homeomorphisms

Hauseux and Le Roux, in [5], showed that plane translations have wandering

polynomial entropy equal to 1. And, they showed that a Brouwer homeomorphism

has polynomial entropy equal to 1 if and only if it is conjugated to a translation.

If a Brouwer homeomorphism is not conjugate to the translation, its wandering

polynomial entropy is greater or equal to 2, and then they construct, for every

α ∈ [2,+∞], a Brouwer homeomorphism fα whose wandering polynomial entropy

is α. Recall that a Brouwer homeomorphism is a homeomorphism in the plane that

is free of �xed points and preserves the orientation.

In this chapter, we generalize their construction to obtain Brouwer homeomor-

phisms with wandering generalized entropy of any order of growth between [n2]

and sup(P). We are going to construct a Brouwer homeomorphism with wandering

generalized entropy equal to [nL−1 · log n], for L ≥ 3, whose wandering polynomial

entropy coincides with α = {2, 3, · · · }. This shows that polynomial entropy is not

su�cient to characterize the Brouwer homeomorphisms.

3.1 Brouwer homeomorphisms by gluing transla-

tions

In this section, we construct a Brouwer homeomorphism whose wandering

polynomial entropy coincides with the entropy of the homeomorphisms in the context

of results of Hauseux and Le Roux but whose generalized entropy is di�erent. With

this, we can see that polynomial entropy is not enough to characterize Brouwer

homeomorphisms.

37
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Theorem A. For every L ≥ 2, there exists a Brouwer homeomorphism f with

o(f) = [nL · log n].

Before to prove the theorem, we are going to presents a construction that provides

us a way to achieve Brouwer homeomorphisms with several generalized entropies.

This construction is going to be useful to prove theorem A but also will be used in

the next section.

Let L ≥ 3 be an integer. We consider L copies P1, . . . , PL of the plane R2,

and denote by Ok = {(x, y) ∈ Pk; y > 0} the open upper half plane. For each

k = 1, . . . , L− 1, let Φk : Ok → Ok+1 be of the form

(x, y) 7→ (x+ ϕk(y), y),

where ϕk is a continuous map from (0,+∞) to R whose limit in 0 is −∞. Let P be

the quotient space

∪Pk/∼,

where ∼ denotes the equivalence relation generated by the identi�cation of every

point (x, y) in Ok to the point Φk(x, y) in Ok+1. P is a Housdor� simply connected

non-compact surface, and thus is homeomorphic to the plane.

Let T : ∪Pk → ∪Pk be de�ned as the translation (x, y) 7→ (x+ 1, y) on each Pk.

The map T commutes with each Φk, and thus it de�nes a Brouwer homeomorphism

F : P → P . We compactify the plane by adding the point at in�nity, and we have

a homeomorphism f : S2 → S2 (remember S2 = {(x, y, z) ∈ R3; ‖(x, y, z)‖ = 1}).

P1

P2 P3

P4

∞

P1

P2 P3

P4

−∞ +∞

−∞

−∞

−∞+∞

+∞

+∞

Figure 3.1: F : P → P and f : S2 → S2 (case L = 4).

We note that the singular sets of f consists of all sets {M1, · · · ,ML} with Mk

on the boundary of the half plane Ok, ∂Ok, in Pk, and their subsets.

Remark 3.1.1. To construct Brouwer homeomorphisms by gluing translations, we
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can consider L ≥ 2. However, the case L = 2 is a simpler case, which provides

a Brouwer homeomorphism such as in the example 2.2.3 (Reeb's �ow/Brouwer's

counter-example), which we already know, does have generalized entropy equal to

[n2].

3.1.1 Construction of f

We now �x L ≥ 3. We are going to specify the gluing maps Φk in order to obtain

generalized entropy [nL−1 · log n]. Let F be the resulting Brouwer homeomorphism

and f the homeomorphism induced in the sphere, where the gluing maps have the

following properties.

Assumption on the ϕk:

� ϕ1 is negative, increasing, and, for each positive integer k1, assumes the value

−k1 on a non trivial interval Ik1 . This collection of intervals tends to 0 when k1

tends to +∞. For convenience, we assume that all these intervals are included

in the interval (0, 2
3

]
.

� For each positive integer k1, the restriction of ϕ2 to Ik1 is increasing from −2k1

to −k1, and for each integer −k2 between −2k1 and −k1, it assumes the value

−k2 on a non trivial sub-interval Ik1,k2 of Ik1 . All these intervals are called the

steps of order k1 of ϕ2. Between two sucessives steps ϕ2 is monotonous.

� Likewise, ϕ3 is incresing on each step Ik1,k2 of order k1 of ϕ2, and assumes each

integer values −k3 between −2k1 and −k1 on a non trivial sub-interval Ik1,k2,k3
of Ik1,k2 .

� Inductively, until ϕL−1 : on each step of order k1 of ϕL−2, this map is increasing

and assumes each integer value −kL−1 between −k1−a(k1) and −k1 on a sub-

interval Ik1,...,kL−1
of Ik1,...,kL−2

, where the sequence a(k) is chosen to satisfy

n/2L∑
k=1

kL−2 · a(k) = nL−1 · log n,

and we will specify it later. All these maps are monotonous between two

successive steps.
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Graphs of the gluing maps ϕk's:

I1I2I3I4I5
...

−1

−2

−3

−4

−5

y
ϕ1(y)

Figure 3.2: graph of ϕ1.

I1I2I3...

−1

−2

−3

−4

−5

y

−6

I11I12I22I23I24I33I34I35I36

ϕ2(y)

Figure 3.3: graph of ϕ2.
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−1

−2

−3

−4

−5

y

−6

I3

I33I34I35I36
ϕ3(y)

Figure 3.4: graph of ϕ3 (zoom at I3).

Construction of the sequence a(k):

We want a sequence of positive integers a(k) that satis�es
n/2L∑
k=1

kL−2 · a(k) =

nL−1 · log n, then, for each positive integer k we de�ne a(k) as follows:

� If n = 2L, we set a(1) = (2L)L−1 · log(2L).

� If n = 4L, we set a(2) =
(4L)L−1 · log(4L)− (2L)L−1 · log(2L)

2L−2
.

� If n = 6L, we set a(3) =
(6L)L−1 · log(6L)− (4L)L−1 · log(4L)

3L−2
.

Proceeding inductively, we construct, for each positive integer k, the sequence

a(k) =
(k2L)L−1 · log(k2L)− ((k − 1)2L)L−1 · log((k − 1)2L)

kL−2
.

3.1.2 Generalized entropy of f

The key to the computation of the generalized entropy is the following estimate.

Lemma 3.1.1. Let Ui be the compact set
[
−2

3
, 2

3

]2
in the plane Pi, for i = 1, · · · , L.

Then

[cf,U(n)] = [nL−1 · log n],

where U = {U1, · · · , UL}.
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Proof. Let n be a positive integer, we want to estimate the number of elements of

An(f,U). If we put aside the element which has only the letter ∞, every other

element of this set has the form

(∞, · · · ,∞, Ui,∞, · · · ,∞, Ui+1,∞, · · · ,∞, Uj,∞, · · · ,∞),

for some i ≤ j in {1, · · · , L}, or a similar form where some of the letters of U are

doubled (since a point may have two successive iterates in some Uk). First, assume

that i > 1 or j < L. Then in the above word, there are at most L maximal subwords

with only the letter ∞, each of which has length less than n, and the length of the

last one is determined by the length of the others since the total length is n. Taking

into account the possibility of doubling the letters, the number of such words (for

�xed values of i and j) is less than

2L−1 · nL−1.

Now, if we have i = 1 and j = L, what means the words w in An(f,U) are of the

form

w = (∞, · · · ,∞, U1,∞, · · · ,∞, U2,∞, · · · ,∞, UL−1,∞, · · · ,∞, UL,∞, · · · ,∞).

In w there are L letters of U , and L+ 1 maximal subwords with only the letter ∞,

each has length at most n, furthermore the last maximal subword has the length

determined by the other ones.

Let k1 be a positive integer less than n
2L
. Let k2, · · · , kL−2 be integers between

k1 +1 and 2k1. Let kL−1 be an integer between k1 +1 and k1 +a(k1). Finally, choose

some y in the interval Ik1,··· ,kL−1
. Let z be the point of the plane whose coordinates

in the plane P1 are (0, y). The point z is in U1, once that Ik1,··· ,kL−1
⊂ (0, 2

3

]
. Since

ϕ1(y) = −k1, the coordinates of z in the plane P2 are (−k1, y), thus an iterate fk(z)

is in U2 if and only if k = k1. Likewise ϕ2(y) = −k2, thus the coordinates of fk1(z)

in P3 are (−k2, y), and an iterate fk(fk1(z)) is in U3 if and only if k = k2, and so

on. Let k0 be an integer between 1 and k1. Since k1 is less than n
2L
, the coding of

the n �rst terms of the orbit of f−k0(z) begins by

∞· · ·∞︸ ︷︷ ︸
(k0−1) letters

U1 ∞· · ·∞︸ ︷︷ ︸
(k1−1) letters

U2 ∞· · ·∞︸ ︷︷ ︸
(k2−1) letters

U3 · · · · · ·UL−1 ∞· · ·∞︸ ︷︷ ︸
(kL−1−1) letters

UL∞· · ·∞.

Distinct values of k1 provide distinct codings. Furthermore for a given value

of k1 we have approximately kL−2
1 · a(k1) possibilities for the (L − 2)-uplet
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(k0, k2, k3, · · · , kL−1). Thus, we �nd

n/2L∑
k=1

kL−2 · a(k) = nL−1 · log n,

words of the form w in An(f,U). When ounting the words of the form w in An(f,U)

we can "ignore" the words where some of the letters of U are doubled, since this

number does not increase on n. In any case, we are going to denote this number of

such words with doubled letters by C.

Then, we have

nL−1 · log n ≤ #An(f,U) = cf,U(n),

and on the other hand

cf,U(n) = #An(f,U) ≤ nL−1 · log n+ 2L−1 · nL−1 + C.

Thus we conclude

[cf,U(n)] = [nL−1 · log n],

as we wanted.

Now, we can prove Theorem A:

Proof of Theorem A. Using the lemma we deduce that o(f) = [nL−1 · log n], for

L ≥ 3. Indeed, by aditivity we have [cf,U(n)] = [cf,∪U(n)] and since ∪U is a compact

set we see that o(f) ≥ [nL−1 · log n]. On the other hand, by the relation between

generalized entropy and �nite sets of mutually singular points, and by the description

of all sets given above, we have

o(f) = sup{o(f, S);S = {x1, · · · , xL}, xk ∈ ∂Ok, for k = 1, · · · , L}.

Furthermore, we know that the entropy is unchanged when we replace a point by one

of its iterates. Since every point in ∂Ok has an iterate in the interior if Uk, in the last

formula we can further restrict the supremum by demanding that each xk belongs to

∂Ok ∩ Int(Uk). By de�nition, o(f, S) ≤ [cf,U(n)], and then o(f) ≤ [nL−1 · log n].

3.2 Wandering generalized entropy of Brouwer home-

omorphisms

We want to show here that for any order of growth between [n2] and sup(P)
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we can construct a Brouwer homeomorphism such that the wandering generalized

entropy has such order of growth.

We opted for a step by step construction in this section. This means that we

are going to start with the case where [c(n)] ∈ O is an order of growth such that

[c(n)] = [nj] · [b(n)], for some integer j ≥ 2 and [b(n)] < [n] (that generalizes

the construction on the previously section). Then we will consider the case where

[c(n)] ∈ O is a order of growth such that [nj] < [c(n)] < [nj+2], for some integer

j ≥ 2, but [c(n)] is not comparable to [nj+1]. And �nally we will consider the general

case, where [c(n)] ∈ O is such that [nj] ≤ [c(n)] ≤ [nl], where j ≥ 2 is the largest

integer and l the smallest integer that satisfy the inequality. We believe that such

step by step is the most didactic way to present the construction, but the reader

who wants could go directly for the general case.

Let us suppose, �rst, that [c(n)] ∈ O is an order of growth such that [c(n)] =

[nj] · [b(n)], for some integer j ≥ 2, where [b(n)] < [n], that is [nj] < [c(n)] < [nj+1].

Using the gluing translations and the construction made previously, we can construct

a Brouwer homeomorphism with wandering generalized entropy equal to [c(n)] as

follows.

Consider L copies of the plane, with L = j+1, and let F : P → P be the Brouwer

homeomorphism given by the gluing of these L planes, and f : S2 → S2 the induced

homeomorphism, where P = ∪Lk=1Pk/∼, as in the section 3.1. The dynamic of f

depends on the choices of the ϕk's:

� ϕ1 assumes the value −k1 on a non trivial interval Ik1 , for each positive integer

k1.

� For each positive integer k1, the restriction of ϕ2 to Ik1 assumes the value −k2

on a non trivial sub-interval Ik1,k2 of Ik1 for each integer −k2 between −2k1

and −k1.

� Inductively, until ϕL−1 : on each step of order k1 of ϕL−2 this map assumes each

integer value −kL−1 between −k1 − a(k1) and −k1 on a sub-interval Ik1,...,kL−1

of Ik1,...,kL−2
, where the sequence a(k) satis�es

a(k) =
(k2L)L−1 · b(k2L)− ((k − 1)2L)L−1 · b((k − 1)2L)

kL−2
, for k ≥ 1.
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Chosing the family U = {U1, · · · , UL}, where Ui is the compact subset
[
−2

3
, 2

3

]2
in the plane Pi, for i = 1, · · · , L. We count

n/2L∑
k=1

kL−2 · a(k) = nj · b(n),

words of the form w = (∞· · ·∞U1∞· · ·∞U2∞· · ·∞UL−1∞· · ·∞UL∞· · ·∞)

in the set An(f,U). Counting all the words in An(f,U), we see that

nj · b(n) ≤ #An(f,U) ≤ nj · b(n) + 2j · nj + C,

as in the proof of lemma 3.1.1. Then, [cf,U(n)] = [nj] · [b(n)] = [c(n)], and we can

conclude

o(f) = [c(n)].

Let suppose now that [c(n)] ∈ O is a order of growth such that [nj] < [c(n)] <

[nj+2], for some integer j ≥ 2, but [c(n)] is not comparable to [nj+1]. We can write

[c(n)] = [nj] · [b(n)], where [b(n)] < [n2], but it is not comparable to [n].

Again, we consider L copies of the plane, with L = j+1, and proceed analogously

until the choice of the ϕk's:

� ϕ1 assumes the value −k1 on a non trivial interval Ik1 , for each positive integer

k1.

� For each positive integer k1, the restriction of ϕ2 to Ik1 assumes the value −k2

on a non trivial sub-interval Ik1,k2 of Ik1 for each integer −k2 between −2k1

and −k1.

� Inductively, until ϕL−2: on each step of order k1 of ϕL−3 this map assumes each

integer value −kL−2 between −k1 − a(k1) and −k1 on a sub-interval Ik1,...,kL−2

of Ik1,...,kL−3
.

� also ϕL−1 assumes the value −kL−1 for each integer −kL−1 between −k1−a(k1)

and −k1, where the sequence a(k) satis�es

a(k) =

√
(k2L)L−1 · b(k2L)− ((k − 1)2L)L−1 · b((k − 1)2L)

kL−3
, for k ≥ 1.
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Again, setting the family U = {U1, · · · , UL}, where Ui is the compact subset[
−2

3
, 2

3

]2
in the plane Pi, for i = 1, · · · , L. We have

n/2L∑
k=1

kL−3 · a(k)2 = nj · b(n),

words of the form w in the set An(f,U). Then, [cf,U(n)] = [nj] · [b(n)] = [c(n)], and

have

o(f) = [c(n)].

Finally, let [c(n)] ∈ O and let j ≥ 2 the largest integer such that [nj] ≤ [c(n)]

and l the smallest integer such that [c(n)] ≤ [nl]. We can write [c(n)] = [nj] · [b(n)],

where [b(n)] ≤ [nl−j].

Again, we consider L copies of the plane, now with L = j + (l − j) = l, and

proceeds analogously until the choice of the ϕk's:

� ϕ1 assumes the value −k1 on a non trivial interval Ik1 , for each positive integer

k1.

� For each positive integer k1, the restriction of ϕ2 to Ik1 assumes the value −k2

on a non trivial sub-interval Ik1,k2 of Ik1 for each integer −k2 between −2k1

and −k1.

� Inductively, until ϕj: on each step of order k1 of ϕj−1 this map assumes each

integer value −kj between −k1 − a(k1) and −k1 on a sub-interval Ik1,...,kj of

Ik1,...,kj−1
.

� until ϕl−1: it assumes the value −kl−1 for each integer −kl−1 between −k1 −
a(k1) and −k1, where the sequence a(k) satis�es

a(k) =
l−j

√
(k2l)l−1 · b(k2l)− ((k − 1)2l)l−1 · b((k − 1)2l)

kj−1
, for k ≥ 1.

Setting the family U = {U1, · · · , UL}, where Ui is the compact subset
[
−2

3
, 2

3

]2
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in the plane Pi, for i = 1, · · · , L. We have

n/2L∑
k=1

kj−1 · a(k)l−j = nj · b(n),

words of the form w in the set An(f,U). Then, [cf,U(n)] = [nj] · [b(n)] = [c(n)], and

have

o(f) = [c(n)].

Now, let o ∈ O such that o = sup(A), where A ⊂ O is a countable ordered set,

that is A = {[ak(n)] ∈ O; k ∈ N, [ak(n)] ≤ [ak+1(n)]}, and [n2] ≤ [ak(n)] ≤ sup(P),

for every k ∈ N. It is possible to construct a homeomorphism f : S2 → S2 such that

o(f) = o?

Let us consider the set A = {[nk+1]; k ∈ N} and we will construct a

homeomorphism that answers that question.

Consider three copies P1, P2, P3 of the plane R2, and let O1, O2 and O3 be their

respectives open upper half plane, Ok = {(x, y) ∈ Pk; y > 0}, for k = 1, 2, 3. Let

Φk : Ok → Ok+1, here k = 1, 2, de�ned as (x, y) 7→ Φk(x, y) = (x+ ϕk(y), y), where

ϕk is a continuous map from (0,+∞) to R, whose limit when y tends to 0 is −∞.

Let P be the quotiente space

P =
3⋃

k=1

Pk/∼,

where ∼ denotes the equivalence relation generated by the identi�cation of every

point (x, y) ∈ Ok to the point Φ(x, y) ∈ Ok+1, that is (x, y) ∼ Φ1(x, y) ∼ Φ2 ◦
Φ1(x, y), where (x, y) ∈ O1. We know that P is a Hausdor� simply connected

non-compact surface, and it is homeomorphic to the plane.

Let T : ∪Pk → ∪Pk be de�ned as the translation (x, y) 7→ (x + 1, y) on each

Pk, k = 1, 2, 3. The map T commutes with each Φk, k = 1, 2, and thus it de�nes

a Brouwer homeomorphism F1 : P → P , as in the section 3.1. We compactify the

plane by adding the point at in�nity, and we have a homeomorphism f1 : S2 → S2.

We know that by a good choice, as we did before, of the gluing maps ϕ′ks we can

obtain o(f1) = [n2].

Let us consider now in P1 the open lower half plane A1 = {(x, y) ∈ P1; y < 0}
and three other copies P11, P12, P13 of the plane R2, and let O11, O12, O13 be their

respectives open upper half plane, O1k = {(x, y) ∈ Pk; y > 0}, for k = 1, 2, 3. Let

Φ : A1 → O11 and Φ1k : O1k → O1(k+1), here k = 1, 2, de�ned as (x, y) 7→ Φ(x, y) =

(x + ϕ(|y|), |y|) and (x, y) 7→ Φ1k(x, y) = (x + ϕ1k(y), y), where ϕ and ϕ1k are

continuous maps from (0,+∞) to R whose limit is −∞ when |y| tends to 0.
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P1

P2P3

−∞

+∞ −∞
−∞

+∞

+∞

∞

P1

P2

P3

Figure 3.5: F1 : P → P and f1 : S2 → S2.

Let ≈ denotes the equivalence relation generated by the identi�cation of every

point (x, y) ∈ A1 to the point Φ(x, y) ∈ O11 and every point (x, y) ∈ O1k to the point

Φ1k(x, y) ∈ O1(k+1), that is (x, y) ≈ Φ(x, y) ≈ Φ11 ◦ Φ(x, y) ≈ Φ12 ◦ Φ11 ◦ Φ(x, y),

where (x, y) ∈ A1. Let P1 be the quotiente space

P1 =
((
∪3
k=1P1k

)
∪ P1

)
/≈.

We know that P1 is a Hausdor� simply connected non-compact surface, and it is

homeomorphic to the plane R2, then it is homeomorphic to the plane P1. And we

replace the plane P1 for the plane P1 to obtain

P =
(
P1 ∪ P2 ∪ P3

)
/∼.

We can de�ne a Brouwer homeomorphism F2 : P → P as above and obtain the

induced homeomorphism f2 : S2 → S2.

P1

P2P3

−∞

+∞ −∞
−∞

+∞

+∞

∞

P1

P2

P3

−∞
−∞

−∞
+∞

+∞
+∞

P11

P12

P13

P11
P12

P13

Figure 3.6: F2 : P → P and f2 : S2 → S2.

Now, strategically choosing the gluing maps ϕ and ϕ′ks, as we did before, we can

obtain o(f2) = [n3].

In the next step, by adding four copies P111, P112, P113, P114 of the plane R2 in
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P1

P2P3
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+∞
+∞

P11

P12

P13

P1

−∞ +∞

−∞

−∞

−∞

+∞

+∞
+∞ P11

P12

P13
P111

P112

P113

P114

Figure 3.7: F3 : P → P .

the plane P11, we construct a Brouwer homeomorphism F3 : P → P , and hence a

homeomorphism f3 : S2 → S2 such that o(f3) = [n4].

Inductively, in the k-th step we have a Brouwer homeomorphism Fk : P → P ,

and hence a homeomorphism fk : S2 → S2 such that o(fk) = [nk+1], for all k ∈ N.
On the limit we have a Brouwer homeomorphism F : P → P , and an induced

homeomorphism f : S2 → S2 who satis�es: for every ε > 0, there exists k0 = k0(ε)

such that the dynamic of f is equal to the dynamic of fk0 , that is, the dynamic of

each fk, if k ≥ k0, is contained in invariant subsets of diameters less than ε. And f

is such that o(f) = o, where o = sup(A) for A = {[nk+1]; k ∈ N}, as we wanted. In
particular, o = sup(P), the family P of the polynomial orders of growth.

By the same construction, with a good choice of the gluing maps, we construct a

Brouwer homeomorphism F : P → P and the induced homeomorphism f : S2 → S2

such that o(f) = o, for any o = sup(A), where

A = {[ak(n)] ∈ O; k ∈ N, [ak(n)] ≤ [ak+1(n)]} ⊂ O

is a countable ordered set of growth orders in O, with [n2] ≤ [ak(n)] ≤ sup(P), for

all k ∈ N. And we also know that if B ⊂ O is a countable set of growth orders we

can construct a countable and ordered set A ⊂ O such that sup(A) = sup(B).

Let us consider the set of all orders of growth in O that are supremum of

countable sets, O = {o ∈ O; o = sup(B), where B ⊂ O is countable}, and consider

the family of homeomorphisms H = {f : S2 → S2; Ω(f) = {∞}}.
We have proved the following theorem:



CHAPTER 3. GENERALIZED ENTROPY OF BROUWER HOMEO. 50

Theorem B. Let o ∈ O with [n2] ≤ o ≤ sup(P). Then there exists f ∈ H such that

o(f) = o.

This theorem generalizes to the context of orders of growth and generalized

entropy the result of Hauseux and Le Roux, in [5], who construct, for every α ∈
[2,+∞], a Brouwer homeomorphism fα whose wandering polynomial entropy is α.



Chapter 4

Entropy of wandering dynamics

Throughout Chapter 2, we considered X a compact metric space and f a

homeomorphism with a single �xed non-wandering point, Ω(f) = {∞}. Now, we

want to extend and use the techniques developed in that chapter in more general

contexts. We considere here the case where the non-wandering set is �nite: we will

show that we can calculate the generalized entropy using the idea of coding and

singular sets.

4.1 Finite points

In this section, we consider X a compact metric space and f : X → X a

homeomorphism such that Ω(f) = {y1, y2, · · · , yk}.

4.1.1 Coding

Let F be a �nite family of non empty subsets of X \ Ω(f). We recall that ∪F
denotes the union of all the elements of F , and∞F denotes the complement of ∪F .
We �x a positive integer n. We say that w is a coding of x, relative to F , if for every
k = 0, . . . , n− 1 we have xk ∈ wk. Just like before we denote by An(f,F) the set of

all codings of all orbits (x, f(x), . . . , fn−1(x)) of length n. We de�ne the sequence

cf,F(n) = #An(f,F) ∈ O, and again we have [cf,F(n)] ∈ O.

In comparison to coding in the case where Ω(f) = {∞}, now we possibly have

the same word coding di�erent orbits. However, since Ω(f) is �nite, the number of

orbits that are possibly coded by the same coding does not depend on the length of

the segment of the orbit considered, that is, it does not depend on n.

Example 4.1.1. Let f be the time-one map of the �ow whose orbits are given

51
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by the �gure bellow. The non-wanderig set of f is given by the �nite set of �xed

points Ω(f) = Fix(f) = {y1, y2, y3}.

y1 y2

y3

Figure 4.1: example 4.1.1.

If we consider the family F = {U1, U2, U3} of compact subsets as in the �gure

4.2 bellow:

y1 y2

y3

U1

U2

U3

Figure 4.2: family F .

The words w ∈ An(f,F) have the form

(∞, · · · ,∞, U1,∞, · · · ,∞, U2,∞, · · · ,∞, U3,∞, · · · ,∞),

and we conclude that [n2] ≤ [cf,F(n)] ≤ [n3].

We will show that the generalized entropy of f also can be calculated as the

supremum of [cf,Y (n)] taken among all compact sets Y of X \ Ω(f), as before.

We will enunciate all the results again, making the necessary adaptations for the

current context and we will omit the proofs that do not need any changes. We will

demonstrate only the results whose proofs need to be adapted to the present case.

Let us start with the properties of [cf,F(n)].

Lemma 4.1.1. Let F be a �nite family of subsets of X \Ω(f), such that M(∪F) <

+∞.
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1. (monotonocity)Let F ′ be another �nite family of subsets of X \Ω(f). If F ′ ⊂
F , then

[cf,F ′(n)] ≤ [cf,F(n)].

2. (aditivity)

[cf,∪F(n)] = [cf,F(n)].

3. (wandering aditivity) If F = {Y1, . . . , YL} is such that Y1 ∪ Y2 is wandering,

then

[cf ,F(n)] = sup{[cf,F1(n)], [cf,F2(n)]},

where F1 = {Y1, Y3, . . . , YL} and F2 = {Y2, Y3, . . . , YL}.

The proof of this lemma is the same for the lemma 2.2.1. We recall thatM(Y ) =

supx∈X #{n; fn(x) ∈ Y }, for any subset Y of X \ Ω(f), and that F ′ ⊂ F means

that each element of the family F ′ is included in an element of the family F .
The following lemma provides us a way to estimate the order of the growth of

the cardinality of the set of codings relative to a compact subset Y of X \ Ω(f), in

terms of a family of subsets of Y with controlled diameters, as we did before.

Lemma 4.1.2. For every compact subset Y of X\Ω(f), and every ε > 0 there exists

a �nite family F = {Y1, . . . , YL} of wandering compact subsets of Y with diameters

less than ε, such that

[cf,Y (n)] ≤ sup{[cf,F ′(n)];F ′ ⊂ F is disjoint}.

The proof of this lemma is the same for the lemma 2.2.2.

And again, we obtain a lower bound for generalized entropy, as before.

Lemma 4.1.3. For every compact subset Y of X \ Ω(f) we have

[cf,Y (n)] ≤ o(f).

The proof of this lemma is the same for the lemma 2.2.3.

Now we can enunciate the proposition which relates the generalized entropy of

f with the order of the growth of the cardinality of the set of codings relative to

compact subsets of X \ Ω(f):

Proposition 4.1.1. Let X be a compact metric space and f : X → X be a

homeomorphism such that Ω(f) = {y1, y2, · · · , yk}. Then

o(f) = sup{[cf,Y (n)];Y ⊂ X \ Ω(f) is compact} ∈ O.
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Before we presents the proof of the proposition, we need some auxiliary results.

At �rst, as in the proof of the proposition 2.2.1 we will show that for every ε > 0

there exists a compact Y subset of X \ Ω(f) such that sf,ε(n) ≤ cf,Y (n), for every

n. Given ε > 0 let F = {Y1, . . . , YL} be a family of wandering subsets of X \ Ω(f)

with diameters less than ε and such that each connected component of X \∪F also

has diameter less than ε, let denote such components as V1, V2, · · · , Vk.
We choose a positive integer n, and consider a maximal (n, ε)-separated set E.

Let Φ : E → An(f,F) be the map who associates for every point x in E some

coding Φ(x) = w ∈ An(f,F) of the sequence (x, f(x), . . . , fn−1(x)) with respect the

family F . It is clear that the map Φ is not one-to-one (as in the case Ω(f) = {∞}),
however we will show that the set Φ−1(w) has its cardinality bounded by a constant

that does not depend on n, for every word w ∈ An(f,F).

Let us then consider the graph G whose vertices are given by the set V (G) =

{Y1, · · · , YL, V1, · · · , Vk}, and we say that there exists an edge of type (Yi, Yj) if

f(Yi) ∩ Yj 6= ∅, for i, j ∈ {1, · · · , L}, and there exists an edge of type (Yi, Vj) if

f(Yi) ∩ Vj 6= ∅, for i = 1, · · · , L and j = 1, · · · , k.
Observe that G satis�es the following properties:

1. There is no edge of the type (Yi, Yi), since Yi is a wandering set for every

i = 1, · · · , L. More generally, there is no walk in the graph G with both initial

and �nal vertices Yi.

2. If there exists edge of the type (Yi, Vj), then there is no edge of the type (Yi, Vl),

with l 6= j. For this, let d = min{d(yi,yj)

2
, i 6= j}. By uniform continuity

of f , we have that there exists δ(d) > 0, such that d(x, y) < δ(d) implies

d(f(x), f(y)) < d, for every x, y ∈ X. If we choose ε < δ(d), then for every

xj, xl ∈ Yi, we have d(f(xj), f(xl)) < d.

3. If there exists edge of type (Vi, Vj), then there is no edge of the type (Vi, Vl),

with l 6= j. That is, in edges of type (Vi, Vj), each Vi is in only one edge as

initial vertex and in only one edge as �nal vertex.

Recall that a walk in graph G is a �nite sequence of edges of the form

{(b0, b1), (b1, b2), · · · , (bj−1, bj)},

where bi ∈ V (G), also denoted by {a0, a1, · · · , aj}, wher e each ai is an edge of G,

and which any two consecutive edges are adjacent or identical. The number of edges

in a walk is called its length. A walk in which all the edges are distinct is a trail.
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Let Pn(G) be the set of all walks in G with length n−1, that is walks in G with n

vertices and n− 1 edges. Let us consider the map P : E → Pn(G) de�ned as follow:

P associates every point x ∈ E, where E is the (n, ε)-separated set considered

above, into a walk P (x) ∈ Pn(G), where P (x) is the walk whose vertices satisfy

f i(x) ∈ Pi(x), for i = 0, · · · , n− 1.

Lemma 4.1.4. The map P is injective.

Proof. Given x 6= y ∈ E, let P (x) and P (y) in Pn(G) be their respective images.

Since x and y are (n, ε)-separated and we have chosen both Yi, for i = 1, · · · , L and

Vj, for j = 1, · · · , k, with diameters less than ε, there exists l ∈ {0, · · · , n− 1} such
that d(f l(x), f l(y)) ≥ ε, then Pl(x) 6= Pl(y), and thus P (x) 6= P (y).

Consider now the map Q : Pn(G) → An(f,F) de�ned as follows: for each

walk p = {(b0, b1), (b1, b2), · · · , (bn−2, bn−1)} ∈ Pn(G), where bi ∈ V (G), the map Q

associates a word Q(p) = w = (b∗0, b
∗
1, · · · , b∗n−1) ∈ An(f,F) and each b∗i is given by

b∗i =

{
Yji , if bi = Yji
∞, if bi = Vji

.

Let us consider as well the map φ : Pn(G) → T (G), where T (G) is the set of

all the trails in G, de�ned as follows: given p = {a0, a1, · · · , an−2} ∈ Pn(G), where

ai denotes the edge (bi, bi+1), for each bi ∈ V (G), the map φ associates the trail

φ(p) ∈ T (G) where φi(p) = aki ; ki = min{k > ki−1; ak 6= akj , for j ≤ i− 1}, k0 = 0,

that is
φ0(p) = a0,

φ1(p) = ak1 ; k1 = min{k > k0; ak 6= a0},
φ2(p) = ak2 ; k2 = min{k > k1; ak 6= ak1 , ak 6= ak0},
...

The map φ eliminates the repeated edges, transforming the walk p with n − 1

edges into a trail φ(p) with the same edges. In particular, for our case, by properties

1, 2, and 3, the map φ eliminates only the edges of type (Vi, Vj).

Lemma 4.1.5. For each word w ∈ An(f,F), the restriction φ : Q−1(w)→ T (G) of

the map φ is injective.

Proof. Let p1 and p2 be two walks in Pn(G) such thatQ(p1) = Q(p2) = w ∈ An(f,F)

and φ(p1) = φ(p2) ∈ T (G), we want to show that p1 = p2. If we write

p1 = {(b1
0, b

1
1), (b1

1, b
1
2), · · · , (b1

n−2, b
1
n−1)}

p2 = {(b2
0, b

2
1), (b2

1, b
2
2), · · · , (b2

n−2, b
2
n−1)}

,
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let (b1
i , b

1
i+1), for i ∈ {0, · · · , n − 2}, be an edge of the walk p1, then, we have 3

possibilites.

1. (b1
i , b

1
i+1) is an edge of type (Yji , Yji+1

):

Since Q(p1) = Q(p2) = w = (b∗0, b
∗
1, · · · , b∗n−1), we have b1

i = Yji and b1
i+1 =

Yji+1
, thus (b2

i , b
2
i+1) = (Yji , Yji+1

) = (b1
i , b

1
i+1).

2. (b1
i , b

1
i+1) is an edge of type (Yji , Vji+1

):

This type of edge does not repeat, then it is not eliminated by the map φ. Thus,

we have that al = (Yji , Yji+1
), for some l ≤ i, is an edge of φ(p1) = φ(p2), and

thus (b2
i , b

2
i+1) = al = (Yji , Vji+1

) = (b1
i , b

1
i+1).

3. (b1
i , b

1
i+1) is an edge of type (Vji , Vji+1

):

� If this edge is not eliminated by the map φ, then we have that al =

(Vji , Vji+1
), for some l ≤ i, is an edge of φ(p1) = φ(p2), and thus

(b2
i , b

2
i+1) = al = (Vji , Vji+1

) = (b1
i , b

1
i+1).

� If this edge is eliminated by the map φ, then we consider the previous

edge

(b1
i−1, b

1
i ) =

{
(Yji−1

, Vji)

(Vji−1
, Vji)

:

� if (b1
i−1, b

1
i ) = (Yji−1

, Vji), then the edge (b1
i , b

1
i+1) will not be

eliminated by the map φ and we have that al = (Vji , Vji+1
), for

some l ≤ i, is an edge of φ(p1) = φ(p2), and thus (b2
i , b

2
i+1) = al =

(Vji , Vji+1
) = (b1

i , b
1
i+1).

� if (b1
i−1, b

1
i ) = (Vji−1

, Vji), then it may or may not be eliminated by

the map φ. If it is eliminated, then we repeat the argument until we

obtain (b1
i−m, b

1
i−m+1) for some m ≤ i, which is not eliminated by the

map φ. This must happen because the walks have �nite length.

In all cases, we conclude that the edges of the walks p1 and p2 are necessarily

the same, as we wanted.

And now we can present the proof of the proposition 4.1.1.

Proof of Proposition 4.1.1. The lemma 4.1.3 entails that

sup{[cf,Y (n)];Y ⊂ X \ Ω(f), is compact} ≤ o(f).
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To the reverse inequality, considering the maps Φ : E → An(f,F), P : E →
Pn(G), Q : Pn(G) → An(f,F) and φ : Pn(G) → T (G), we have the following

diagram:

E

Pn(G) An(f,F)

T (G)

φ

P

Q

Φ

Combining the lemmas 4.1.4 and 4.1.5, we have for every word w ∈ An(f,F):

#(Φ−1(w)) = #(P−1 ◦Q−1(w)) ≤ #(Q−1(w)) = #(φ ◦Q−1(w)) ≤ #(T (G)).

Since the graph (G, V (G)) is �nite, we have #(T (G)) is a constant which does

not depend on n, let denote it by #(T (G)) = B. Thus,

#(E) ≤ #(Φ−1(w)) ·#(An(f,F)) ≤ B ·#(An(f,F)).

And then

sf,ε(n) ≤ B · cf,Y (n),

where Y = ∪Li=1Yi is a compact subset of X \ Ω(f). Since this holds for every

ε < δ(d), we conclude

o(f) ≤ [cf,Y (n)] ≤ sup{[cf,Y (n)];Y ⊂ X \ Ω(f) is compact}.

4.1.2 Localization

Let S = {x1, . . . , xL} be a �nite set of points in X \ Ω(f). We consider for

every xi, i = 1, . . . , L, a decreasing family of compacts {Um
i }m≥0 which forms a

basis of neighborhoods of each xi. As before, we denote all of these families as

Um = {Um
1 , . . . , U

m
L }m≥0, with xi ∈ Um

i , for i = 1, . . . , L and every m ≥ 0. For a

�xed m, we have cf,Um(n) is a non-decreasing sequence of natural numbers, where

cf,Um(n) = #An(f,Um), then [cf,Um(n)] ∈ O. Since Um+1 ⊂ Um, by monotonicity

we see that [cf,Um+1(n)] ≤ [cf,Um(n)] and we can de�ne

o(f, S,U) = inf{[cf,Um(n)];m ≥ 0} = � lim
m→∞

”[cf,Um(n)] ∈ O.
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Just like in chapter 2, this de�nition does not depend on the choice of the

sequence of neighborhoods, but only on the xi's, thus we can de�ne the generalized

entropy of f at S = {x1, . . . , xL}, and we denote as o(f, S).

Again, we can calculate the generalized entropy of f as the supremum of the

generalized entropy of f at the �nite sets of X \ Ω(f).

Proposition 4.1.2. Let X be a compact metric space and f : X → X be a

homeomorphism such that Ω(f) = {y1, y2, · · · , yk}. Then,

o(f) = sup{o(f, S);S ⊂ X \ Ω(f) is �nite} ∈ O.

The proof follows just like the proof for the proposition 2.3.1.

We also have the following useful lemma that establishes a way to calculate the

generalized entropy of f at a �nite set S = {x1, . . . , xL} in X \ Ω(f) taking any

point in the orbit of the xi's.

Lemma 4.1.6. For every �nite set S = {x1, . . . , xL} of X \ Ω(f) holds

o(f, S) = o(f, S ′),

where S ′ = {fn1(x1), . . . , fnL(xL)}.

The proof of this lemma is the same for the lemma 2.3.2 with the argument that

proceeds in section 2.3.

4.1.3 Singular Sets

We say that the subsets U1, . . . , UL of X \Ω(f) are mutually singular if for every

M > 0 there exists a point x and times n1, . . . , nL such that fni(x) ∈ Ui for every
i = 1, . . . , L, and |ni−nj| > M for every i 6= j. We say, as before, that a �nite subset

S = {x1, . . . , xL} of X \ {∞} is singular if every family of respective neighborhoods

U1, . . . , UL of x1, . . . , xL are mutually singular.

The following proposition says that the generalized entropy at a �nite set always

comes from singular sets, as in the case where Ω(f) = {∞}.

Proposition 4.1.3. Let S be a �nite set of X \ Ω(f). Then

o(f, S) = sup{o(f, S ′);S ′ ⊂ S is singular}.

The proof of this proposition is the same for the proposition 2.4.1. And, with

this proposition, we can also reformulate the proposition 4.1.2 in terms of singular

sets:
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Proposition 4.1.2'. Let X be a compact metric space and f : X → X be a

homeomorphism such that Ω(f) = {y1, y2, · · · , yk}. Then

o(f) = sup{o(f, S);S ⊂ X \ Ω(f), is singular} ∈ O.

Finaly, if we consider the family of homeomorphisms H′ = {f : S2 → S2; Ω(f) =

{y1, y2, · · · , yk}} we have the following theorem:

Theorem C. The set of the generalized entropies of maps in the family H′ is the

interval from [n2] to supP (in O) and [n].

Proof. For every f ∈ H′ that is not conjugated to the compacti�cation of the

translation, by proposition 4.1.2', we have [n2] ≤ o(f) ≤ supP.
On the other hand, since H ⊂ H′, by theorem B, for every o ∈ O, there exists a

homeomorphim f ∈ H′ such that o(f) = o.
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