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Resumo

As mídias sociais desempenham um papel importante na formação do discurso político,
criando uma esfera pública que possibilita discussões, debates e deliberações. Cientes
dessa importância, os políticos utilizam as redes sociais para se autopromoverem e
como forma de influenciar pessoas e votos. Como exemplo dessa afirmação, em 2018,
os brasileiros elegeram democraticamente para presidente o candidato Jair Bolsonaro.
Um dos feitos mais surpreendentes desse desfecho é que seu partido, o PSL, quase
não teve tempo de televisão. Sua vitória só foi possível devido ao engajamento e ao
ativismo de seus apoiadores nas plataformas de mídias sociais, como Twitter, Facebook
e WhatsApp.

Nesse contexto, os políticos precisam decidir como se comunicarem com seus
eleitores para construirem suas reputações. Enquanto alguns políticos compartilham
apenas comunicações profissionais sobre suas agendas e atividades políticas, outros
preferem uma abordagem não-política e informal, compartilhando comunicações sobre
os mais diversos assuntos, como religião, esportes e família. Outros, no entanto, fazem
mau uso das plataformas, espalhando mensagens políticas que violam os termos e
condições de uso das redes sociais e as leis eleitorais. Ciente desses problemas, propomos
um classificador supervisionado baseado em aprendizado de máquina que rotula todas
as mensagens textuais de diferentes plataformas de mídias sociais como políticas e não-
políticas. O classificador é utilizado em larga escala e é robusto a mudanças de conceito
ao longo do tempo, exigindo poucas novas mensagens rotuladas a cada ano.

A partir das mensagens classificadas, pudemos caracterizar as comunicações dos
políticos ao longo do tempo e fazer novas descobertas: (i) os parlamentares brasileiros
mudaram seus comportamentos de comunicação ao longo do tempo; (ii) mudanças de
conceito ocorreram durante eventos importantes da política brasileira; (iii) uma ascen-
são explosiva da direita vista pouco antes do Eleições de 2018; (iv) uma participação
da direita mais ampla e mais bem distribuída do que a da esquerda e, por fim, (v) o
aumento do engajamento do público ao longo do tempo.

palavras-chave: política, mídias sociais, comunicação, caracterização
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Abstract

Social media play an important role in shaping political discourse, creating a public
sphere that enables discussions, debates, and deliberations. Aware of this importance,
politicians use social media for self-promotion and as a means of influencing people
and votes. As an example of this assertion, in 2018, Brazilians democratically elected
for president the far-right candidate Jair Bolsonaro. One of the most surprising feats
of this outcome is that his party, PSL, had almost no television time. His victory
was only possible because of his supporters’ engagement and activism on social media
platforms, such as on Twitter, Facebook, and WhatsApp.

In this context, politicians need to decide how to communicate with their voters
to build their reputations. While some politicians only share professional communi-
cations about their political agenda and activities, others prefer a more non-political
and informal approach, sharing communications about the most varied subjects, such
as religion, sports, and their families. Others, however, misuse platforms by spreading
political messages that violate policies and circumvent electoral laws.

Aware of these problems, we propose a supervised machine learning classifier that
labels all textual messages from different social media platforms as political and non-
political. The classifier runs on a large scale and it is robust to concept drifts over
time, requiring few new labeled messages each year. From the classified messages, we
were able to characterize the communication of politicians over time and identified
new findings: (i) Brazilian congresspeople changed their communication behavior over
time; (ii) concept drifts occurred during important events of Brazilian politics; (iii)
the explosive rise of the right seen just before the 2018 elections; (iv) a broader and
more evenly distributed right-wing participation than the left-wing, and, finally, (v)
the increase of public engagement over time.

keywords: political, social media, communication, characterization
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Chapter 1

Introduction

1.1 Motivation

In Brazil, democracy is facing a difficult time, where a political crisis is in course. It all
started in 2013 when Brazil faced the largest and most significant mass protests in a
generation [Saad-Filho, 2013]. One year after the protests, a new general election took
place, when Dilma Rousseff was re-elected president of Brazil in midst of corruption
scandals that involved not only the executive power but also legislators and companies
in a corruption scheme of bribes, kickbacks, and inflated contracts [Watts, 2016]. This
troubled political scenario is not a surprise. In 2001, Scott Mainwaring described
several factors that possibly contributed to the current crisis [Mainwaring, 2001]. In
short, Brazil has a plethora of political parties, three levels of government, and an
open-list election system for legislators. Consequently, no single party has ever come
close to a commanding majority in Congress, so support can be bought with cabinet
posts and/or cash, and the election process always leads to a relationship between
constituents and politicians based on charisma and rhetorical style [Moisés, 2011].

This problematic scenario tends to be more prominent in countries where the
average voter is poorer [Shin, 2017] and, as expected, during elections [Mainwaring,
2001; Samuels, 1999; Samuels and Zucco, 2014], characterizing what Samuels [1999]
calls Candidate-centric Electoral Systems. Under such systems, party cohesion is
weaker [Carey, 2007]; politicians switch parties more frequently [Heller and Mershon,
2005]; congresspeople strive to give local and individual patronage [Hicken and Sim-
mons, 2008]; and politicians are thus more prone to corrupt behavior [Chang and
Golden, 2007; Persson et al., 2001].

In Candidate-centric Electoral Systems, social media play an important role in
shaping political scenario [Caetano et al., 2018; Tan et al., 2018; Tumasjan et al., 2010].

1



2 Chapter 1. Introduction

This the case in Brazil, where Brazilians are considered some of the most enthusiastic
users of social networks. Online platforms remain the main source of news within
urban Brazil with massive content consumption and share [Machado et al., 2018]. In
this scenario, the elections have been marked by the heavy usage of social media during
the campaign [Recuero et al., 2020], by electoral laws violation [Silva et al., 2020] and
by the attempt to influence voters to change the outcome of the elections [Machado
et al., 2018; Marques and MontÁlverne, 2016].

The first politician to massive use social media in an electoral campaign was
the former U.S. president Barack Obama [Hughes et al., 2010]. His Chicago-based
campaign team used social media and technology as an integral part of their campaign
strategy, not only to raise money but also, more importantly, to develop a groundswell
of empowered volunteers. In Brazil, the political use of social media gained prominence
during the 2010 presidential elections, when the Green Party candidate, Marina Silva,
used social media as the main platform and obtained a surprisingly high number of
votes [Pereira, 2011].

The peak of the social media influence during elections in Brazil occurred in
2018 when Brazilians democratically elected a candidate for president: Jair Bolsonaro
[Recuero et al., 2020]. His party, PSL, which in the 2014 elections obtained only
808, 404 votes, was the party that received the highest number of votes in the 2018
House election, 11, 640, 033, electing 52 federal deputies. One of the most surprising and
fascinating feats of this outcome is that all candidates affiliated to PSL, including Jair
Bolsonaro, had almost no television time [Council on Foreign Relations, 2018]. Before
2018, television time was considered a fundamental requirement to those aspiring to
the presidential chair [Council on Foreign Relations, 2018]. Many analysts claim that
his victory was only possible because of his supporters’ engagement and activism in
social media platforms, such as Twitter, Facebook, and WhatsApp [Recuero et al.,
2020; Council on Foreign Relations, 2018; The Economist, 2019].

1.2 Problem Statement

Aware of the social media importance, politicians use social media to build their rep-
utations and increase political engagement [Grant et al., 2010], though some are more
successful in this than others [Tumasjan et al., 2010]. Part of this success is related
to the communication strategy of the politicians. While some politicians only share
professional communications about their political agenda and activities, others prefer
a more personal and informal approach, sharing communications about the most var-



1.2. Problem Statement 3

ied subjects, such as religion, sports, and their families [Oliveira et al., 2020; Jackson
and Lilleker, 2011; Gainous and Wagner, 2014]. Others, however, misuse social media
platforms by spreading political messages that violate policies and circumvent electoral
laws [Silva et al., 2020].

One way to investigate these problems and characterize the communication of
these politicians is through the identification of political and non-political textual con-
tent posted on different social media [Caetano et al., 2018; Glassman et al., 2010;
Oliveira et al., 2018, 2020; Silva et al., 2020; Golbeck et al., 2010]. Contents of the
first group explicitly describe political opinions and activities, helping the public to
know what to expect from politicians when they occupy public offices, e.g., “Today I
attended a meeting with Minister Ricardo Veléz at the Education Commission ...”. On
the other hand, the contents of the second group are related to their private life or are
not directly linked to their political activities and ideals, e.g., “Me and my daughter
Maria Laura preparing our Christmas dinner...”

Both messages above are real and were very popular on Twitter during the 2018
elections, showing that the public might like these two types of communication. There-
fore, understanding how politicians use these two types of communication leads us to
the following research questions:

(R0): Can we say that, in general, the public appreciates and react to political and
non-political content equally?

(R1): Are there differences in behavior depending on the electoral success?

(R2): Do politicians and their followers behave differently depending on the ideological
spectrum?

(R3): Do politicians change their communication behavior on social media based on
the public response?

We hypothesize that the answers to these questions can provide valuable insights
for understanding the Brazilian political scenario and the communication of politicians
over the years. If we are able to automatically group these posts, we could characterize
all politicians that have (and use) social media by the amount of non-political and
political content in their communications. With that, tools could be easily provided
for the public to, for instance, identify the political agenda of politicians, identify
politicians who are not transparent about their political views, and identify candidates
that misuse social media platforms.



4 Chapter 1. Introduction

Although many studies have analyzed the content of social media messages posted
by politicians [Jungherr, 2016], the problem of identifying non-political and political
content, on a large scale, is not trivial. In short, the proposed solutions are very
difficult to be generalized or to keep accurate over a long period of time. Existing
efforts ignore the content of the post [Klinger, 2013; Yoon and Park, 2014; Amaral
and Pinho, 2016; Dubois and Blank, 2018; Hampton et al., 2017], or focus on manual
inspection of small sets of messages [Lee and Shin, 2014; Pal, 2015; Glassman et al.,
2010; Jackson and Lilleker, 2011], or propose aggregate functions (e.g. count, frequency,
etc.) based on specific keywords or hashtags (e.g. “abortion”) to quantify how much
politicians are dedicating their communications to a specific topic [Grimaldi, 2019;
Garimella et al., 2018; Pond and Lewis, 2019; Shapiro and Hemphill, 2017; Gainous
and Wagner, 2014; Hemphill et al., 2013; Lietz et al., 2014]. Moreover, even works
that perform a classification task do not characterize the communication of politicians
over time and barely consider the nature of these contents, i.e., whether they are
communicating about political or non-political topics [Paul et al., 2017; Conover et al.,
2011; Gao et al., 2017].

Furthermore, when the topics covered in these posts change significantly, due
to noise disturbance or long-term evolution, for instance, a concept drift [Sethi and
Kantardzic, 2017; He et al., 2018] is characterized. Under this circumstance, a classifier
responsible for identifying political contents loses its generalization capability, failing to
capture nuances in the texts from different periods [Krawczyk et al., 2017]. In this case,
it is necessary to adopt mechanisms for the classifier to understand this new context.

In our first attempt [Oliveira and Vaz Melo, 2017], we compared different ap-
proaches to tf-idf (term frequency, document inverse frequency) in order to identify
relevant words in the context of Brazilian politics. Therefore, we propose an alterna-
tive to the traditional idf, using Shannon’s entropy [MacKay and Mac Kay, 2003] as
an auxiliary feature in the idf calculation to improve the identification of these words
in the tweets data dictionary of Brazilian parliamentarians. Although our proposal
outperformed traditional tf-idf approaches, there was no clear distinction between the
topics identified.

Therefore, in this thesis, we propose a supervised machine learning classifier that
labels all textual messages from social media platforms as political or non-political .
Moreover, the classifier is robust to concept drifts, where topic changes are identified
over the years by an unsupervised drift detection method [Costa et al., 2018] that
applies an Active Learning [Zliobaite et al., 2014] technique in which the true labels of
the messages are required only after drift detection. Finally, we use a transfer learning
approach [He et al., 2018] to retrain the classifier after drift detection that maintains the
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high sensitivity to the long-term data changes. From the classified messages, we were
able to characterize the communication of politicians over time. We could identify, for
instance, if they change their communication behavior over time, e.g. around elections
or when they take over or leave public office.

1.3 Contributions

To demonstrate the usefulness of our proposed methodology, we applied it in two case
studies related to Brazilian political communications.

(C1) Objective: To Analyze whether the nature of politicians’ communications
changes around the elections and whether this behavior is related to electoral suc-
cess.This objective answers the research questions R0 and R1, and partially R3.

For this task, we analyze a collection of tweets posted by Brazilian politicians from
one year before the 2014 Elections to one year after. We collected all tweets posted
by all 692 congresspeople who were active on Twitter and worked in the Brazilian
parliament from October 2013 to October 2015. The congresspeople were labeled as
(1) newcomer (NC ) if they were elected in 2014 but were not in Congress in the
previous political term; (2) reelected (RE ) if they were elected in 2014 and were also
in Congress in the previous political cycle; and (3) loser (LS ) if they were in Congress
in the previous political term, tried to re-elect and were not able to be elected in 2014.
This labeling is useful to separate politicians according to their success in the 2014
Elections and according to their position as a congressperson in the year before and/or
after the elections. After classifying all messages, we numerically characterize the
politicians by the proportion of political communications they post, which we call the
Political Communication Index (PCI). With that in hand, we identify if they change
their communication behavior over time, e.g. around elections or when they take
over or leave public office. Moreover, our methodology allows us to identify which
communication behavior evokes, in general, more (and less) engagement with the public
on Twitter, both in terms of social media popularity and in terms of votes in elections.

(C2) Objective: To Analyze if there are differences in the communication strategies
used by the right , left , and center politicians over time. Also, try to understand the
growth of the right-wing in recent years. This objective answers the research questions
R0, R2 and R3.

For this task, we collected more than 3M tweets from the 914 politicians with
a valid Twitter account and who occupied a public office in Congress for at least
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one year from October 2013 to October 2019. These congresspeople were labeled as
right (R), left (L), and center (C ) based on their party ideology. By separating the
deputies’ tweets according to these labels, we were able to analyze the communication
behavior of politicians over 6 years. We reveal striking and even abrupt changes in the
behavior of politicians and the public. While before 2016 most of the communications
posted by politicians were non-political after 2016 political communications started to
heavily dominate. Also, although total left-wing politicians post more on social media,
the participation of right-wing politicians is broader, more evenly distributed, and
increased significantly after the 2018 elections. The overall engagement of the public
with politicians grew constantly since 2013, especially with political communications.
Differences in engagement with respect to ideology and content increased greatly after
2015, which is possibly catalyzing the increase of polarization in Brazil [Recuero et al.,
2020; Weber et al., 2013]. Politicians from the center became much less popular than
those from the left and right. Also, after 2017 the public engagement with right-wing
communications became much higher than with those from the left, even considering
the usually less popular non-political messages. In summary, our results corroborate
with the hypothesis that social media was fundamental for the recent rise of the right
in Brazil and its success in the 2018 elections.

This thesis extends the findings of previous research in four-fold contributions,
which are described as follows:

• A computational methodology for identifying political and non-political textual
content that is robust to concept drifts and that can be applied in different
languages.

• Two parsimonious characterizations of Brazilian congresspeople communications
that comprise the 2014 and 2018 elections. We analyze the nature of these com-
munications and how they may be linked to concepts that characterize Brazilian
political relations. To the best of our knowledge, we are the first to analyze
such a large number of messages (3, 337, 744 tweets) from a significant number of
deputies (914) in such a long period (6 years span).

• To the best of our knowledge, we are the first that shows quantitatively and
qualitatively at a large scale that non-political discourse arises and dominates the
campaigns during the 2014 elections. Surprisingly, in spite of that, we showed
that political messages are far more popular among the public. Also, we are the
first to characterize and demonstrate quantitatively the rise of the right in Brazil
in this decade from social media data.
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• Finally, we provide two datasets for the research community: one containing more
than 3M tweets from 914 Brazilian politicians; other containing a set of 3, 116
tweets labeled as political and non-political comprising the years from 2013 to
2019;

The following publications are the current results of this thesis:

• How to Find the Relevant Words Politicians Use in Twitter?. Oliveira,
L. S. D.; and Vaz Melo, P. O. In Proceedings of the 23rd Brazillian Symposium
on Multimedia and the Web - WebMedia ’17, pages 465–468, New York, New
York, USA, 2017. ACM Press.

• When Politicians Talk About Politics: Identifying Political Tweets of
Brazilian Congressmen. Oliveira, L. S.; de Melo, P. O. S. V.; Amaral, M. S.;
and Pinho, J. A. G. , International AAAI Conference on Web and Social Media
(ICWSM): 664–667. 2018.

• Facebook Ads Monitor : An Independent Auditing System for Political
Ads on Facebook. Silva, M.; Oliveira, L. S. D.; Vaz de Melo, P. O. S.; Ben-
evenuto, F.; Andreau, A.; and Goga, O. In Proceedings of The Web Conference
2020, Taipei, Taiwan, 2020. ACM [Honorable Mention]

• Do Politicians Talk about Politics? Assessing Online Communication
Patterns of Brazilian Politicians. Oliveira, L. S. D.; Vaz-de-Melo, P. O. S.;
Amaral, M. S.; and Pinho, J. A. G. ACM Transactions on Social Computing
(TSC), 3(4). September 2020.

1.4 Work Organization

The rest of this thesis is structured as follows. In Chapter 2, we describe the related
work and show an overview of the Twitter datasets. In Chapter 3, we present the
methodology for political message classification and we characterize the political com-
munication during the elections. Thereafter, in Chapter 4, we present the methodology
to keep the classifier accurate over time and a characterization of the political commu-
nication over the years. Finally, in Chapter 5, we summarize and compare our findings
with other works in the literature; show the limitations of this thesis and the future
directions; and conclude our thesis.





Chapter 2

Related Work

2.1 Political communication characterization

Computational communication science, social media, and big data are remaking and
revolutionizing interpersonal communication [Cappella, 2017]. In fact, computational
approaches have the capacity to gather and process large quantities of information
quickly to serve the public good [Shah et al., 2015]. Through these computational
approaches, several studies analyzed and characterize the communication of politicians
in online social networks.

The communication network structure among politicians was analyzed by Yoon
and Park [2014], who revealed that politicians follow each other as a social ritual based
on dyadic reciprocity, and mention each other according to how popular they are with
the public on Twitter. Conover et al. [2011] used a combination of network clustering
algorithms and manually annotated data to exhibit, in a politician’s network, a highly
segregated partisan structure. Lietz et al. [2014] characterized the online conversational
practices of political parties in the 2013 German federal elections from several metrics
rooted in theoretical constructs from relational sociology. They found that all parties
concentrate their communications on a few hashtags during elections and drastically
diverge afterward. Furthermore, the political communications of the public were char-
acterized by Rori and Richards [2017] by means of an algorithm that assigns citizens to
political spaces based on their social media communications. They concluded that po-
litical networks are not static neither solid, as actors consider turbulence and volatility
as structures of political opportunity to gain visibility.

There is already evidence that the action and interaction of voters in social media
can influence their inclination to vote or not for a candidate. Maruyama et al. [2014]
found a relation between Twitter use and the voting choice. They investigated how

9
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using a social network while watching a political event could influence the experience
of a voter, especially when the user actively participates by posting messages about the
event. Pal et al. [2018] examined the function and public reception of critical tweet-
ing in online campaigns of four nationalist-populist politicians during major national
election campaigns. They found that cultural and political differences impact how
each politician employs their tactics. In South Korea, Lee and Shin [2012] and Lee
and Shin [2014] designed experiments to investigate how the level of interactivity in
politicians’ Twitter communication affects the public’s cognitive and affective reactions.
They found that exposure to high-interactivity Twitter pages induces a stronger sense
of direct conversation with the candidate, which, in turn, led to more positive overall
evaluations of the candidate and a stronger intention to vote for him. However, politi-
cians are not only the ones who try to influence the elections. Hemphill and Roback
[2014] examined common strategies of lobbying on Twitter and found that assumed
citizens used Twitter to merely shout out their opinions on issues and utilize a variety
of sophisticated techniques to impact political outcomes. Kim et al. [2018] used an ad
tracking app that enabled them to trace the sponsors/sources of political campaigns
and unpack targeting patterns. Their empirical analysis identified “suspicious” groups,
including foreign entities, and operating divisive issue campaigns on Facebook.

Automatic classification of social media content into categories is usually a neces-
sary task involved in the process of large-scale analysis, being also used to characterize
political communication. Paul et al. [2017] proposed a semi-supervised methodology
in which they created a dataset of political keywords by training a topic model over
a collection of news articles and then selecting the topics related to politics. Thus,
they used an embedding word model to enrich the dataset with other similar political
words. Finally, they labeled each tweet as political if it contained words from this
dataset. Similarly, Conover et al. [2011] created two initial disjoint sets of tweets con-
taining political and non-political hashtags. Thus, using the Jaccard coefficient, they
labeled each tweet by assigning it to one of the two classes and then updating the
dataset with the new hashtags. In a comparable approach, Gao et al. [2017] created an
initial seed slur dataset by scoring each unique word that appears more than 10 times
in a dataset of hateful tweets. Thus a tweet was classified as hateful if it contained one
of the seed slurs and then the slur dataset was updated with the new slur terms.

Despite the similarity in some aspects to our methodology (see Section 3.2), there
are constraints that make these approaches very difficult to be generalized or to be ac-
curate over a long period of time. The approach of Paul et al. [2017] requires an
external database of news articles for topic model training. Moreover, in the Paul
et al. [2017], Conover et al. [2011] and Gao et al. [2017] approaches there is substan-
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tial overlap between streams associated with different political hashtags because many
tweets contain multiple hashtags. Furthermore, as shown in Section 3.2, this approach
suffers from some restrictions as politicians use the same hashtags for both political
and non-political messages. Additionally, a simple occurrence of any term present in
this final list in a post is enough to label such a post as relevant which could lead to
misclassification.

2.2 Political content analysis

With the rise of social media, many researchers got interested in exploring their role
in politics. According to Karlsen and Enjolras [2016], in an electoral system based
on proportional representation, candidates can use social media in election campaigns
with two goals: to mobilize the electorate for their parties or to invest in building their
reputations. Also, Grimaldi [2019] shows that tweets extraction and analysis could be
used to predict the ranking of candidates in elections and also determine how their
images are spread amongst the public. In fact, Hemphill et al. [2013] showed that
U.S. politicians predominantly used Twitter to provide information and to position
themselves on issues.

Concerning the role of social media on the general public, there is evidence that
social media can create a public sphere that enables discussions and deliberations
[Mascaro and Goggins, 2011; Saldivar et al., 2019]. Grant et al. [2010] analyzed the
utilization of Twitter by Australian politicians and suggested that politicians are at-
tempting to use Twitter for political engagement, though some are more successful in
this than others. Differently, Etudo et al. [2019] investigated the effects of Russian
ads and what is the relation with Black Lives Matter Protests and found that Russian
ads related to police brutality were issued to coincide with periods of higher unrest.
Similarly, Ribeiro et al. [2019] investigated how malicious Russian advertisers were able
to run ads with divisive or polarizing topics (e.g., immigration, race-based policing) at
vulnerable subpopulations.

In the specific case of Latin America, which is our object of study, it was shown
that social media is used to engage the electorate in campaigns even after elections
[Howard et al., 2016], to spread misinformation [Forelle et al., 2015] and even to incen-
tive criminality [Savage et al., 2015]. In the specific case of Brazil, researchers studied
polarization, hyperpartisanship, and disinformation during the election [Recuero et al.,
2020; Machado et al., 2018]; the influence of social networks in the electoral process
[Marques and MontÁlverne, 2016]; the understanding of politicians behavior on social
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media [Oliveira et al., 2018, 2020]; and proposed systems to the increase of transparency
during elections [Silva et al., 2020].

Regarding the presence of world political leaders in social media, Barberá and
Zeitzoff [2018] suggest that leaders from many countries have social media accounts
(e.g. Argentina, France, Ukraine, Tunisia, South Africa, Philippines, Japan, etc), even
in those countries with limited press freedom, such as Iran, Kyrgyzstan, or Cuba.
Those accounts assume mostly two forms: either a personal account for the head of
government, with messages that at least appear to be written by the world leader
herself, or an institutional account for the presidency or prime ministry. In fact, the
amateur and seemingly more authentic style of U.S. President Trump’s Twitter ac-
count points to deprofessionalization and amateurism as a counter-trend in political
communication [Enli, 2017]. According to Pain and Chen [Pain and Masullo Chen,
2019], Trump may portray himself as the lone outsider who can save the country, but
he maintains no balance in populism and civility, using rhetorical devices like capital
letters associated with incivility frequently in his tweets, retweeting only his supporters
while being extremely insulting to detractors. Apparently, this behavior is not unique
to the US president and can be observed in other leaders, such as Jair Bolsonaro in
Brazil [Library, 2019]. Similar findings were presented by Gonawela et al. [2018] in
the analyses of the social media messages from Donald Trump, Narendra Modi, Nigel
Farage, and Geert Wilders. They spent significant shares of their communications in
making critical comments and creating enemies. Moreover, Pain and Masullo Chen
[2019] indicate that social media like Facebook and Twitter place the focus on the indi-
vidual politician rather than the political party, thereby expanding the political arena
for increased personalized campaigning.

2.3 Political vs. Non-Political content

Given the importance of social media messages in politics, many works attempted to
identify non-political and political content in social media. Gainous and Wagner [2014]
analyzed messages of all candidates of the 2010 election for the US Congress. From
counting the presence of keywords in these messages, they found that ⇡ 44% of the
messages were related to campaign announcements, ⇡ 19% were non-political mes-
sages, ⇡ 18% were attacking to other politicians, and ⇡ 17% related with policies. A
different methodology was employed by Glassman et al. [2010], who manually analyzed
collections of thousands of tweets posted by U.S. congresspeople. They revealed that
politicians rarely provide new insights into government or the legislative process with
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the goal of From another manual analysis of U.S. congresspeople tweets, Golbeck et al.
[2010] found that informational posts about themselves in the news articles and their
blog posts are the most common, accounting for over half of all posts, followed by posts
about places and their daily activities.

Similar communication behavior was seen in other countries as well. Jackson and
Lilleker [2011] manually analyzed the content posted by 51 British members of Parlia-
ment and showed that they mostly contain details about their personal lives, personal
interests and sense of humor, promotion of self, constituency service, or promotion of
their own party. Pal [2015] examined the tweets posted by Narendra Modi and verified
that his online image is carefully crafted with a range of banal but mostly positive
messages. This actually seems the typical behavior of politicians on social media, since
similar conclusions were reached by several other studies [Jungherr, 2016; Small, 2010],
that is, non-political content apparently dominates politicians’ social media messages.
However, Marques and MontÁlverne [2016] investigated Fortaleza’s city councilors’
tweets and found that most messages are related to the promotion of ideas, negative
campaign, mobilization, and promoting campaign events. Finally, Hwang [2013] ana-
lyzed how Korean young adults evaluate the use of Twitter by South Korean politicians
and conclude that politicians who actively use Twitter are seen as more credible and,
as a consequence, are more positively evaluated by young adults.

Moreover, to the best of our knowledge, the rules that formally separate politi-
cal and non-political messages are yet not established in the literature. Bracciale and
Martella [2017], while investigating political communication styles, divided commu-
nications into four dimensions, and one of them, the “Topic” dimension, identifies the
main argument of the message, which can be either about political issues, policy issues,
campaign issues, personal issues, and current affairs. While the first three describe the
political figure of the politician, the last two are clearly about her/his personal figure.
Conversely, Pal [2015], inspired by [Jackson and Lilleker, 2011], defined a “banal” mes-
sage “by its apparent innocuous nature – delivered as a feel-good missive, ritualized
response, or casual musing, but weighed by its underlying meaning as part of a larger
message of impression management”. Inspired by these two definitions, we propose, in
Section 3.2, our own functional definition of what can be considered a political message.

To conclude, the aforementioned works show the role of social media use during
elections and how it can enable debate and interaction between citizens and politicians,
promoting democracy. More specifically, some works investigate the content of these
messages and strive to classify those messages related to state and public administration
issues as political , and trivial or banal messages as non-political . Different from the
studies described in this chapter, in the present thesis we use a supervised machine
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learning methodology to identify how much of the communications posted by politicians
are devoted to political issues, e.g. reforms, and to non-political subjects, e.g. football
messages [Oliveira et al., 2018].

2.4 Twitter Datasets

In this section, we describe the two public tweet datasets of tweets posted by Brazilian
deputies. The description and characteristics of these datasets are described in more
details in Chapters 3 and 4. In Figure 2.1, we show an overview of the datasets used to
validate the proposed methodology and to characterize the behavior of deputies over
time.

Figure 2.1: Overview of the public Twitter datasets.

The first dataset comprises the years of 2013, 2014, and 2015, and it was col-
lected to train and validate the political message classifier and to characterize the
communications of politicians in this period (see Chapter 3). From now on, we call
this TwSmallDB. The second, called TwLargeDB, was collected later and com-
prises the TwSmallDB. In addition, it expands by adding tweets posted by Brazilian
deputies between 2013 and 2019. This dataset enabled us to perform a broader analysis
of the communication behavior of deputies over the years.

From the TwSmallDB, we extracted two datasets for training and validation of
the proposed methodology (see Chapter 3). The first, called TrainingDB, contains
2, 000 manually labeled tweets (1, 000 political and 1, 000 non-political). The second,
the hold-out test set, contains 814 labeled tweets with the unspecific distribution.
Likewise, to validate the methodology over time (see Chapter 4), we created a dataset
that comprises part of the TrainingDB dataset and contains 3, 116 labeled tweets
(1, 558 political and 1, 558 non-political). From now on, we call this ValidationDB.



Chapter 3

Characterizing Political
Communications in Elections

In this chapter, we present a methodology to classify messages into two categories:
political and non-political . From that, we characterize each politician according to
the number of political and non-political messages they posted from October 2013 to
October 2015. In addition, we consider for this analysis the three sets of politicians ac-
cording to their position before and after the 2014 elections: reelected (RE ), loser (LS )
and newcomer (NC ).

3.1 TwSmallDB dataset

To perform the politician communication characterization, we collected 751, 117 pub-
lic tweets of 692 Brazilian deputies from October 2013 to October 2015 by means
of the Twitter Search and Standard API (Application Programming Interface), avail-
able at http://doi.org/10.6084/m9.figshare.7615760. We call this dataset TwS-

mallDB. The names of the active congresspeople during this period were retrieved
and validated by a researcher in March 2015 using the Chamber of Deputies Open
Data website1. The list of the Twitter accounts associated with the congresspeople
was collected from the personal profile pages of each congressperson. After this pro-
cess, each account was manually validated and the collection of messages was performed
in November 2015. We prepared the text of the tweets for processing by removing du-
plicated tweets, punctuation, words with less than 2 characters, Portuguese stop words,
URLs, and mentions.

1https://dadosabertos.camara.leg.br
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Considering the time span of our analysis, three sets of politicians exist according
to their position before and after the 2014 elections: reelected (RE ), loser (LS ), and
newcomer (NC ). By separating the politicians into these three groups, we isolate any
confounding effect that may arise from being elected in 2014 or not. It is natural to
expect that losers will behave differently than newcomers in the two years around
Election Day. More important, we will be able to verify whether a communication
behavior is more present in the group of successful politicians (NC and RE ) or in the
unsuccessful ones (LS ).

Table 3.1 summarizes the TwSmallDB. Note that the reelected form the largest
group of deputies, followed by the losers and, finally, by the newcomers . Also, observe
that the reelected are, on average, the most active congresspeople on Twitter, with an
average of 1, 302 messages posted during this period, followed by the losers , with 977

messages, and the newcomers , with 908 messages in average.

Table 3.1: Dataset Summary

# tweets # deputies average

Reelected 355,450 273 1,302
Newcomer 183,533 202 908
Loser 212,134 217 977
total 751,117 692 1,062

3.2 Identification of Political and Non-Political

Content

Federal deputies are elected by the population of a country and their duty is to propose,
discuss and pass laws, which can change even the Constitution. It is also the federal
deputies who approve or not the provisional measures proposed by the president and
the country’s annual budget. Given their importance, social media can serve as a
valuable tool for them to account for the service they are providing to the country.
Congresspeople that post mostly non-political tweets are failing to account for the
citizens who elected them.

Inspired by what Pal [2015] defined as a “banal” message and the arguments
that compose a political communication identified by Bracciale and Martella [2017],
we propose the following definition of a “political message”:

Definition 1 A political message is a message posted on social media whose content
expresses subjects related to fundamental issues about the state, politics, governance,
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and justice. More specifically, such messages have to cover one or more of the following
topics: government, state and/or nation; public programs or policies; projects and laws;
political campaign; congress or congressperson’s agenda; government taxes or subsidies;
court decisions; budget or public expenditure; corruption or crimes against the public
administration; actions and positions on civil society movements.

Our intention is to provide an unequivocal definition of political message to min-
imize the subjective interpretations. Therefore, from Definition 1, we modeled the
problem of identifying political and non-political messages as a supervised binary clas-
sification problem. Figure 3.1 shows the methodology, which can be divided into four
steps. First, we sample from TwSmallDB a large set of tweets posted by deputies that
are evenly distributed across deputies and across time. We call this dataset Train-

ingDB, which consists of 2, 000 tweets. Second, we manually label the sampled set of
tweets according to Definition 1. Third, we use a text embedding technique, namely
Word2Vec C-BoW [Mikolov et al., 2013a], to transform every tweet in a sequence of nu-
merical n-dimensional vectors that represent each word in that tweet. Fourth, we used
a Convolutional Neural Network [Oliveira et al., 2018], which is a supervised machine
learning model, to automatically label the unlabeled tweets as political or non-political .
These four decisions were based on a careful empirical evaluation, which is described
next.

Figure 3.1: Overview of the methodology to identify political and non-political mes-
sages.

3.2.1 Meta Parameters

The process of identifying political messages using a classification approach involves
several methodological decisions. These decisions can be thought of as the meta pa-
rameters of the methodology, which affects the speed and quality of the learning process
and cannot be estimated from data. They are related to the following challenges: (i)
the number and the selection of instances to manually label; (ii) the text embedding
method to be used to transform tweets into vectors; (iii) the selection of the classifi-
cation method. Table 3.2 describes all the meta parameters and their possible values.



18 Chapter 3. Characterizing Political Communications in Elections

During our experiments, we verified that the meta parameters are independent among
themselves, e.g., changing the text embedding technique does not alter the relative
performance of the classification methods. Because of that, the configuration used to
generate the results is 2000 labeled tweets; Word2Vec C-BoW with 300 dimensions as
an embedding technique, where the number of dimensions represents the vector size to
which each word of the text is mapped; and the Convolutional Neural Network (CNN)
architecture as the classification method.

Table 3.2: Meta Parameters

labeled tweets period embedding embedding size classification method

100 random Word2Vec C-BoW 100 CNN
500 few months Word2Vec Skip-Gram 300 LSTM

1000 few deputies Glove FastText
2000 Word2Vec C-BoW over our dataset

Word2Vec C-BoW hashtag over our dataset

3.2.2 Sampling and labeling messages

The first challenge is to select the messages to be manually labeled as political and,
conversely, non-political . Then, we generate classification results for the following
number of labeled instances: 100, 500, 1000, and 2000. For all cases, half of the
messages are manually labeled as political and half as non-political . To do that, we
adopt the following process. Given the whole collection of messages U , we create a
subset P of messages labeled as political , such that P ✓ U . For each message m 2 U ,
m is labeled as political and assigned to the subset P if and only if there is a political
position on m according to Definition 1. In case a political position is not clearly stated
in the message, m is labeled as non-political . Note that this process is different from
labeling a message as speaking well or badly about a subject, in which the two things
can happen at the same time in different degrees, or not happen at all. In our case,
if this political position exists, regardless of the rest of the content, the message is
considered political .

The initial and most comprehensive sample of tweets to be labeled was randomly
selected from the TwSmallDB. In total, we labeled 2, 814 tweets, where 1510 were
labeled as political and 1304 as non-political . Then, we filter this sample to create
a fully balanced training set that represents the monthly distribution of the original
data. To do that, for each label (political and non-political), we compute the number of
tweets that must be sampled each month from this collection so that the final set has a
size of 1, 000 tweets with this label and that their distribution over the months matches
the original data. We call this dataset TrainingDB. In order to check whether the
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distributions match, we calculated the KL divergence [Conover et al., 2011] between
TrainingDB dataset of 1, 000 political and non-political tweets and the TwSmallDB

dataset. The KL divergence is a measure of how different two sample distributions are,
where values closer to zero indicate similar distributions. We obtained 0.002 for the
political sample and 0.00006 for the non-political , which indicates that the distribution
of tweets per month in TrainingDB is very similar to the original data. Then, the
other samples of 100, 500, and 1, 000 tweets were randomly sampled from TrainingDB

of 2, 000 labeled tweets. The other 814 tweets that were left out of this balanced set
are used as a hold-out test set of arbitrary distribution.

Figure 3.2a shows the F1 score for the classification task when the size of the
manually labeled data is varied. The F1 is a single score that balances both the
concerns of precision and recall in one number. Having high precision means that
the majority of messages which the classifier labeled as political are in fact political .
Having high recall means that from the total number of political messages, the classifier
correctly labeled the majority as political . Moreover, the F1 score reaches its best value
at 1 and the worst score at 0.

Observe that, as expected, the model F1 score grows as we increase the training
set size. Also, observe that despite the F1 scores from the results stabilize with a
training set of 500 instances, it grows significantly up to 2000 instances for the hold-
out test set, with an F1 score of 99% in the training set and 91% in the hold-out test
set.

(a) Sample size (b) Dispersion (c) Embeddings (d) Classification method

Figure 3.2: Classification results. F1 scores for different configurations.

3.2.3 Dispersion of labeled messages

It is also worth mentioning the importance of having an unbiased training set in terms
of time. To show that, we compared the performance of the classifier when three
different training sets are used: (i) the previous randomly and unbiased collection of
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500 manually labeled tweets, (ii) a biased collection of 500 labeled tweets in the time
dimension and (iii) a biased collection of 500 labeled tweets in the deputy dimension. In
these two biased collections, we artificially made the frequency of tweets more skewed
towards a few months and, for the second case, a few deputies. In such cases, more than
half of the labeled tweets are from only a few months, for the first biased collection,
and from a few deputies, for the second biased collection.

In Figure 3.2b we show the F1 score for these three collections of training sets.
Observe that for the biased collections, the F1 score grows, revealing overfitting that
happens when the trained model captures the noise along with the pattern in data and
loses generalization capacity. On the other hand, the F1 score in the hold-out test set
for the unbiased collection decay, what is expected.

3.2.4 Text embedding technique

Before running the classification methods, we execute a text-embedding technique to
transform every word into a numerical vector. We compare four text embedding tech-
niques. The first three word-vectors are publicly available and were trained over a large
Portuguese data set [Hartmann et al., 2017], which is able to produce an embedding
matrix for a vocabulary of 1.3 trillion terms. These vectors were produced using the
following methods: Word2Vec C-BoW [Mikolov et al., 2013a], Word2Vec Skip-Gram
[Mikolov et al., 2013a] and Glove [Pennington et al., 2014]. Additionally, we trained
the Word2Vec C-BoW model using the TwSmallDB. We also used the pre-trained
Word2Vec C-BoW [Hartmann et al., 2017] weights and vocabulary to train a new
model to recognize the hashtags of our dataset.

Thereafter, we evaluated the different embedding techniques using the parameters
described in Table 3.2. Figure 3.2c exhibits that Word2Vec C-BoW and Glove have
the same 99% of F1 score in the TrainingDB. On the other hand, the result in the
hold-out test set shows that Word2Vec C-BoW achieved a higher F1 score than Glove.

Also, it is important to note that the Word2Vec model trained using our dataset
and the other using hashtags obtained the worst results. The main reason is that in the
first case, our corpus of tweets is not as large as Word2Vec C-BoW from [Hartmann
et al., 2017]. Moreover, despite hashtags are good predictors of political tweets [Conover
et al., 2011; Bovet et al., 2018; Pond and Lewis, 2019], in this work, they made the
classifier’s performance worse. This is because some politicians often use the same
hashtags for political and non-political tweets according to Definition 1. This is the
case for the following tweets:

“We continued walking around the Rio Grande, spreading the ideas of the well-prepared
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pre-candidate for governor in order to make our state strong again. #heinze #luiscar-
losheinze #oriograndeforteoutravez #oriograndetemjeito.”

“On July 25 we celebrate the Settler and Driver’s Day. Congratulations to all the
settlers and drivers! #oheinzefaz #oriograndeforteoutravez #luiscarlosheinze #ori-
ograndetemjeito.”

3.2.5 Classification method

The last decision is to choose which Neural Network architecture to use. More specifi-
cally, we compared three different architectures: Convolutional Neural Networks (CNN)
[Kim, 2014], Long Short Term Memory Networks (LSTM) [Hochreiter and Schmidhu-
ber, 1997] and FastText (the classifier only)[Joulin et al., 2016]. The evaluation was
done through a 10-Fold Cross-Validation, where the training dataset is divided into 10
disjointed sets of approximately equal size. Each set is selected in turn as the testing
data, whereas the remaining sets are used as the training data, after that, we calculated
the F1 scores. In addition, we also validated the result in the hold-out test set using
the same F1 score.

For comparison purposes, we standardize the neural network input layer and an
output layer. In the input layer, each word in a congressperson tweet is represented as
a dense numerical vector with 300 dimensions learned by Word2Vec C-BoW. In case
the word is not present in the vocabulary, we replaced it with a special symbol UNK
(unknown) and get its embedding representation. Thus, we have a matrix of words and
embeddings with vocabulary size ⇥ 300 dimensions that we provide as the embedded
input layer. Neural networks require to have inputs of the same size. For this purpose,
we use the padding of size 28. Finally, for the output layer, we use a single neuron with
a sigmoid activation function, which outputs a continuous range of values between 0
and 1.

Figure 3.2d shows the performance of the different Neural Networks. Observe
that CNN has the highest F1 score in both data sets, achieving 99% in the training
set and 97% in the test set, followed by LSTM with 98% in the training set and 95%
in the test set. Finally, the FastText neural network achieved an 86% F1 score in the
training set and 95% in the test set.

In fact, we tested many other architectures and classifiers, such as LSTM, LR,
SVM, but neural network architectures obtained the better and most consistent results
(Table 3.3).
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Table 3.3: Political Message Classifiers

Training set Test set

Classifier Precision Recall F1-score Precision Recall F1-score

CNN 0.99 0.99 0.99 0.98 0.98 0.98
LSTM 0.95 0.95 0.95 0.97 0.97 0.97
FastText 0.88 0.87 0.86 0.94 0.94 0.94
SVM 0.87 0.87 0.87 0.81 0.81 0.81
Gradient Boosting 0.81 0.81 0.81 0.88 0.88 0.88
Logistic Regression 0.88 0.88 0.88 0.88 0.87 0.87

3.2.6 CNN for text classification

For over a decade, core natural language processing (NLP) techniques were dominated
by linear modeling approaches to supervised learning, trained over very high dimen-
sional yet very sparse feature vectors [Goldberg, 2017; Harris, 1954]. Such vectors,
also called bag-of-words or bag-of-n-grams [Harris, 1954], are attractive due to their
simplicity, efficiency, and often surprising accuracy. In this direction, recent work in
learning dense vector representations of words [Mikolov et al., 2013a] using neural net-
works [Deriu et al., 2017; Bengio et al., 2003; Turian et al., 2010; Mikolov et al., 2013b;
Pennington et al., 2014; Goldberg, 2017] were proposed. In all these studies, including
Word2Vec [Mikolov et al., 2013a], the one we use in this thesis, the main idea is that
each word is represented by a vector representing the context in which the word is
usually used, being constructed from co-occurrences of words in a given text training
data.

In fact, representing features as dense vectors is an integral part of the neural
network framework [Goldberg, 2016], whose resurgence greatly impacted text classi-
fication tasks [Yin et al., 2017]. In particular, Convolutional Neural Networks [Kim,
2014] are specialized architectures that excel at extracting local patterns in the data.
They are fed arbitrarily sized inputs and can extract meaningful local patterns that
are sensitive to word order, regardless of where they appear in the input. Despite little
tuning of hyper-parameters, a simple CNN with one layer of convolution proved to per-
form remarkably well in text classification tasks [Kim, 2014]. According to Yin et al.
[2017], CNN performs well on tasks where feature detection in the text is more im-
portant. For example, searching for angry terms, sadness, abuses, named entities, etc.
However, other types of Recurrent Neural Networks (RNN) such as Gated Recurrent
Unit (GRU) and Long Short-Term Memory (LSTM), perform better on tasks where
the length of the text is important. These types of tasks include question-answering,
translation, etc.
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As CNN performed better among the tested classifiers, we inspire in the Camacho
[2019] tutorial to explain how CNN works for text classification. First, before feeding
a message into a neural network as an input, we have to convert each word into a
numeric value, known as word embedding. Word embeddings are vectors of a specified
length of n and each vector of n positions represents one word.

These embeddings are formed in an unsupervised manner by training a single-
layer neural network—a Word2Vec model—on an input word and a few surrounding
words in a sentence. Words that show up in similar contexts, such as “princess”, “queen”,
and “woman” will tend to have similar vectors, given by cosine similarity, that point in
roughly the same direction.

Figure 3.3 shows a simplified example of how a CNN classifies a message as
political or non-political . In this figure, we can see some examples of words that were
transformed into vectors. For example, the word “election” is represented by the vector
[0.8, 0.9, 0.1, 0.5, 0.1] of 5 positions. Therefore, we can represent a message as a list of
word embeddings, which is used as input to the convolutional neural network.

Figure 3.3: A simplified example of how CNN performs on text classification.
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On text classification, a convolutional kernel is a sliding window, which is used
to look at embeddings for multiple words. The height of the kernel is the number of
embeddings it sees at once, similar to representing an n-gram in a bag-of-n-gram model.
The width of the kernel should span the length of an entire word embedding. Figure
3.3 shows an example of a kernel of height 2 (a 2-gram) and width 5 (embedding size),
which is represented by the purple rectangle.

We use a 2 ⇥ 5 convolutional kernel to look at two words in this example. The
downwards-direction represents time, so, the word “election” comes right after “In” in
this short sequence. The kernel filter weights and embedding values are multiplied in
pairs and then summed to get a single output value of 0.51. Likewise, the next two
vectors that represent the words “election” and “program” are multiplied by the filter
of size 2 and result in an output value of 0.53.

To process an entire sequence of words, these kernels slide down a list of word
embeddings, in sequence. This is called a 1D convolution because the kernel is moving
in only one dimension: time. Sometimes a convolutional kernel does not perfectly
overlay on the word embeddings and so some padding may need to be included to
account for the height of the kernel.

Therefore, the convolution process can be viewed as window-based feature extrac-
tion, where the features are patterns in sequential word groupings that indicate traits
of the grammatical function of different words. Recognizing these kinds of high-level
features is useful in text classification tasks, which often rely on general groupings.
For example, in political message classification, a model would benefit from being able
to represent political and non-political groupings. A model could use those general
features to classify entire texts.

In a typical convolutional neural network, one convolutional kernel is not enough
to detect all the different kinds of features that will be useful for a classification task.
In this thesis, we use 120 kernels in total; 40 kernels for each height: 3, 4, and 5.
These heights effectively capture patterns in sequential groups of 3, 4, and 5 words.
We chose a cutoff of 5 words because words that were farther away than that were
generally less relevant or useful with respect to identifying patterns in a message. The
stacked output feature vectors that arise from several of these convolutional operations
are called convolutional layers.

When we are trying to classify political messages, and we see the phrase, “election
program”, we consider it as a good indicator of a political message. In order to indicate
the presence of these high-level features, we need a way to identify them in a vector,
regardless of the location within the larger input sequence. Therefore, the max-pooling
operation forces the network to retain only the maximum value in a feature vector,
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which should be the most useful local feature.
In Figure 3.3, in the last CNN, we can observe that a vector of features is gen-

erated right after the convolution step. Then, in the max-pooling stage, only the
max-value of this vector is passed forward. In this example, the max-value is 0.53. Fi-
nally, the max-values of each convolutional feature vector from different kernel filters,
are concatenated and passed to a final fully-connected layer that produces the political
or non-political output.

3.2.7 CNN architecture for political text classification

In the previous subsection, we explained the stages of a Convolutional Neural Network
for text classification. In Figure 3.4, we show the architecture of the Convolutional
Neural Network used in this thesis for political and non-political message classification,
which is similar to [Kim, 2014] architecture, however, with the following adjustments
and improvements in the network parameters.

In the input layer, we represented each word in a message as a dense vector re-
trieved from Word2Vec C-BoW [Mikolov et al., 2013a] with 300 vector positions. For
each message, we use the padding of 28 to ensure that it has the same size. Sub-
sequently, there is a 25% rate dropout regularization layer, for reducing overfitting
in the neural networks by preventing complex co-adaptations on training data, con-
nected to a convolutional layer with 120 different filters and sizes (3,4,5), activated by
a ReLU function, which is a piecewise linear function that outputs the input directly
if is positive, otherwise, it will output zero. Thus, the output of the previous layer is
connected to a global max-polling layer, which is a sample-based discretization process
that down-samples an input representation, reducing its dimensionality. Additionally,
the previous output is fully connected to a ReLU activation and to another 25% rate
dropout layer. Finally, the last dense layer is a single neuron with a sigmoid activation
function that outputs 1 if the message is political and 0 if non-political . Moreover, we
optimized the neural network by means of cross-entropy loss function using RMSProp
[Duchi et al., 2011] optimization algorithm.

3.2.8 Evaluation and Validation

Before running the classifier, we labeled 2,000 tweets evenly distributed across time
and congresspeople and further validated them by other six independent researchers
from the applied social sciences field, with research related to the political context
investigated in this thesis. In this dataset that we named TrainingDB, we evenly
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Figure 3.4: Convolutional Neural Network architecture for political message classifica-
tion.

distributed the labeled set across deputies and across time is to make the classifier able
to accurately classify political tweets independently of the deputy who posted it and
of the time it was posted.

Therefore, we evaluated quantitatively the F1 score of our method by grouping
the TrainingDB by month and by deputy. After that, we classified the tweets in each
group using our CNN and calculated the F1 score. Figure 3.5 shows the box-plot of
F1 scores per deputy and per month (outliers were not removed). Observe that the
median in deputy distribution is 0.95 and the minimum is 0.84. Even outliers obtained
a good performance (greater than a random classifier). Similarly, the result per month
also got a very good performance in general, with a median of 0.97, a minimum of 0.83,
and outliers getting better results than a random classifier as well.

In order to qualitatively validate the TrainingDB of 2, 000 tweets and the clas-
sifier, we created two validation sets: labeled validation set and classified validation set.
The first contains a sample of 200 randomly selected tweets (100 labeled as political and
100 as non-political) from the TrainingDB. The second contains 200 randomly se-
lected tweets (100 political and 100 non-political) that were labeled by the classifier and
not labeled previously. All tweets from this second dataset have been prepossessed to
simulate how the classifier receives them as input. Then, we asked the six independent
researchers to manually classify each tweet into political and non-political categories
according to Definition 1. To avoid bias, three researchers labeled the labeled validation
set and the other three labeled the classified validation set. We evaluate the agreement
among our researchers, the classifier, and the six independent researchers using the
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Figure 3.5: F1 score per deputy and per month.

agreement percentage and the Cohen’s Kappa coefficient () [Oren and Gilbert, 2011;
Landis and Koch, 1977; Savage et al., 2015].

Cohen’s kappa measures the agreement between two raters who each classify N

items into C mutually exclusive categories. The definition of  is:

 ⌘ po � pe

1� pe
,

where po is the relative observed agreement among raters (identical to accuracy), and
pe is the hypothetical probability of chance agreement, using the observed data to
calculate the probabilities of each observer randomly seeing each category. If the raters
are in complete agreement then  = 1. If there is no agreement among the raters other
than what would be expected by chance (as given by pe),  = 0. It is possible for
the statistic to be negative, which implies that there is no effective agreement between
the two raters or the agreement is worse than random [Wikipedia contributors, 2021].
According to Landis and Koch [1977], when  is in the range between 0 and 0.2, the
agreement is considered poor; between 0.21 and 0.4 is considered fair; between 0.41

and 0.6 is considered moderate; between 0.61 and 0.8 is considered substantial, and
finally between 0.81 and 1 is considered almost perfect.

Table 3.4 shows the result of the agreement over the labeled validation set. Ob-
serve that the three researchers have almost the same level of agreement as ours, 85%
for Researchers 1 and 2 with  = 0.70, 84% agreement with  = 0.68 for Researcher 3
and 86% agreement with  = 0.73 for majority vote. According to Landis and Koch
[1977], these Kappa scores fall into the range of scores referred to as “substantial”
agreement, which validates the labeled set used to train our classifier. Moreover, the
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kappa scores between the Researchers are 0.78 (R1 and R2), 0.73 (R1 and R3), and
0.80 (R2 and R3). These values are not much higher than those found between the
researchers and our classifier, and all values are still in the category of “substantial”
agreement [Landis and Koch, 1977]. These values show that even among humans there
are divergences, which clearly shows that the classification of political tweets is not a
trivial task.

Table 3.4: Cohen’s Kappa and Agreement percentage among the researchers who la-
beled our set of 2, 000 tweets used to train the classifier and three independent re-
searchers over the labeled validation set.

Res 1 Res 2 Res 3 Majority Res 1 & 2 Res 1 & 3 Res 2 & 3

Kappa coefficient  0.70 0.70 0.68 0.73 0.78 0.73 0.80
Agreement % 85% 85% 84% 86% 90% 88% 91%

The agreement results between the three researchers and the classifier in the
classified validation set are described in Table 3.5. While Researcher 4 agrees with
the classifier in 77% of the tweets, with  = 0.55, Researcher 5 and 6 agreed with the
classifier in 74% of tweets, with  = 0.49 and the majority vote has a slightly high
agreement with the classifier, with 77% of agreement and  = 0.54.

Observe that the majority vote has the same  and agreement percentage as
Researcher 4 and higher values than Researchers 5 and 6. Moreover, the kappa scores
between the Researchers are 0.60 (R4 and R5), 0.64 (R5 and R6), and 0.59 (R4 and
R6). These values are not much higher than those found between the researchers
and the classifier. Possibly, due to the prepossessing of the messages, however two
of these values are still in the category of “moderate agreement” [Landis and Koch,
1977]. Moreover, in recent work and under a similar context, Resende et al. [2019]
asked researchers to label WhatsApp messages as political or not, and they obtained
a kappa of 0.42 between labelers, lower than the one we obtained. Again, this clearly
shows that the classification of political tweets is not a trivial task, even for humans.
We exemplify this difficulty by showing as follows some examples of tweets in which
the researchers and the classifier diverged. We translated them from Portuguese for
better understanding.

The following tweet was (incorrectly) labeled as non-political by two researchers
and as political by one researcher and by the classifier: “RESTART OF BR 101
WORKS AND DUPLICATION OF AIRPORT TRACK ARE RELEASED BY THE
PRESIDENT.” Next, for the following tweet, two researchers (correctly) labeled it as
political , and one researcher and the classifier (incorrectly) labeled it as non-political :
“Itaperuçu is one of the poorest cities in the metropolitan region, we need to give new
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groups the opportunity to administer it.” For the following tweet, one researcher labeled
it as political , and two researchers and the classifier labeled it as non-political : “Femi-
ninity is neither modern nor old! It is simply a woman’s issue. Help share this idea.”
This is, in fact, a difficult tweet to label. Note that even among humans there is no
consensus. Finally, for the following tweet, all three researchers correctly labeled it as
non-political , but the classifier labeled it as political :“on the birthday of district deputy
candidate Marcius Sidarta.” Probably the classifier took into account the number of
words related to politics present in this tweet and could not understand the context of
these words, i.e., this was just a tweet about a politician’s birthday.

Table 3.5: Cohen’s Kappa and Agreement percentage among our classifier and three
independent researchers over the classifier validation set.

Res 4 Res 5 Res 6 Majority Res 4 & 5 Res 5 & 6 Res 4 & 6

Kappa coefficient  0.55 0.49 0.49 0.55 0.60 0.64 0.59
Agreement % 77% 74% 74% 77% 80% 82% 79%

To illustrate the performance of our classifier, we used the same methodology
employed by Grant et al. [2010] to summarize the content of different sets of tweets.
In Figure 3.6, we show the word clouds for the sets of political and non-political tweets
during the elections period. In Figure 3.6a, we can identify the most popular words
related to politics, which include “debate”, “federal”, “support”, “government” and “pol-
icy”. In contrast, Figure 3.6b exhibits words related to a wide range of topics, but
some are clearly linked to a discourse that seeks to reinforce the image of the politi-
cian, their individual actions, and their relationship with their voters, such as “God”, “I
published”2, “Facebook”, “together”, “congratulations”, “family” and “thank you”. Also,
note that some terms such as “Brazil”, “campaign” and “Dilma” appear in both clouds,
as they are used in political and non-political messages.

(a) Political (b) Non-political

Figure 3.6: Word clouds of political and non-political messages in election term.

2
In Portuguese, “I published” can be written using a single word: “publiquei”.
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3.3 Results

After the classification of all messages from TwSmallDB, we obtained that reelected
have around 51% of their posts classified as political , followed by losers with 48% and
newcomers with 43%. This suggests that having a position in the Chamber of Deputies
of Brazil apparently increases the participation in Twitter and the propensity to post
more about political issues. From now on, we call the decision to post a more or less
political tweet as her/his communication behavior. In the following sections, we analyze
and describe the communication behavior of Brazilian congresspeople.

3.3.1 Quantifying political communication

To quantify and characterize the communication behavior of a politician, we propose the
Political Communication Index (PCI), a simple ratio between their number of political
tweets and their total number of tweets. For a set of tweets Ti of a given politician i,
this set can be divided into two disjoint sets: Pi, containing her/his political tweets,
and NPi, containing her/his non-political tweets. With that, we define the PCIi of
politician i as:

PCIi =
|Pi|

|NPi|+ |Pi|+ 1
, (3.1)

In other words, if some congresspeople posted the same amount of political and
non-political tweets for a given set of tweets, then the PCI is equal to 0.5. If they
posted political messages only, then the PCI approaches 13. Conversely, if they posted
only non-political messages, then the PCI is 0. Otherwise, the PCI varies between
[0, 1[. We add 1 in the denominator for cases where the deputy has not posted any
message in the given period.

Figure 3.7 shows the scatter plot of the PCI and the number of tweets for all
politicians of TwSmallDB, considering their whole set of tweets, i.e., 2 years of data.
Note that is not possible to differentiate the congresspeople by their label. Moreover,
most deputies have a significant number of tweets in this period, with PCI varying
between 0.1 and 0.8, which indicates diversity in communication behavior. It is inter-
esting that for most deputies 0.8 is an apparent upper bound for the PCI, i.e., even
politicians who decide to disclose their political views very often (high PCI) have a

3
Adding 1 to the PCI denominator equation makes it impossible that in the extreme case, where a

politician posts only political tweets, the division of the number of political tweets by the total would

equal 1.
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20% share of non-political messages. Particularly, note that congresspeople who post
more about politics are the majority (57%).

Figure 3.7: Scatter plot for the PCI and the number of tweets for Losers, Reelected
and Newcomers

Additionally, there are also divergent behaviors, congresspeople with high PCI
and a low number of tweets and congresspeople with low PCI and a high number of
tweets. However, on average, politicians that post few or many tweets seem to have
no significant difference in their PCI. This behavior can be seen in Figure 3.8, which
shows a box-plot of Political Communication Index for each quartile of the distribution
of the number of tweets. Observe that all box plots are quite similar and concentrate
most PCI values between 40% and 70% with the median around 50%. While the works
of [Graham et al., 2013; Gainous and Wagner, 2014] also pointed for at least 20% of
non-political messages, to the best of our knowledge no previous work showed that this
fraction is surprisingly invariant with respect to how active a politician is.

3.3.2 Consistent use of Twitter

As depicted in Figure 3.7, a significant portion of deputies have a small number of
tweets over the two years of our analysis. In order to make solid considerations about
how deputies behave on Twitter, we must exclude from analyzes those deputies who
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Figure 3.8: Distribution of PCI per number of tweets

do not use Twitter consistently. But what is the quantity nt that defines a deputy who
does and does not use Twitter consistently? To answer this question, we propose a
simple methodology, which is described as follows.

In a conservative way, we consider all deputies who posted a quantity nt = 87

tweets or less in the two years of our analysis as politicians who do not use Twitter
consistently. In other words, a deputy is active on Twitter if he has posted several
messages that could be sampled from a Poisson distribution with � = 1 tweet per week
or � = 104 tweets per two years. Using a significance level of 0.05 and a one-tailed
hypothesis test, all deputies who tweeted less than 88 tweets in two years have less
than 5% of probability to behave like a deputy who tweets, on average, 1 tweet per
week. Thus, we consider all deputies who posted nt = 87 tweets or less in the two
years of our analysis as politicians who do not use Twitter consistently.

The solid vertical red line in Figure 3.7 denotes this threshold nt. Observe that
30% of the deputies have not posted messages consistently on Twitter over the two
years of our analysis. For the remainder of this thesis, we call such deputies inactive.
The other 70% of deputies, which represents the majority, are called, from now on, as
actives . It is important to point out that other thresholds nt could have been used to
separate inactive from actives . Nevertheless, we tested different values of nt and the
following results are very similar for large values of nt (e.g. nt > 50). All the results
in the next sections consider only active congresspeople.

3.3.3 Talking about politics over time

In order to verify the communication behavior of congresspeople over time, we compute,
for each active congresspeople, their PCI for six different periods: Oct 2013 to Feb 2014



3.3. Results 33

(P1), Mar 2014 to Jun 2014 (P2), Jul 2014 to Sep 2014 (P3), Oct 2014 to Dec 2014 (P4),
Jan 2015 to Apr 2015 (P5) and May 2015 to Sep 2015 (P6). Then, for each deputy, we
created a six-dimension numerical vector containing the PCI for each period4. Our
conjecture is that there is typical deputy behavior over time and during elections. In
order to find this typical behavior, we performed a dimension reduction in the 483⇥ 6

matrix composed of all these vectors by means of Principal Component Analysis (PCA)
[Jolliffe, 1986].

If our conjecture is correct, the first PCs of the transformation will carry most of
the information contained in the six-dimensional vectors. With that, we will be able
to visualize the typical (or normal) behavior of the deputies and, if it is the case, who
are the outliers.

Figure 3.9 shows the scatter plot for the two principal components (PCs) of the
PCA for all deputies and also the kernel density estimation [Silverman, 2018] for each
class. First, note that the first two PCs were able to explain most of the variance in
the data (75%). After analyzing the values of each of the two PCs and corresponding
PCI vectors, we found an intuitive explanation for what they mean. Concerning the
first PC, we found that positive values are associated with the tendency of a deputy
to communicate non-political messages (low PCI), while negative values are to the
tendency of a deputy to communicate political messages (high PCI) along the six
periods. Concerning the second PC, negative values are associated with the tendency
of a deputy to increase the ratio of political messages over time (increasing PCI), while
positive values are associated with the tendency of a deputy to decrease the ratio of
political messages (decreasing PCI).

Regarding how the deputies are distributed along with the first two PCs, first
observe that the kernels resemble a bivariate Normal distribution, which suggests the
existence of a typical (or normal) behavior for each class. Second, observe that the
center of the kernel for losers and reelected is near the (�0.5, 0) coordinate, while
for newcomers is closer to (0, 0). This suggests that newcomers have, in general, a
higher tendency to communicate non-political tweets than losers and reelected . Third,
note that while losers tend to have more positive values along with the second PC,
newcomers tend to have more negative values along this dimension. This suggests that
while losers tend to reduce the number of political tweets posted over time, newcomers
tend to increase this amount.

4
Each deputy i is characterized by a vector (PCIP1

i , ..., PCIP6
i ), where PCI

Pj

i is calculated using

only the tweets deputy i posted during Pj . This simple temporal vector characterizes how each

deputy communicates in terms of political and non-political messages over time (see Figure 3.10 for

some examples)
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(a) Losers. (b) Reelected.

(c) Newcomers.

Figure 3.9: Principal Component Analysis for PCI

In order to show another evidence that our intuition behind the first two PCs is
correct, congresspeople LS1, RE1, and NC1 have similar coordinates among themselves
and very different in comparison with the other ones in the PCA. The same is true for
the triples (LS2, RE2, NC2), (LS3, RE3, NC3), and (LS4, RE4, NC4). In Figure 3.10
we plot the vectors (PCI

P1
i , ..., PCI

P6
i ) used to generate the PCA for all these twelve

deputies. Observe that for all congresspeople classes in Figures 3.10a, 3.10b, 3.10c and
3.10d, the deputies with the same index (e.g. LS1, RE1 and NC1) have practically the
same behavior along the time. congresspeople LS1, RE1, and NC1 have high PCI over
the entire period, i.e. they have a tendency to talk about political topics over time.
Conversely, LS2, RE2, and NC2 maintain low PCI values, which means that they talk
mostly about non-political topics over the entire period. Moreover, LS3, RE3, and NC3
have low PCI values before elections and high PCI values after. On the other hand,
LS4, RE4, and NC4 have high values of PCI in the initial months and decrease over
time. Finally, note that how the PCI of these 12 different congresspeople varies over
time is coherent with their principal component coordinates and the intuition behind



3.3. Results 35

them as we described earlier.

(a) High PCI. (b) Low PCI.

(c) Increase PCI. (d) Decrease PCI.

Figure 3.10: The PCI over the time for nine selected deputies. The vertical line marks
the Election Day.

When analyzing the number of political and non-political tweets over time, i.e.,
two years span, it is also possible to note similar behavior among the congresspeople
classes. Figure 3.11 shows the number of political and non-political tweets over time for
the three classes of congresspeople. First, observe that the number of tweets around
the elections increases significantly and, afterward, decreases drastically. Analyzing
individually each group, newcomer ’s congresspeople increased the number of political
and non-political tweets as the elections approaches and maintained almost the same
frequency after the election period. Observe that before the elections the number
of newcomer ’s non-political tweets is always greater than the political ones. Also, the
reelected tweeted constantly about politics over time and increased the frequency during
the elections. Note, however, that before elections the frequency of the non-political
tweets increased more than the frequency of political tweets, reaching its peak in the
month of the elections. After that period, the number of political tweets is closer to
non-political , though political tweets are always higher. Conversely, losers decreased
drastically the number of tweets after the election and had almost the same number
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of political and non-political tweets along the entire period. Also, note that, contrary
to the reelected and the newcomers , they maintained almost the same frequency of
political and non-political posts nearby election, showing a behavior totally different
from the others.

Figure 3.11: political and non-political tweets distributed over time.

3.3.4 Behavior change during elections

In the previous section, we showed how much congresspeople talk about political topics
over time by means of their PCI vectors and the correspondent PCA transformation
coordinates. We also showed that the aggregate number of tweets significantly increased
near the election term. However, those results do not quantify how much and how many
deputies increase their number of social media posts as the election approaches. To
tackle this problem, we formulate two hypotheses:
H1: Deputies change their posting behavior during the election term.
H0: Deputies do not change their posting behavior during the election term.

In order to verify these hypotheses, we performed the following task. We consider
the pre-election period the four months from February/14 to June/14 and the election
period the four months from July/14 to October/14. Recall that the 2014 elections
occurred on October/14. Then, we counted, for each deputy, how many tweets they
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posted in all 17 weeks in the pre-election period and in the election period, which re-
sulted in two distributions of weekly posting rates. Next, for each deputy, we compare
the two distributions using a two-sample Kolmogorov-Smirnov (KS) test, a statistical
test that quantifies the distance between the empirical distribution functions of two
samples, i.e., if two samples are significantly different from each other. The null hy-
pothesis is that the samples are drawn from the same distribution. The objective of
this test is to identify deputies that changed their behavior in these two periods. In
other words, If the p-value of the KS test is greater than 0.05 for a deputy, then we
have no evidence that this deputy changed his posting rate from the pre-election period
to the election period, i.e., we cannot reject hypothesis H0. On the other hand, if the
p-value of the KS test is smaller than 0.05, then we have evidence that they changed
their behavior and we reject H0. In this case, if the average number of posts per week
in the election period is greater than in the pre-election period, then we consider that
they increased the number of posted messages in the election period. Otherwise, we
consider that they decreased the number of posts in the election term.

Table 3.6 shows how many deputies changed their behavior during elections for
political and non-political tweets among the three classes: reelected , losers , and new-
comers . Note that the data are separated into two non-complementary sets of political
and non-political tweets, and then between the politician classes (NE, LS, and NC).
Also, deputies are divided into three categories: deputies who increased, who main-
tained, and who decreased the number of posts in the election term. Thus, if we add,
for example, the percentages of reelected politicians (RE) in the political category, we
get 19% + 59% + 22% = 100%.

Observe that around 40% of deputies changed their behavior of posting political
tweets, 24% increase the frequency, and 16% decreased. Also note that newcomers
are the ones who increased the most, 44 deputies in total, which represents 32% of
this class. Surprisingly, 22% of reelected decreased their frequency of political posts
and 19% increased, which highlights a significantly different behavior of reelected in
comparison with the other classes.

Concerning non-political messages, around 42% of deputies changed their behav-
ior in the election period, 32% increased and 10% decreased their frequencies. In this
case, reelected are the ones who increased their posting frequency the most in absolute
values, 61 deputies, which represents 32% of the deputies belonging to this class. How-
ever, in relative values, newcomers are also the ones who increased their post frequency
of non-political messages the most (39%). In addition, reelected are the ones who de-
creased the most of their posting frequency in absolute values, 21 in total. Howbeit,
in relative values, 13% of losers have decreased their non-political posting frequency
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instead of 11% of reelected and 7% of newcomers .
In summary, the majority of deputies do not change their posting behavior as

election approaches. However, these results also reveal an antagonistic attitude among
deputies of the same class. There were deputies that increased their posting frequency
and others that decreased. While newcomers are the ones who changed their behavior
the most, especially in terms of posting more messages, losers are the ones who reacted
the less, i.e., this is the class with more deputies with unaltered behavior and with
a decreasing posting frequency. Additionally, as far as we know, no previous work
analyzes the politician’s behavior change, before and after the election for such a large
period.

Table 3.6: How deputies changed their posting frequency as the 2014 elections ap-
proached.

Political Non-Political
RE (%) LS (%) NC(%) total (%) RE (%) LS (%) NC (%) total (%)

increased 37 (19%) 33(21%) 44 (32%) 114 (24%) 61 (32%) 40 (26%) 54 (39%) 155 (32%)
maintained 113 (59%) 96(63%) 84 (61%) 293 (60%) 110 (57%) 94 (61%) 75 (54%) 279 (58%)
decreased 42 (22%) 24(16%) 10 ( 7%) 76 (16%) 21 (11%) 19 (13%) 9 ( 7%) 49 (10%)

3.3.5 Public engagement on congresspeople political tweets

In the last sections, we saw that politicians usually post more non-political messages
in the election term. From that, a question arises: does the public following of these
politicians prefer tweets that are non-political or political? To answer this question, we
collected the number of favorites5 and retweets for each tweet of our data set.

For this task, we consider all tweets from the active deputies in our dataset
without discards. In addition, we performed the data collection 1 month after the
last day of our data set to ensure that we captured as many retweets and mentions
as possible since a tweet receives 75% of its retweets in the first 6 hours [Zhao et al.,
2015]. Moreover, given that each tweet is labeled as political or non-political , we can
verify which class of tweet is more popular among users.

Figure 3.12 shows the cumulative distribution function (CDF) of the number
of favorites (3.12a, 3.12b, 3.12c), and retweets (3.12d, 3.12e, 3.12f) received by the
messages posted by each class of congresspeople. For better visualization, values greater
than 30 were grouped together. Observe in all figures that political tweets tend to be
favorited more than non-political ones. The number of tweets with at most one favorite

5
Twitter swaps favorites for likes in November 2015. However, our database is from a period prior

to this swap.
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is between 68% and 73% for political and between 78% and 82% for non-political tweets.
Similarly, for retweets, we can observe that political messages also have more retweets
than non-political ones. The number of messages with at most one retweet is between
64% and 78% for political and between 78% and 88% for non-political tweets. Also
note that newcomers have a dissimilar behavior, with fewer favorites and retweets than
other classes. A two-sample Kolmogorov-Smirnov test, which quantifies how much the
two distributions are significantly different from each other, reveals that the number
of favorites and retweets are statistically different for political and non-political tweets
in all classes. For favorites, the KS-statistics are respectively 0.10, 0.09 and 0.08 with
p-values 0.0, 0.0 and 2.2e-252. For retweets, the KS-statistics are respectively 0.16,
0.17 and 0.12 with p-values 0.0, 0.0 and 0.0.

(a) Losers favorite CDF (b) Reelected favorite CDF (c) Newcomers favorite CDF

(d) Losers retweet CDF (e) Reelected rewteet CDF (f) Newcomers retweet CDF

Figure 3.12: Cumulative Distribution Function of number of political and non-political
favorited and retweeted tweets per class

Figure 3.13 shows the popularity of the tweets posted by politicians over time,
i.e., two years span. For simplicity, we summed, for each tweet, the number of times it
was retweeted and favorited. First, note that political and non-political tweets become
significantly more popular in election terms and decay drastically afterward. Moreover,
while the differences between the popularity of political and non-political tweets are
small before the election term, it becomes significant during elections. Again, political
tweets are much more popular than non-political ones.

Analyzing individually each group, the popularity of tweets posted by reelected
reaches its peak in the month of the elections and decay afterward but maintains a
growing rate along the time. Figure 3.13 also suggests that reelected are the most
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popular politicians. Also, note that the popularity of political tweets is greater than
non-political ones almost all the time. Similarly, the popularity of tweets of newcomer
also increases during elections and keeps growing moderately afterward. Additionally,
the popularity for both classes is almost the same over the entire period, with political
tweets reaching their peak of popularity after the election, which is also a surprising
result. However, newcomers have the smallest number of popularity among the con-
gresspeople classes. Finally, the popularity of tweets posted by loser also reaches its
peak in the election term. Again, the popularity of political tweets is also always higher
during the analyzed period.

Figure 3.13: Popularity of tweets over time.

3.4 Concluding remarks

Using the proposed methodology, we numerically characterized the politicians by the
proportion of political communications they post, which we call the Political Communi-
cation Index (PCI). On one extreme, when PCI is 0, politicians only share non-political
messages. On the other extreme, when PCI is 1, politicians only share political mes-
sages. This approach offers a compact and parsimonious representation of how politi-
cians communicate in the digital environment and, contrary to the previous work [Paul
et al., 2017; Conover et al., 2011; Gao et al., 2017], the PCI allows the characterization
of political communication at a large scale, as no manual effort is necessary after the
classifier is trained. We observed that congresspeople who post more about politics
are the majority (57%) in our dataset, which corroborates with Graham et al. [2013],
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who showed that about 70% of UK politicians tweets were used for broadcasting polit-
ical messages and, conversely, contrasts with other reports [Pal, 2015; Jungherr, 2016;
Small, 2010], which showed a predominance of non-political messages in politicians’
communications. To the best of our knowledge, no previous work showed that this
fraction is surprisingly invariant concerning how active on Twitter a politician is.

After filtering out the inactive deputies, we analyze the parliamentarian commu-
nication behavior over time, focusing on the electoral period. The results showed that
newcomers have, in general, a higher tendency to communicate non-political tweets
than losers and reelected . Moreover, losers tend to reduce the number of political
tweets posted during the elections period, while newcomers tend to increase the amount
of this type of communication. This is not surprising since it is natural for losers (new-
comers) to stop (to start) broadcasting political messages after losing (winning) their
position in the Chamber of Deputies of Brazil after the 2014 elections.





Chapter 4

Long Term Characterization of
Political Communications

As it is an incremental work throughout the development of the thesis, in our second
case study, we carried out a broader and deeper analysis of the communication behavior
of Brazilian politicians. We analyzed a set of politicians’ tweets from October 2013 to
October 2019, taking into account their ideological spectrum: right , center , and left .

4.1 TwLargeDB dataset

To perform the politician communication characterization over time, we used the Twit-
ter API to collect 3, 377, 744 public tweets from 914 Brazilian politicians with a valid
account on Twitter and who had an office in Congress for at least one year from Oc-
tober 2013 to October 2019. This dataset is available at https://doi.org/10.6084/
m9.figshare.13297889.v2. This dataset comprises the TwSmallDB and expands
it by adding tweets posted by Brazilian deputies between 2013 and 2019. We call this
TwLargeDB dataset.

The names of the active congresspeople during this period were retrieved and
validated by a researcher in nine different moments between December 2013 and March
2020 using the Chamber of Deputies Open Data. The list of the Twitter accounts
associated with the congresspeople was collected and validated from the personal profile
pages of each congressperson. All politicians were labeled as left , right or center ,
according to the ideological orientation of their parties, which was collected from the
online news web-page Congresso em Foco [Sardinha and Costa, 2019]. Each account
was manually validated and the collection of their messages was performed in April
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2015, April 2019, and April 2020. We prepared the text of the tweets for processing by
removing duplicated tweets, punctuation, Portuguese stop words, URLs, and mentions.

We classify the tweets as political or non-political using our CNN classifier (see sec-
tion 3.2), trained using the TrainingDB of 2, 000 manually labeled tweets, 1, 000 po-
litical , and 1, 000 non-political . In addition, we also created a ValidationDB dataset
containing 3, 116 randomly sampled tweets to verify the performance of the classifier
over the years. For each year comprising the ValidationDB, we sampled around
500 tweets. 1, 104 tweets were randomly sampled from TrainingDB from October
01, 2013, to October 01, 2015. Then, from October 1, 2015, to October 1, 2019, we
randomly sampled 2, 012 tweets from TwLargeDB.

To qualitatively validate the ValidationDB, we asked two independent re-
searchers to label the sampled 2, 012 tweets as political and non-political according
to the Definition 1 of political messages. A third researcher served as a judge in cases
of disagreements, so the final label is the majority vote. The researchers are from our
lab and they have research topics related to politics. The agreement among the anno-
tators was calculated using the agreement percentage and Cohen’s Kappa coefficient
() [Landis and Koch, 1977].

Table 4.1 shows the result of the agreement over the ValidationDB. Observe
that Researchers 1 and 2 agreed in 92% of the labels, with  = 0.81. Researcher 1
and the Majority vote agreed in 97% of the labels, with  = 0.93, and Researcher 2
and the Majority vote agreed in 95%, with  = 0.87. According to Landis and Koch
[1977], these Kappa scores fall into the range of scores referred to as “almost perfect”
agreement.

Table 4.1: Cohen’s Kappa and Agreement percentage among the researchers.

Res 1 & 2 Res 1 & Majority Res 2 & Majority

Kappa coefficient  0.81 0.93 0.87
Agreement % 92% 97% 95%

4.2 Classification Over Time

Because of the natural change in language and terms used over time to designate a
political message, it is necessary to update [He et al., 2018] or to train a new classifier
[Krawczyk et al., 2017] when it loses its efficiency (see Figure 4.3). Li et al. [2018]
cite some alternatives to mitigate this problem, however, they are costly or depend on
external resources. In this chapter, we propose the LOCPOC (LOng-term Classification
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of POlitical Communications), a methodology based on several other techniques: our
pre-trained CNN classifier, the DDAL [Costa et al., 2018] method to identify drifts and
active learning strategy, and the transfer learning technique to retrain and update the
classifier from He et al. [2018].

From the work of Costa et al. [2018], we use the drift identification method and the
Active Learning strategy to explicitly detect drifts in an unsupervised way. Instances’
true labels are required only after drift detection and new-labeled instances are used
only to update the classifier, not to detect drifts [Costa et al., 2018]. Consequently, the
computational cost involved in retraining the classifier is negligible and no extensive
use of human effort is necessary to label new instances.

Figure 4.1 shows the LOCPOC methodology. First, we use our CNN classifier
to label the unlabeled messages as political or non-political . To use the concept drift
approach, messages are labeled by the classifier in fixed-size batches of 500 messages,
the best parameter found by Costa et al. [2018]. The batch of labeled messages and
their associated class probability (the classifier output) are passed as input to the drift
detection algorithm. If no drift is identified, the algorithm returns to the previous
phase and the next batch of messages is processed by the classifier. Otherwise, if drift
is identified, we start the Active Learning phase, in which the batch of messages is sent
to a human specialist who will label the instances whose associated probabilities are
less than a � threshold, which is set to 0.7.

In this thesis, a researcher acted as a domain specialist. In other words, the
specialist labels messages from the batch where the classifier is less than 70% certain
about their true class. To reduce the specialist’s labeling effort, we (randomly) select
at most 100 messages whose uncertainty is less than �. Finally, this batch of (at most)
100 messages is used to retrain and update the classifier, which is done by the transfer
learning approach of He et al. [2018] instead of training a new classifier, as suggested
by Costa et al. [2018]. This approach uses a diachronic propagation mechanism to
incorporate the historical impact into currently learned features. In this phase, the
weights of the neural network are updated to learn the new language patterns.

The drifts are identified by an Active Learning strategy of virtual margin that is
interpreted as the projection of hyperplanes equidistant to the separating hyperplane
based on a user-defined uncertainty threshold (�). Figure 4.2 shows virtual margins
defined for � = 70%. Messages within the gray zone have associated uncertainty below
the � threshold and, if drift occurs, they are sent to be labeled by a human specialist.
To identify a drift, the algorithm computes the density (�) within the virtual margins
(gray zone). Then, � is compared to the historical maximum and minimum density
values (�min,�max) and it replaces the historical values when it is greater than �max
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Figure 4.1: LOCPOC Methodology

or lower than �min. Lastly, if the difference between �max and �min is greater than a
drift threshold (✓), then drift is signaled and the Active Learning phase is triggered.
In this thesis, we use the threshold ✓ = 0.2. Different values were tested, however,
values greater than 0.2 did not identify drift in the data and smaller values are very
restrictive in our dataset, which leads to the identification of false drifts in the data,
with almost weekly frequency, making the solution infeasible and worse than other
literature approaches.

Figure 4.2: Separating hyperplane (solid line) and projection of virtual margins (dotted
green lines) with uncertainty threshold set to 70%.
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4.3 Results

From the LOCPOC methodology, we classified all tweets from the TwLargeDB over
its span of 6 years. We evaluate the classification performance using the Valida-

tionDB. Figure 4.3 shows the comparison between the LOCPOC (green line) and our
CNN classifier without updates (red line). We also evaluate the classifier performance
using a recent pre-trained Portuguese version of BERT [Souza et al., 2020] (purple
line) in which we performed a fine-tuning using the TwSmallDB. We intend with
this strategy to assess whether the LOCPOC outperforms a state-of-the-art classifier
trained in a large volume of data over time that, theoretically, would not require re-
training. The vertical blue lines indicate the dates where drifts were identified. Note
that after 2015, i.e., the period in which it was initially trained, the F1 score decreases
for all classifiers, suggesting a change in message patterns. More specifically, the F1
score of CNN drops drastically, reaching 0.76 by the end of 2016. Also note that in
2018, the year of national elections, CNN increases the F1 score again, probably be-
cause the terms related to elections are present in the messages again, making them
similar to the messages of the TrainingDB.

On the other hand, note that LOCPOC has its F1 score almost constant over
time, which varies from 0.89 to 0.94. Also, note that BERT performed better than
the CNN and slightly worse than LOCPOC. Therefore, it is possible to observe that
even though BERT is trained with a large volume of data from different periods, it still
suffers from concept drift.

Figure 4.3: Comparison among classifiers over time



48Chapter 4. Long Term Characterization of Political Communications

In total, four drifts were identified in the TwLargeDB dataset, which is related
to events in the Brazilian political scenario, such as corruption scandals and the mu-
nicipal election in 2016, and parliamentary activities such as the public agenda and
campaign.

To exemplify the context drift that occurred in these periods, we selected and
translated some messages whose � thresholds were below 70% and were selected to
be labeled by the human specialist. The first two drifts in data occurred during the
impeachment of former president Dilma Rousseff, the 2016 Olympic games, and mu-
nicipal elections in 2016. Most of the messages responsible for decreasing the classifier
confidence (and accuracy) were related to these topics:

“PT (Labor Party) BROKEN OUR BRAZIL A series of negative records. This is how
the PT is destroying our economy .... #URL”

“We just visited the Augusto Franco Market vendors and we are already going to Santa
Maria #hashtag #URL”

“Gold again!!!!!!!! What an Olympic final!! Football yesterday and volleyball today!!!
Brazil deserved the joy of an unforgettable Olympics! Bernadinho!!”

The third and fourth drifts occurred in the pre-election period of 2018 and are
related to the bill that alters labor laws, the public agenda, and the condemnation of
former President Lula for corruption:

“Moro’s sentence: 9 and a half years in prison for Lula!”

“In Barra do Garcas visiting the works of the bridge over Araguaia and Garcas rivers.
#URL”

"We must react to the end of Labor Law #URL"

We observed that the public agenda and political campaign activities are the most
recurring topics in drift occurrences since these activities are confused with everyday
activities not related to politics and, consequently, more difficult to classify. In addition
to these topics, other less frequent ones, such as “Olympic games”, “impeachment” and
“corruption” also reduced the classifier’s confidence.

To delve deeper into these messages, we evaluated the periods that are difficult to
classify according to the LOCPOC, i.e, the periods in which the classifier’s confidence
decreased over time. For this task, we calculate the module of the difference between
the message being political and non-political provided by the confidence of the classifier
output. Then, in Figure 4.4, for each period, we compute the average of that value
stratified by political and non-political messages. It is possible to observe that the
confidence follows the F1 score behavior over time (Figure 4.3). There was a drop
in the classifier confidence between 2016 and 2018, mainly for non-political messages.
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When looking at these instances in which the classifier has less confidence, we noticed
that, in fact, they are hard to label messages.

Figure 4.4: LOCPOC output confidence over time

To make it more evident, we identified the messages from ValidationDB in
which the human labelers diverged among them and it was necessary for the judge to
intervene. Then, we separate these messages into two disjoint sets. One containing
messages with the agreement and the other with disagreement among the labelers.
Finally, we compute the module of the difference of the classifier’s confidence for each
of these messages from the two sets. In Figure 4.5, we show the CDFs for the module
of the difference between messages with agreement and disagreement. It is possible
to notice that the confidence of the classifier is lower for the messages in which the
labelers disagreed. For the messages that were in agreement, the classifier confidence
was greater than 90% in more than 80% of these messages. Therefore, these results
show that the classifier has less confidence in the labeling of messages in which there
are divergences, even among humans, and which are, therefore, difficult to label.

Finally, to visualize how topics change over time, we created some word clouds
from important periods of Brazilian politics. Figures 4.6a and 4.6b are from the im-
peachment period of former President Dilma Rousseff. Figures 4.6c and 4.6d are from
the municipal election period in 2016. Finally, Figures 4.6e and 4.6f are from the federal
election period in 2018.

In the political word clouds, it is possible to observe that some words appear in
the different periods such as “government”, “against” and “policy”. However, it is also
possible to note that some words characterize well each period, for example, the words
“impeachment”, “coup”, “Dilma”, “Mayor”, “City”, “congressperson” and “Bolsonaro”. In
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Figure 4.5: CDFs

turn, in the non-political word clouds, it is possible to note that words that reinforce the
candidate’s image and his relationship with voters are present in the three periods such
as “God”, “congratulations” and “friend”. However, in Figures 4.6f and 4.6b, we can see
that words related to politics such as “coup”, “impeachment”, “Bolsonaro”, “support”
and “Haddad” are present in the non-political discourse.

4.3.1 Political communication over time

Given that the LOCPOC obtained an F1 score around 90% in the ValidationDB,
the divergence of which is similar to human annotators (see section 3.2.8), we use it
to label the TwLargeDB. From this labeled dataset, we characterize the politicians’
communication behavior over time stratified by their ideologies. We start our analyses
by counting the total number of political and non-political messages they posted over
time, which is shown in Figure 4.7a. The vertical lines denote important events in the
Brazilian political scenario: gray lines mark the 2014 and 2018 national elections, and
2016 municipal elections; the red line marks the beginning of the impeachment process
of the former president Dilma Rousseff.

First, note that there is a peak in the number of tweets posted during the 2014
elections (as shown in section 3.3.3). However, left deputies have a similar number
of political and non-political tweets, while the right and the center posted more non-
political tweets. Second, observe that there are two important changes in the deputies’
communication behavior during the period comprising the impeachment process and
the 2016 municipal elections. First, there is a greater spike in the number of political
posts, mainly by the left . Second, there is an inversion in the type of message disclosed,
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(a) political tweets of impeachment (b) non-political tweets of impeachment

(c) political tweets of 2016 election (d) non-political tweets of 2016 election

(e) political tweets of 2018 election (f) non-political tweets of 2018 election

Figure 4.6: Word cloud of political and non-political tweets in different periods

i.e., deputies mostly from the right and left drastically reduced the number of non-
political tweets and started to publish more about political subjects. Moreover, observe
that the total number of the center tweets decreased over time, while the volume of
the left and right messages remained practically stationary. Finally, note that the total
number of the left messages is much higher than the right and center . This finding is
in line with Amaral and Pinho [2017], who showed that left politicians are more active
on Twitter.

However, we suspect that this significant difference in volume is mostly due to a
small group of left politicians who post much more than the average. In Figure 4.8,
we show the total number of tweets as we remove the most active politician of each
spectrum. Observe how the left curve decays similarly to the center curve and much
faster than the right one. This suggests that the activity distribution among left and
center politicians is similar, with a few politicians being responsible for most of the
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(a) Distribution of tweets by ideology over time. (b) Density mean distribution by ideology

Figure 4.7: Distribution of tweets over time.

activity, whereas, in the right , the activity is more evenly distributed.

We further investigate this by transforming the time series of each deputy into
a density distribution over time, i.e., we divide the number of posts in each semester
by the total number of posts of the politician. Figure 4.7b shows the mean of these
transformed curves, which are very different from the ones shown in Figure 4.7a. First,
note that all ideological spectra behave similarly: their posting frequencies increase
significantly during executive elections, especially center politicians. Also, just before
and after the 2018 elections, the difference between the right and the left curve increased
significantly, as right politicians became more active and more numerous. These results
are in agreement with Amaral and Pinho [2017], who showed that there are some
“celebrity” politicians on Twitter, and with Recuero et al. [2020], who showed that the
2018 elections were marked by the massive use of social media by the right politicians
and its supporters, which increased the number of right-wing deputies in the chamber.

Figure 4.8: The number of tweets removing top-ranked politicians.
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4.3.2 Popularity over time

Here we analyze the popularity of tweets by summing their received number of retweets
and favorites. Figure 4.9a shows the popularity of the tweets over time, stratified by
political ideology. First, note that the popularity of tweets posted by politicians has
been steadily increasing since 2013 across all ideological spectra. Second, observe how
political tweets are far more popular than non-political . Finally, note the popularity of
posts from the right politicians, which grew more than from the other ideologies, both
for political and non-political tweets, surpassing the popularity of the left just before
the 2018 elections.

(a) Marginal popularity count. (b) Average popularity.

Figure 4.9: Popularity over time, measured by the sum of retweets and favorites re-
ceived by the tweets.

To estimate the expected popularity of a tweet, we divided the total number
of favorites and retweets received by each ideology (e.g. right) by the total number
of tweets they posted. Figure 4.9b shows this average popularity over time, and two
striking findings can be taken from this figure. First, note that since 2017 the average
popularity of right tweets is higher than the other ideologies, even for non-political
ones. Second, and most surprisingly, the average popularity of political and non-
political tweets for the right is roughly the same from April 2017 to October 2018, the
month of the presidential election. This behavior is more evident in Figure 4.10 which
shows the popularity of the complementary cumulative distribution function (CCDF)
of tweets from April 2017 to October 2018. Note how the right ’s popularity curves are
different from other ideologies. Both political and non-political tweets distributions are
practically the same, with average popularity much higher than the other ideologies. In
other words, it seems that no matter the content of the tweets posted by the right during
this period, their expected popularity is the same. This can be partially explained by
reports of the massive use of robots by the right , as suggested by Silva and Silva [2019].
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Figure 4.10: Popularity CCDF

4.3.3 Individual communication behavior

To quantify the individual communication behavior of politicians over time, we use
the Political Communication Index (PCI) (see section 3.3.1), the ratio between their
number of political tweets and their total number of tweets.

Figure 4.11 shows the scatter plot of the PCI and the number of tweets for
all politicians grouped by year and stratified by the political ideologies. First, note
that it is not possible to differentiate the politicians by their ideology. In general,
most politicians posted between 102 and 104 tweets in this period. However, there
are politicians who posted more than average, exceeding the number of 104 messages
(marked by dotted gray line), mainly left politicians (fact noticed in Figure 4.7b).
Moreover, the majority of politicians have a high PCI, greater than 50%, i.e., they
decide to disclose their political views very often. This is in line with Graham et al.
[2013], who showed that about 70% of UK politicians’ tweets were used for broadcasting
political messages and, contrasts with Pal [2015] who showed a predominance of non-
political messages in politicians’ communications.

4.3.4 Posting frequency over time

Although most politicians have a high PCI, the frequency with which the messages
were posted over time is not evident. To analyze this behavior, we computed Shannon’s
entropy [MacKay and Mac Kay, 2003] for each deputy from the previously calculated
densities. Let Nsem be the total of 12 semesters comprising the TwLargeDB. Thus,
for each deputy, if he/she uniformly posts the same number of messages each semester,
then the entropy will be maximum Hmax = log2 Nsem = 3.58. Conversely, if the
politician posts all their messages in just one period, then the entropy will be equal to
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Figure 4.11: Scatter plot for the PCI and the number of tweets for right , left and
center

log2 1 = 0. In other cases, deputies diversify their posting frequencies over time and
the entropy varies between 0 and maximum entropy Hmax = 3.58.

From the entropy calculated for each deputy, we divide it into ranges of values
for better visualization. Deputies who chose a maximum of 2 semesters to post their
messages, out of the 12 possible, have entropy values between [0,1]. Deputies who chose
to post between 2 and 4 semesters have entropy with values between (1,2]. Similarly,
deputies who posted between 4 and 8 semesters have entropy with values between
(2,4]. Finally, deputies who posted regularly from 9 to 12 semesters have entropy
values between (2,3.58]. In Figure 4.11, it is possible to observe that the majority
of deputies have high entropy (larger dots), i.e., their messages tend to be uniformly
distributed over time. However, less active deputies tend to have low entropy (smaller
dots), i.e., they have the distribution of messages concentrated in a few periods. To
visualize this behavior over time, we show in Figures 4.12a,4.12b,4.12c, for each entropy
range, the average of the deputies’ densities stratified by ideology, left , center and
right , respectively. Naturally, observe that deputies with high entropy tend to post
uniformly over time and the light colors in all semesters represent this uniformity. On
the other hand, deputies with low entropy tend to concentrate their posts in particular
semesters, which are represented by the darker colors in a few periods. For the center ,
communications of low entropy deputies were concentrated in the 2014 elections, which
is also where some low entropy deputies of the left concentrate their communications.
What is curious is the high concentration of low-entropy communications in 2019, for
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both the left and the right (and not for the center). Note that low entropy deputies
from the right are mostly concentrated in this year. In addition, given that 2019 is not
an election year, this suggests an increase in polarization and the rise of once silent
deputies. In fact, for the 273 left politicians of our dataset, 24 have more than 50% of
their communications in 2019. This is even more striking for the right : 85 out of 440
right politicians have more than 50% of their communications in 2019.

(a) Entropy Left (b) Entropy Center

(c) Entropy Right

Figure 4.12: Entropy over time.

4.4 Concluding remarks

In conformity to prior research [Oliveira et al., 2018; Badawy et al., 2018; Caetano
et al., 2018; Bagavathi et al., 2019] that analyzed communications of politicians on
social media, in this section, we use the LOCPOC to characterize the communication
of 914 Brazilian politicians over years in terms of the amount of political and non-
political messages they post and that is robust to concept drifts. Using the proposed
methodology in the TwLargeDB, which contains more than 3M tweets, we found
that the data drifts occurred during important events of Brazilian politics, such as the
impeachment of Dilma Rousseff and elections, and that the popularity of political com-
munications increased steadily since 2013. Our analyses also revealed that, although
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left-wing politicians post, in general, more on social media, this number is distorted by
a small group of very active accounts.

In particular, we showed how the right rose just before the 2018 elections, both
in terms of the number of messages and public engagement. In the real world, the right
also grew, while the left remained stable and the center decreased. In 2014 the left had
27% of the congress and in 2018 it remained. However, while the right increased from
46% in 2014 to 59% in 2018, the size of the center decreased from 27% to 14% in 2018.
Regarding the total number of votes received, while the left held 20% of the vote in
the two elections, the right increased from 51% in 2014 to 63% in 2018, and the center
decreased from 29% to 17% in 2018. However, the increase in the number of right-wing
politicians does not explain the activity burst in their accounts. Besides showing an
increase of the right , the decrease of the center also points to an increase in polarization,
which was also shown by Recuero et al. [2020]. Interestingly, this rise of the right was
not exclusive to Brazil, other countries in South America such as Argentina, Colombia,
and Chile also observed this same phenomenon [Ospina-Valencia, 2018].

Finally, our analyses also revealed a curious behavior regarding the popularity
of right-wing tweets: between April 2017 and October 2018, political and non-political
communications were equally popular among the public, which can be explained by the
alleged use of robots to indiscriminately promote these tweets [Silva and Silva, 2019].





Chapter 5

Discussion

In the first two chapters, we characterize the communication behavior of the Brazilian
congresspeople over time. In the first characterization, we analyzed the communication
of politicians one year before and one year after the 2014 elections, stratifying the
deputies for their electoral success. In the second characterization, we extended the
period of analysis to 6 years and stratified each deputy by their ideological spectrum.

From these analyses, it was possible to note a slightly distinguishable behavior
among and within the congresspeople classes, which responds to the research question
R1. There is an increase in the number of tweets, both political and non-political over
time, however, there was atypical behavior close to the election period. This behavior
is partially corroborated by Lietz et al. [2014]; Wong et al. [2013]. During the 2014
elections, it is also possible to note that the increase is higher for non-political than
for political tweets, a behavior that was also reported by other works [Jackson and
Lilleker, 2011; Graham et al., 2013; Jungherr, 2016; Mainwaring, 2001].

It is important to point out that the use of non-political rhetoric during elec-
tions to get votes is not exclusive to Brazilian politicians. According to Bracciale and
Martella [2017], politicians from different leanings in Italy focused their communica-
tion strategy mainly on self-promotion, endorsement, personal issues, and daily affairs.
Similar behavior can be found in the UK Parliament [Jackson and Lilleker, 2011], US
Congress [Golbeck et al., 2010], candidates in Spain [Grimaldi, 2019], mayors in Turkey
[Sobaci and Karkin, 2013] and party leaders in Canada [Small, 2010].

We also analyzed the popularity of the tweets through the number of likes (or
favorites) and retweets they receive from the public. We noticed that political and
non-political tweets become significantly more popular in election terms, especially
the political ones, which are much more preferred than the non-political . This result
responds to the research question R2 and it is antagonistic to Lee and Shin [2014], who
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showed that non-political tweets are more effective in attracting favorites and retweets.
Nevertheless, our results corroborate with previous works that analyzed the content
posted by congresspeople [Amaral and Pinho, 2016; DiGrazia et al., 2013], and with the
literature on the political behavior of Brazilian parliamentarians [Mainwaring, 2001;
Samuels, 1999; Samuels and Zucco, 2014].

Regarding the use of social media by Brazilians, according to Machado et al.
[2018], Brazilians are considered some of the most enthusiastic users of social networks.
Online platforms remain the main source of news within urban Brazil with massive
content consumption and share. In this scenario, the elections have been marked
by the heavy usage of social media during the campaign [Recuero et al., 2020] and
by the attempt to influence voters to change the outcome of the elections [Machado
et al., 2018; Marques and MontÁlverne, 2016]. Consequently, many politicians try to
increase their influence on the network. An effective way to measure this influence
is through favorites and retweets, once popular tweets could propagate multiple hops
away from the source before they are retweeted throughout the network [Cha et al.,
2010]. Therefore, we show that during the 2014 elections congresspeople devote much of
their communications to propagate non-political messages, which can be an erroneous
practice. However, we observe an important change in the deputies’ communication
behavior right after the impeachment process started. There is an inversion in the
type of message disclosed, i.e., deputies drastically reduced the number of non-political
tweets and started to publish more about political subjects. Our analyses also revealed
that people who follow the politicians of our data set are more likely to prefer political
tweets. These results respond to the research questions R0 and R3. Also, this is in line
with the work of Hwang [2013], who showed that voters mostly expect that politicians
actively share their candid opinions through the open public sphere of Twitter.

5.1 Limitations

Despite the importance of this work, we acknowledge that our thesis has several lim-
itations. First, although the methodology can be replicated in other contexts, the
results and conclusions found in this thesis are specific to the Brazilian scenario and
are not necessarily valid for other countries and periods. We only tested machine
learning-based models trained on messages in Portuguese, assessing the accuracy of
such techniques on messages in other languages and testing how well these techniques
are adapting to future elections remains an open question. Second, when labeling a
message as political or not, we analyze only the content of the message and do not con-
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sider its subjective information. For instance, the following message apparently has no
political content in its text: “Be proud of the love of your life!”. However, it was posted
by a deputy gay rights activist, kissing his partner as a form of protest. Therefore,
there is a political intention in the post, but not in the message content. Third, we do
not investigate an alternative explanation for the characterization results. For instance,
we do not investigate whether the politician’s variables such as age or gender are cor-
related to the behavior on social media or whether the differences observed may be
caused by political party strategy and/or by economic and geographic factors. Fourth,
we do not investigate the reasons why political tweets have more retweets/favorites.
For instance, a disagreement among popular users might trigger a long discussion and
increase the popularity of those tweets.

5.2 Implications

Despite these limitations, our work was used in a different context than the one pre-
sented in this thesis. Silva et al. [2020] used the proposed CNN architecture to inves-
tigate the use of political Ads on Facebook during the 2018 election campaign.

In an attempt to minimize the external influence, disinformation campaigns, and
the misuse of social media during the elections, on May 24, 2018, Facebook changed its
ToS policy to allow the launching of political ads only by advertisers that reside in the
same country with the people targeted (this requirement does not apply to non-political
ads) [Leathern, 2018]. Also, Brazilian authorities demanded that political figures that
are advertising on Facebook political content along the electoral period, an established
period near the elections, need to give information about their national identification
numbers, namely CPF, for individuals, and CNPJ, for companies. Facebook responded
by creating an interface that allows advertisers of political content to include disclosure
information in their ads related to elections and also their CNPJs or CPFs.

Concerned by the eminent high potential misuse of Facebook ads and imminent
risks to Brazilian electoral laws, Silva et al. [2020] developed the monitor of political
ads on Facebook installed by more than 2000 users. From that application, they
collected the AdCollector dataset containing 239k ads from 40k advertisers along
the period of March 14, 2018, to October 28, 2018. From this dataset, they were
able to exploit the ads self-declared as political from compliant advertisers to build a
machine learning-based model that detected other similar ads coming from advertisers
that do not comply with Facebook’s Term of Service or electoral laws. They found that
a small fraction of advertisers in their dataset have the right disclaimer stipulated in
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the Brazilian election law but they did not declare their ads as political to Facebook,
hence, they do not appear in the available official Facebook Ad Library.

Therefore, while the measures taken by Facebook to diminish the elections threats
were welcomed, many people including researchers, journalists, and organizations
pointed out that they are not sufficient. First, advertisers have to declare themselves,
on a voluntary basis, whether they are sending political ads. This is problematic be-
cause dishonest political parties and presidential candidates can avoid scrutiny of their
ad messages by not declaring them as political . Second, beyond public opinion manip-
ulation and spread of fake news, the Facebook ads platform can also be used for slush
funds [Campos et al., 2018]. Brazilian electoral law states that companies are prohib-
ited to make donations to any political party or candidate during the election period.
Currently, dishonest companies can spend an unlimited amount of undeclared money in
favor of a political agenda through the Facebook ads platform [TSE - Electoral Court,
2017].

5.3 Future directions

In the previous section, we show how our CNN architecture was used in a different
context to identify Facebook Ads in disagreement with Brazilian electoral law and
Facebook policies. However, this thesis opens up several possibilities for future research.
For example, there is difficult for big tech companies like Facebook, Twitter, and Google
to adapt to the laws of each country. Therefore, a methodology like ours can assist in
organizing information and facilitate the application of the laws of each country.

Another possible extension of our work is to deepen into the textual analysis to
identify what the deputies intend when posting a message. In the example shown in
Section 5.1, the content of the message is non-political , but the deputy’s intention when
posting the message was of a political nature, as evidenced by the image attached to
the message. Therefore, an extension of our textual classifier could be developed to
incorporate other media formats, such as images, videos, and voice. Thus, the analysis
could be enriched and new insights brought about the real intention of the message’s
author. Also, these other types of media formats are still little explored in political
analysis literature.

Still, with regard to textual content, our proposed methodology can be extended
to the analysis of topics [Shi et al., 2018]. Since our methodology classifies each message
as political or non-political , one could use these two disjoint sets and analyze the topics
discussed by deputies over time. Therefore, several analyzes could be carried out, for
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example, to analyze the recurring topics, whether the distribution of topics changes
over time, whether there are deputies who prefer some specific topics over others, and
whether there are clusters of deputies who post about of the same subjects.

Regarding the political message classifier, a possible unfolding of this thesis could
be an improvement of the concept drift and active learning techniques and the adoption
of more recent NLP classification models, such as T5 and GPT-3, that use Transform-
ers and Attention Mechanisms. Also, our methodology could be extended to other
languages and to other contexts, for example, to evaluate the tweets posted by politi-
cians in the U.S. election campaign, especially the ones posted by Donald Trump,
which were very popular and controversial. Additionally, one could deepen into the
results obtained in this thesis during the post-election period of 2018 that suggests a
polarization between right and left discuss and the possible use of robots to boost the
popularity of tweets.

5.4 Conclusion

The classification of short texts is not a trivial task due to the amount of noise in the
communication and the limited number of characters that make it difficult to infer
the context of the message. There are several attempts in the literature to classify
this type of communication, however, they are not effective or cannot be applied on a
large scale. Therefore, our study is an important step in social computing literature,
providing a supervised machine learning classifier that labels all textual messages from
different social media platforms as political or non-political . Moreover, the classifier
is robust to concept drifts, where topic changes are identified over the years by an
unsupervised drift detection. From that, we parsimoniously characterized the social
media communications posted by Brazilian parliamentarians over time. In other words,
the political message classifier enabled us to address two case studies with different
natures and characteristics.

More specifically, it enabled us to analyze how politicians present themselves
in the digital environment and how the public reacts to them. We investigated the
behavior of politicians over time, i.e., whether they change their communication and
if there is a typical temporal pattern that is chosen by the majority of politicians. We
noticed that politicians changed their communication behavior over time, especially
during important political events. Moreover, we showed that political and non-political
tweets become significantly more popular over time, especially the political ones, which
are much more preferred than the non-political . Finally, we show that the right strongly
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increased its participation over time, which was reflected in the votes and the number
of elected politicians.

Our thesis opens a wide range of possibilities for new applications and research.
Twitter recently announced that it will no longer allow political ads on its website
[Feiner, 2019]. We hope our findings and all the real-world experience of deploying a
real system along the 2018 Brazilian elections will inform debates around public policies
that regulate political advertising on the Internet. If a system like ours is implemented
on a widespread scale, political campaigns might adopt adversarial strategies that
change their marketing strategies in order to exploit our false-negative rate. To assist
in this task, we developed a tool that uses our classifier and enables the automatic
labeling of political and non-political messages. The tool receives as input a message
or a file with several messages and returns the label and the confidence of the classifier
for each message. Although there are some efforts to make the elections in Brazil
transparent [voz ativa, 2019; Eleições Sem Fake, 2019], having multiple independent
systems would make the monitoring of political messages more robust to attackers.
We hope our effort will inspire other initiatives around the world. Our work not only
highlights the importance of independent auditing platforms for political ads but also
provides all necessary framework to make it feasible as our code is open source1.

1
https://github.com/lucasant10/
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