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Resumo

Imagens aéreas de alta resolução são desejáveis para a maior parte das aplicações de
sensoriamento remoto baseadas em algoritmos profundos. Esse tipo de dado, con-
tudo, nem sempre é acessível. Por outro lado, imagens de sensoriamento remoto de
baixa/média resolução, como as dos satélites LANDSAT e MODIS, são facilmente en-
contradas em repositórios públicos abertos e, portanto, são usadas em diversos estudos.
O problema é que a quantidade de informação espacial comprimida em um único pixel
em uma representação de baixa resolução pode comprometer algoritmos de reconheci-
mento de padrão. Assim, o uso de dados de baixa resolução para a criação automática
de mapas temáticos é muito restrito, dado que a maioria das abordagens baseadas em
algoritmos profundos para segmentação semântica (ou rotulação densa) são adequadas
apenas para dados subdecimais. Super-resolução é um problema clássico de visão com-
putacional que busca restaurar a qualidade de imagens de baixa resolução. No presente
trabalho, foram desenvolvidos dois arcabouços que têm como objetivo avaliar a efetivi-
dade de super-resolução baseada em algoritmos profundos na segmentação semântica
de imagens de sensoriamento remoto de baixa resolução. Visa-se avaliar quão efe-
tivo é a super-resolução em diferentes níveis de degradação, como se compara com
interpolação bicúbica não-supervisionada e se é capaz de reconstruir objetos pequenos
e, consequentemente, contribuir para o melhoramento da segmentação semântica. O
primeiro arcabouço usa super-resolução como um pré-processamento para a tarefa de
segmentação semântica. O segundo arcabouço é uma abordagem unificada que treina
as duas redes ao mesmo tempo enquanto compartilha suas funções de erro. Foram
executados um conjunto extensivo de experimentos em dados de sensoriamento remoto
com natureza e propriedades distintas. Para o conjunto de dados agriculturais de ma-
peamento de café, que contém apenas duas classes (café e não-café), o uso de imagens
de baixa resolução alcançou apenas 50% de acurácia normalizada com taxa de aumento
de 8 vezes. O arcabouço em dois estágios na mesma condição aumentou esse valor para
72%. O arcabouço unificado aumentou ainda mais esse valor para 77%, comparado aos
81% com dados de alta resolução. Para o conjunto de dados urbano de Vaihingen, usar
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super-resolução no arcabouço de dois estágios aumentou a acurácia de segmentação de
carros de 19% para 58% com taxa de aumento de 8 vezes, enquanto o arcabouço unifi-
cado alcançou 65%. Nesse caso, com dados de alta resolução, a acurácia foi de 69%, o
que não está distante dos resultados de super-resolução. Ambos os casos são exemplos
de como super-resolução é capaz de recuperar detalhes de textura importantes (para
plantações de café, por exemplo) e também é capaz de fazer ficarem mais claros objetos
que eram difíceis de enxergar em uma representação de baixa resolução (como os car-
ros). Os resultados mostram que super-resolução é efetiva para melhorar o desempenho
de segmentação semântica em imagens aéreas de baixa resolução. Super-resolução não
apenas é melhor que interpolação não-supervisionada, como também alcança resulta-
dos de segmentação semântica comparáveis a dados de alta resolução. Mesmo com
pouco dado de treinamento, o uso dos arcabouços alcançou resultados melhores que
usando interpolação bicúbica. Dessa forma, o uso de super-resolução se provou ser mais
efetivo do que aplicar imagens de baixa resolução em uma rede neural de segmentação
semântica. Isso é verdade especialmente para altos fatores de degradação, os quais
são os casos em que super-resolução supera mais o desempenho de se usar diretamente
dados de baixa resolução.

Palavras-chave: Sensoriamento Remoto, Super-Resolução, Segmentação Semântica.
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Abstract

High-resolution aerial images are desirable for most of the deep-based remote sens-
ing applications. This type of data, however, is not always accessible or affordable.
On the other hand, coarse resolution remote sensing images, such as LANDSAT and
MODIS, are easily found in public open repositories and, therefore, are widely used
in many studies. The problem is that the amount of spacial information compressed
into one single pixel in a low-resolution representation can compromise pattern recog-
nition algorithms. Thus, the use of coarse-resolution data for automatic creation of
thematic maps is very restricted since most of the deep-based semantic segmentation
(a.k.a dense labeling) approaches are only suitable for subdecimeter data. Super-
resolution is a classic computer vision problem that aims to restore the quality of
degraded, low-resolution images. In this work, we design two frameworks in order to
evaluate the effectiveness of deep-based super-resolution in the semantic segmentation
of low-resolution remote sensing images. Our objective is to evaluate how effective
is deep-based super-resolution to different levels of degradation, how it compares to
unsupervised bicubic interpolation and if it is able to reconstruct small objects and,
consequently, contribute to semantic segmentation improvement. The first framework
uses super-resolution as a pre-processing step for the semantic segmentation task (two-
stage framework). The second framework is an end-to-end approach that trains both
networks at the same time while sharing their losses. We carried out an extensive set
of experiments on remote sensing datasets with distinct nature and properties. For
the agricultural dataset of coffee mapping, which only contains two labels (coffee and
non-coffee), the use of low-resolution images achieved only 50% normalized accuracy
with 8× up-scaling factor. The two stage framework with super-resolution in the same
condition increased this value to 72%. The end-to-end framework further increased
the value to 77%, compared to 81% of high-resolution data. For the urban dataset of
Vaihingen, using super-resolution in the two stage framework increased the accuracy
of car segmentation from 19% to 58% with 8× up-scaling factor, while the end-to-end
framework achieved 65%. In this case, with high-resolution data, the accuracy was
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69%, which is not far from the super-resolution result. Both cases are examples of
how super-resolution is able to recover important texture details (for coffee crops, for
example) and is also able to make more discernible small objects that were difficult
to see in a low-resolution representation (such as cars). The results show that super-
resolution is effective to improve semantic segmentation performance on low-resolution
aerial imagery. It not only outperforms unsupervised interpolation but also achieves
semantic segmentation results comparable to high-resolution data. Even with a few
training data, the use of the frameworks still achieved better results than bicubic inter-
polation. Thus, using super-resolution has proven to be a more effective approach than
directly inputting low-resolution images to a semantic segmentation network. This is
especially true for high degrading factors, which are the cases that super-resolution
surpasses more the performance of low-resolution data.

Palavras-chave: Remote Sensing, Super Resolution, Semantic Segmentation.
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Chapter 1

Introduction

Remote sensing can be defined as the measurement at a distance of object properties
on the Earth’s surface. Such measurement can be done, for example, with the use of
satellites, which provide a repetitive and consistent view of the Earth that is impor-
tant to monitor short-term and long-term changes and the impact of human activities
[Schowengerdt, 2006]. Many of these satellites are able to gather images directly in
digital format, thus it can be processed by computers either for machine-assisted infor-
mation extraction or for enhancement of its visual qualities [Richards and Jia, 1999].
There are operational satellite systems that sample nearly all available parts of the
electromagnetic spectrum with dozens of spectral bands and with pixel sizes ranging
from less than 1m to 1000m [Schowengerdt, 2006].

High-resolution aerial images are essential for many remote sensing applications,
as they provide a finer representation of spatial boundaries [Pouliot et al., 2018a], more
precise textures and can even display small objects that are barely visible in a low-
resolution representation. Apart from high-end satellites, nowadays, there is another
main way of directly acquiring high-resolution aerial images, which are drones. In
reality, however, high-resolution image data is not always employable or accessible.
Thus, relying on the two presented solution is often impracticable.

In order to map a large area, for instance, drones lack enough autonomy. On one
hand, if using only one (or a few of them), the time required to map the whole area
would be high. On the other hand, using many of them would increase the cost and
the number of people involved in the process. This type of situation can make this
option unviable.

High-resolution satellites provide a more autonomous way, therefore capable of
overcoming the problems presented by drones. However, their images are expensive
and often present low temporal resolution, which can also make this option unviable.

1



1. Introduction 2

With all these adversities in mind, due to data unavailability or high-cost reasons,
the use of low-resolution images is often adopted in replacement of the high-resolution
ones. Thus, an alternative for remote sensing applications is to get their data from
low-resolution satellite imagery, which is cheap (usually free) and present a long history
of acquisition (high temporal resolution). Landsat1, for example, has a long record of
images since 1984.

A main problem arises from the use of low-resolution images: the amount of im-
portant information compressed into one single pixel can compromise machine learning
algorithms to detect or segment objects. As observed by Dai et al. [2016], semantic
segmentation is one of the computer vision applications that is more severely affected
by the input of low-resolution images. This application aims to predict a class for each
pixel of the image, thus, if the objects are way too small (cars, for example) or have
similar textures, such as different types of vegetation, the low-resolution will eventu-
ally cause cases of mislabeling, dropping the accuracy of the algorithm. Figures 1.1
and 1.2 illustrate examples of this situation. In Figure 1.1, we can see the difference
between the same rural road across two different satellites (Sentinel-2 and Landsat 8)
with different resolutions. When the spatial resolution is 10m per pixel (Sentinel-2)
the road is easy to see, however as we decrease the spatial resolution, it becomes more
difficult to detect. For the Landsat 8 satellite, which presents a spatial resolution of
30m per pixel, the road has almost disappeared. In Figure 1.2, we can see that there
are three cars (yellow class), but only one of them was correctly labeled by a semantic
segmentation network. Also, it is possible to see that big parts of the buildings (dark
blue class) were mislabeled for impervious surfaces (white class). If the output were of
a high-resolution, the cars would likely be correctly segmented and the buildings would
not be easily mislabeled.

Remote sensing images are also highly subject to many adverse factors that con-
ventional images usually do not suffer with, such as ultra-distanced imaging, atmo-
spheric disturbance, and relative motion [Jiang et al., 2018]. Moreover, many satellites
record different spectral bands with varying spatial resolutions, either by storage or
transmission rate limit reasons [Lanaras et al., 2018]. Since it is highly desirable to
have every spectral band of the sensors presenting the best achievable quality and at
a high spatial resolution, a natural question to arise is: how can we effectively recon-
struct low-resolution remote sensing imagery in order to improve different computer
vision applications, such as semantic segmentation? In this work, we provide ways of
achieving this goal with the use of super-resolution techniques.

1https://www.usgs.gov/land-resources/nli/landsat

https://www.usgs.gov/land-resources/nli/landsat


1. Introduction 3

(a) Sentinel-2 satellite (10m scale) (b) Landsat 8 satellite (30m scale)

Figure 1.1: Example of lost of information for a rural road due to low resolution effects.

(a) Low-resolution image. (b) Semantic Segmentation Map.

Figure 1.2: Thematic map (b) generated from a low-resolution (a) input image with
a SegNet [Badrinarayanan et al., 2017]. The image was up-sampled from its original
60× 60 dimension to eight times more (480× 480) with bicubic interpolation.

Super-resolution aims to construct a high-resolution image from a low-resolution
input. Single image super-resolution (SISR) techniques are capable of achieving this
objective by using only one single image as input, i.e., they do not require different
versions of the same image in order to extract sub-pixel information. This is especially
useful since most of the time we are interested in recovering the quality of unique
images. Figure 1.3 illustrates an example of the reconstruction process performed by
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a super-resolution algorithm. Recently, convolutional neural networks (CNNs) have
been successfully used in the super-resolution task with large improvements in image
restoration, especially when compared to previous non-deep-learning methods. One of
the biggest advantages brought by CNNs is that these methods do not require hand-
crafted features that were typically necessary in previous algorithms.

(a) Low resolution input with original size
of 60 × 60, up-sampled to 480 × 480 with
bicubic interpolation.

(b) Reconstructed high resolution output
of size 480× 480 with 8× super-resolution
scaling factor.

Figure 1.3: Example of reconstructed low resolution image.

Single-image super-resolution is used as a major tool for enhancing and restor-
ing the quality of degraded images and its importance has increased with the grow-
ing demand for high-quality multimedia content [Pandey and Ghanekar, 2018]. It
can be used, for example, to recover the original quality of images and videos on
the Internet that normally lose information due to compression during transmission.
High-resolution images are also important in the medical environment since they allow
doctors to make a more accurate diagnosis. Considering remote sensing scenarios, as
mentioned before, they are important due to the unavailability of high-quality data.
Also, low-resolution images may be acquired due to hardware limitations and the re-
quirement of high data rate transmission during satellite communication [Pandey and
Ghanekar, 2018].
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1.1 Objectives and contributions

The main objective of this work is to verify the performance of two frameworks that
unite super-resolution and semantic segmentation methods to generate high-quality
thematic maps for low-resolution remote sensing images. Specific objectives and con-
tributions include:

• Evaluation of a two stage framework that uses super-resolution as a pre-processing
step for a semantic segmentation task. This framework trains both networks
separately.

• Evaluation of an end-to-end framework that trains both super-resolution and
semantic segmentation networks at the same time.

• Verification of the performance of the aforementioned frameworks on remote sens-
ing images when applied to different domains and datasets, such as urban and
agricultural scenes.

• Evaluation of the effectiveness of super-resolution for the improvement of seman-
tic segmentation on different levels of degradation.

• Comparison of the performance of a semantic segmentation network on low-
resolution and reconstructed data.

• Evaluation of the robustness of super-resolution for small object detection and
texture reconstruction.

We also review the main CNN-based methods and classify them according to
their characteristics, presenting a brief discussion about the influences among them.

1.2 Outline

The remainder of this document is structured as follows. Chapter 2 presents a review
of the most important super-resolution and semantic segmentation methods for both
normal and remote sensing images. We also review recent similar works that evaluated
super-resolution for the improvement of different pattern-recognition tasks. Chapter 3
introduces the frameworks mentioned in Section 1.1 along with their technical aspects.
Chapter 4 presents the experiments that were conducted and the datasets we applied
them on. We also show and discuss the obtained results. Finally, in Chapter 5 we
conclude our work and discuss future possibilities.



Chapter 2

Literature Review and Related
Work

Over the years, many methods have been proposed for both super-resolution and se-
mantic segmentation. Recently, due to the advent of deep learning, the results of the
methods for both problems were highly improved. This chapter presents a literature
review on the most important recent works on super-resolution and semantic segmenta-
tion. We also discuss the works that combined super-resolution with another computer
vision task in order to improve its results.

This chapter is organized into three parts. The first and second ones are focused
on the literature review of the most relevant works up to date for the super-resolution
and semantic segmentation tasks. Finally, in the third part, we present the works
that also analyzed the use of super-resolution for the improvement of different pattern
recognition tasks.

2.1 A Review on Super Resolution

Super-resolution is a classical problem in computer vision. The objective of this task
is to generate a high-resolution image from a degraded, low-resolution one. This is an
ill-posed problem since multiple possible high-resolution images can be mapped from
a low-resolution input.

We divide the proposed methods in the literature into three categories:

1. Shallow methods: techniques that are not based on deep learning.

2. Deep learning methods for RGB images, i.e., common day-to-day images
taken from conventional cameras. These methods may have been created with

6
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convolutional neural networks (CNN) or generative adversarial networks (GAN).

3. Deep learning methods for remote sensing images: these methods are
made mainly for aerial or satellite imagery. Some of them are capable of working
with multispectral information.

Many shallow super-resolution methods have been proposed in the computer vi-
sion community. Early methods use very fast interpolations based on sampling theory
but yield poor results, since those methods exhibit limitations in predicting detailed
and realistic textures [Kim et al., 2016b; Lim et al., 2017]. These methods also usually
suffer a dramatic drop in restoration performance with larger up-scaling factors [Hui
et al., 2018].

Some of the most powerful shallow methods utilize statistical image priors or
internal patch recurrence to avoid using external databases [Kim et al., 2016b; Lim
et al., 2017]. However, this type of method usually only works well in images containing
repetitive patterns and textures [Hui et al., 2018]. The external-example based methods
learn a mapping between low and high-resolution patches from external datasets and
usually focus on how to learn a compact dictionary or manifold space. While these
approaches are effective, the extracted features and mapping functions are not adaptive,
which may not be optimal for generating high-quality super-resolved images [Hui et al.,
2018].

Since shallow methods were easily surpassed even by the first (and simplest) deep
learning method, SRCNN [Dong et al., 2016], they are not currently able to achieve
state-of-the-art performance and, therefore, will not be focused in this work.

Deep learning methods are capable of dealing with large amounts of data without
requiring much domain-specific knowledge necessary to extract the relevant features for
a problem’s solution. Instead, those methods are capable of learning these features au-
tomatically given enough training data [LeCun et al., 2015]. The super-resolution task
has the advantage of not requiring annotated datasets or any other type of manually
annotated label. In fact, given a set of high-resolution images, one can already have
enough information for training. That is because high-resolution images can be con-
sidered the label, while downgraded versions of them are the input for the network
[Dong et al., 2016]. As the process of downgrading an image is usually easier than
the opposite task, deep-based super-resolution networks have at their disposal an al-
most infinite amount of data. For training, in a general manner, many studies assume
that the low-resolution image is a bicubic down-sampled version of its respective high-
resolution version. However, other degrading factors such as blur, decimation, or noise
can also be considered for practical applications [Lim et al., 2017]. This is an important
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remark, since manually downsampled low-resolution data may not accurately represent
low-resolution images acquired from a real sensor.

We separated the many different deep learning based methods for SISR in three
main categories: CNN-based for RGB images, GAN-based for RGB images and meth-
ods for remote sensing. The next subsections will present the state-of-the-art ap-
proaches for each of the categories.

2.1.1 CNN-based Methods for RGB Images

Convolutional Neural Networks (CNN) are the dominant approach for most of the
problems involving images [LeCun et al., 2015]. Naturally, it would be expected that
these types of network would tackle the super-resolution problem. Given that CNNs
are capable of extracting important features from the training data, they are also able
to use such features in order to reconstruct high-quality pixel information in degraded
images [Dong et al., 2016].

An overview of the most import CNN-based methods for super-resolution is pre-
sented in Figure 2.1. The arrows represent a transitive relation and point to methods
that were somehow influenced by the ones that the arrows come from. These influences
will be later discussed, but they mainly represent techniques for CNNs applied to super-
resolution. For example, SRCNN [Dong et al., 2016] directly influenced VDSR [Kim
et al., 2016a] and indirectly influenced LapSRN [Lai et al., 2017], EDSR [Lim et al.,
2017], etc. Similarly, LapSRN [Lai et al., 2017] was directly influenced by ESPCN [Shi
et al., 2016] and VDSR [Kim et al., 2016a], while being indirectly influenced by SRCNN
[Dong et al., 2016]. Also, each column groups methods with quantitatively similar re-
sults. This was done by comparing the peak signal-to-noise ratios (PSNR) results for
the usual super-resolution benchmark datasets, such as Set14 [Zeyde et al., 2012] and
Urban100 [Huang et al., 2015]. The grouping means that, for example, VDSR [Kim
et al., 2016a] (and those in its column) can be considered more effective than SRCNN
[Dong et al., 2016]. As another example, WDSR [Yu et al., 2018] can be considered
more effective than those on previous columns (such as EDSR [Lim et al., 2017], IDN
[Hui et al., 2018], DRCN [Kim et al., 2016b] and so on), less effective than the methods
on the following columns (such as RCAN [Zhang et al., 2018a] and FRN [Kwak and
Son, 2019]) and equivalent in terms of results to those in the same column (such as
D-DBPN [Haris et al., 2018a] and RDN [Zhang et al., 2018b]). The methods marked
as yellow are the ones developed for remote sensing data and will be discussed in a
later subsection.

CNN-based methods: Dong et al. [2016] proposed the first deep learning based
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Figure 2.1: An overview of the most relevant recent CNN-based methods for super-
resolution.

method for SISR, named SRCNN. Being the first CNN approach for super-resolution,
their work is an influence on all the following methods. Dong et al. [2016] verified
that the sparse-coding-based method [Yang et al., 2010] pipeline could be modeled
in a CNN framework, which is: (i) patch extraction, (ii) low-resolution dictionary
encoding, (iii) high-resolution dictionary reconstruction and (iv) image reconstruction.
Their CNN only contains three convolutional layers, one representing each step of the
aforementioned pipeline. Dong et al. [2016] attempted to prepare deeper models but
failed to observe superior performance. In some cases, deeper models even gave an
inferior performance. For this reason, they concluded that deeper networks do not
result in better performance. However, as demonstrated in the papers that followed
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SRCNN [Kim et al., 2016a,b; Lim et al., 2017; Haris et al., 2018a; Yu et al., 2018; Wang
et al., 2018b; Kim and Lee, 2018; Seif and Androutsos, 2018a; Park et al., 2018], it is
possible to achieve better results with deeper models. Therefore, although reaching
state-of-the-art performance for its time, SRCNN has some flaws that prevent it from
reconstructing even better high-resolution images. Among these flaws, the most notable
are:

• The input for the network is a bicubic-up-sampled low-resolution image: this
not only increases the computational cost (since the input image has the same
size of the output) but also inserts bad artifacts to the input (caused by the
interpolation) that can negatively affect the output. Instead, the network could
work on the original low-resolution image size and learn to reconstruct it with
deconvolutional or sub-pixel up-sampling layers, for example [Lim et al., 2017].

• There is no residual learning: residual learning techniques (by adding skip con-
nections to the network) were shown later to be essential for super-resolution
methods [Kim et al., 2016a,b; Lim et al., 2017; Haris et al., 2018a; Yu et al.,
2018; Wang et al., 2018b; Kim and Lee, 2018; Seif and Androutsos, 2018a; Park
et al., 2018], since they allow more layers to be used without harming the training
procedure (by avoiding gradient problems). They also make the network learn
only what is necessary to recover high-frequency details from the original low-
resolution image, instead of learning to construct a whole new high-resolution
image [Kim et al., 2016a].

Residual learning methods: Inspired by SRCNN [Dong et al., 2016] and
VGG-net used for ImageNet classification [Simonyan and Zisserman, 2015], Kim et al.
[2016a] proposed the method named VDSR. This method was the first to use residual
learning, which causes the network to learn only the difference between high and low-
resolution images, thus improving both convergence time and reconstruction results.
This motivates the usage of deeper networks. The methods in Figure 2.1 influenced by
VDSR are all characterized by the use of residual learning. VDSR is able to perform
multi-scale super-resolution, which allows arbitrary scaling factors (including fractions),
while SRCNN would need a different training procedure for each scaling factor. In order
to allow the network to operate in a multi-scale, the training dataset is composed
of several specified scales, which can be done by applying bicubic interpolation with
different scales on the same set of high-resolution images. Much deeper than SRCNN,
which uses 3 layers, VDSR can efficiently solve the SISR problem with 20 layers.
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Recursive methods: DRCN [Kim et al., 2016b] is another method proposed
by the same authors of VDSR. It repeatedly applies the same convolutional layer
many times in a recursive manner, which re-utilizes the same parameters. In order to
alleviate the difficulty of training, all recursions are supervised. This means that feature
maps after each recursion are used to reconstruct the target high-resolution image. For
better training, all predictions resulting from different levels of recursions are combined
to deliver a more accurate final prediction [Kim et al., 2016b]. Skip connections are
applied in order to perform residual learning like in VDSR. The methods that were
inspired by DRCN are all characterized by the use of recursive layers. Namely, those
methods are DRRN [Tai et al., 2017] and DSRN [Han et al., 2018].

Late up-sample methods: Both VDSR and DRCN use as input bicubic up-
sampled low-resolution images that have the same size as the output. Thus, just like
SRCNN, the amount of computation necessary is increased and bad artifacts can be
added to the image because of the interpolation. Differently from this aspect, ESPCN
[Shi et al., 2016] proposed inputting the original low-resolution image to the super-
resolution network, instead of first upsampling it with a simple method. Thus, in this
method, the feature maps are extracted in the low-resolution space. The last layer of
this network is a sub-pixel convolution that learns how to up-scale the image by merging
the last low-resolution feature maps. This approach reduces the computational and
memory complexity [Shi et al., 2016]. In Figure 2.1, all methods influenced by ESPCN
operate in the low-resolution space, i.e., they do not input a bicubic up-sampled image.

Dilated convolution methods: DCSR [Zhang et al., 2019] introduced the
use of dilated convolution for the super-resolution task. In Figure 2.1, all methods
influenced by DCSR also present this characteristic (IRMem [Chen et al., 2018b]).
Dilated convolutions allow the expansion of receptive fields without increasing the
number of parameters or computational complexity. More specifically, in DCSR the
authors mix both dilated and standard convolutions in the layers, concatenating the
extracted feature maps. This approach removes blind spots in the receptive field [Zhang
et al., 2019].

Resnet-based methods: Resnet [He et al., 2016] was a successful network
for the image recognition task and was adapted to the super-resolution problem by
Ledig et al. [2017] with the method named SRResNet. Unlike VDSR [Kim et al.,
2016a], which uses a single residual mapping from the input to the output of the net-
work, methods like SRResNet apply this technique along all of the network structure.
This architecture helps with the training of the network since it is easier to opti-
mize. This happens because the skip connections make the network more resistant to
the vanishing gradient problem. The methods influenced by SRResNet also share its
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Resnet-based architecture, such as LRFNet [Seif and Androutsos, 2018b] (with large
receptive fields and 1D kernels) and IDN [Hui et al., 2018] (with information distillation
blocks). IRMem [Chen et al., 2018b] is a method that applies dilated convolutions, like
DCSR [Zhang et al., 2019], and presents a resnet-based architecture, with the difference
of grouping feature maps in a gate at the end of the residual block. DRRN [Tai et al.,
2017] is another special case which merges the idea of both resnet-based architecture
and recursive layers.

Two of the most important methods based on resnet were proposed by Lim et al.
[2017]. They optimized the residual modules in existing conventional networks and
proposed the methods EDSR and MDSR, which ranked, respectively, first and second
on the NTIRE2017 Super-Resolution Challenge [Timofte et al., 2017]. One of the mod-
ifications proposed by Lim et al. [2017] was the removal of batch normalization layers
from the network. As they mention, the normalization of features gets rid of range
flexibility and their experiments demonstrated that this simple change substantially
improved the network’s performance. This choice became a pattern on most of its
following works [Wang et al., 2018b; Haris et al., 2018a; Yu et al., 2018]. EDSR is the
single-scale model proposed by Lim et al. [2017]. They also apply sub-pixel up-sampling
layers as in ESPCN Shi et al. [2016]. EDSR was an especially important method for
the super-resolution literature due to its influence on later works. EMBSR [Park et al.,
2018], for example, build their method with a few alterations in the EDSR model.

Based on the idea that pre-training high scaling networks on a smaller scale
one is beneficial, which demonstrates that super-resolution at multiple scales is an
inter-related task, Lim et al. [2017] also proposed the MDSR model. Although having
more parameters than EDSR (1.5M against 3.2M), MDSR can super resolve the low-
resolution input in three different scales, while the single-scale model would need three
training procedures in order to do so. Like EDSR, MDSR was also used as a base for
some later approaches, such as EUSR [Kim and Lee, 2018].

Progressive up-sampling networks: LapSRN [Lai et al., 2017] applied in its
architecture a similar approach do ESPCN [Shi et al., 2016]. But instead of using
one single layer to up-sample the feature maps to the desired resolution, LapSRN
progressively up-samples to intermediate sizes the feature maps in the middle layers.
This approach allows multi-scale predictions in one forward step. According to Lai
et al. [2017], using one single up-sampling step increases the difficulties of training for
large scaling factors. Another difference from ESPCN is that LapSRN uses transposed
convolution layers in instead of pixel-shuffling layers as the up-sampling technique.
All the methods influenced by LapSRN in Figure 2.1 apply some kind of progressive
up-sampling structure, such as IRGUN [Sharma et al., 2018].
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Densenet-based methods: Similarly to how SRResNet [Ledig et al., 2017]
adapted the well-known Resnet [He et al., 2016] to the super-resolution task, SR-
DenseNet [Tong et al., 2017] and the methods influenced by it (as seen in Figure 2.1)
adapted Densenet [Huang et al., 2017] for super-resolution. This type of architecture
uses as inputs the feature-maps of all preceding layers are for each layer. Like Resnet,
this technique also makes the network robust to the vanishing gradient problem, but it
also encourages feature reuse even more [Huang et al., 2017]. For super-resolution, this
is an effective way of combining low and high-level features to improve the reconstruc-
tion performance [Tong et al., 2017]. Densenet-based architectures recently became a
common pattern for many super-resolution algorithms. From Figure 2.1 we can men-
tion CARN [Ahn et al., 2018a], RDN [Zhang et al., 2018b] and DRNet_L [Wen et al.,
2018]. There are also effective methods that united both the densenet architecture
and the progressive up-sampling technique from LapSRN [Lai et al., 2017], such as
Progressive CARN [Ahn et al., 2018b] and ProSR [Wang et al., 2018b].

Back projection methods: The super-resolution competition NTIRE2018
brought a large scaling factor (8×) challenge for classic bicubic-down-sampled im-
ages. In this category, Haris et al. [2018a] were the winners with their method named
D-DBPN, which constructs both up and down-sampling stages. D-DBPN focuses on
projecting the high-resolution features back to the low-resolution spaces using down-
sampling layers. They also apply the densnet strategy mentioned before by densely
connecting each up and down-sampling stage, which encourages feature reuse. This en-
ables the network to reconstruct the high-resolution image using a deep concatenation
of the feature maps from the previous steps [Haris et al., 2018a]. Both up and down
projection layers concatenate the feature maps of all preceding units (up-sampling
blocks take from down-sampling blocks and vice-versa) as input, and their own feature
maps are used as inputs into all subsequent units. Inside each of these blocks, a series
of convolutions and deconvolutions with skip connections are used in order to generate
the feature maps.

Wide activation methods: WDSR [Yu et al., 2018] is another method that
achieved impressive results on the NTIRE2018 competition. While D-DBPN ranked
first place on the classic 8× classic bicubic track, WDSR ranked first in all other three
tracks, which up-scaling factor is 4× and include different types of degradation on the
images, thus making the super-resolution task even more difficult. In their work, Yu
et al. [2018] affirm that ReLUs hinder information flow from shallow layers to deeper
ones. Thus, they propose to expand features before the activation functions in a way
that does not increase the model’s complexity or the number of parameters. In order
to do this, WDSR slims the features of residual identity mapping while expands the
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features before activation. Along with the aforementioned process of wide activation,
Yu et al. [2018] verified that weight normalization, which is a reparameterization of the
weight vectors that decouples the length of those vectors from their direction, can be
useful to achieve better accuracy without introducing dependencies between examples
in a mini-batch.

Zero-shot methods: Shocher et al. [2018] affirm that externally supervised
methods perform well on data satisfying the conditions they were trained on, while
their performance decreases when these conditions are not satisfied. The reason for
this is that training images are usually generated with a bicubic interpolation, without
considering artifacts usually present on real-world images (like sensor noise and com-
pression artifacts). Because of that, Shocher et al. [2018] proposed a zero-shot method,
named ZSSR, which exploits the internal recurrence of information within a single im-
age. Thus, it does not rely on prior image examples or prior training. It trains a small
image-specific CNN at test time on examples extracted from the low-resolution input
image itself [Shocher et al., 2018]. In ZSSR, the low resolution is furthermore degraded
into an image with an even smaller resolution, X. The training is then performed
between the pair X and the low-resolution, and the final network is applied to the
low-resolution image in order to construct the high-resolution version. Since only one
image is used, Shocher et al. [2018] employ techniques of data augmentation to create
different versions of the same image.

Channel-attention networks: In channel-attention, trainable weights are mul-
tiplied to each channel of the image Jang and Park [2019]. This type of technique was
first applied to super-resolution by Zhang et al. [2018a]. Based on the idea that low-
frequency information is treated equally across channels in most of the super-resolution
approaches, which hinders the representational power of the networks, Zhang et al.
[2018a] proposed the method called RCAN. In this method, the channel-attention
mechanism adaptively learns channel-wise features while considering interdependencies
among channels [Zhang et al., 2018a]. They also employ a residual-in-residual archi-
tecture that is similar to resnet-based approaches by stacking residual architectures
inside residual architectures. Recently, the use of channel-attention modules has been
important to state-of-the-art methods for super-resolution. Jang and Park [2019] and
Wang et al. [2019a] further explored such technique by also employing densenet-based
modules/architecture. Xu and Li [2019] is another state-of-the-art method highly in-
fluenced by RCAN [Zhang et al., 2018a]. Their architecture considers spatial and color
features as complementary domains, which allows the network to focus on recovering
high-frequency components and sharp color information in the generated image [Xu
and Li, 2019].
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Kwak and Son [2019] also employ the channel-attention and residual-in-residual
techniques in their method named FRN. They employ a down-sampling module at the
beginning of the network in order to exploit GPUs more efficiently (because of size-
reduced features) with an up-sampling module at the end. Unlike D-DBPN [Haris et al.,
2018a], the down and up-sampling operation are not performed along with the whole
network. Finally, Feng et al. [2019] propose a network with a U-Net structure with
cascading blocks containing channel-attention mechanisms. These blocks are connected
with a densenet-based architecture.

Considering an overview of Figure 2.1, it is possible to say that the first two
columns contain the basic methods that were not yet close to exploring the full po-
tential of super-resolution. The third column is where the main architectures for the
following methods were first presented and shown to be effective, such as resnet-based
and densenet-based. The fourth column contains the last methods that were limited to
less than 4 times super-resolution or bicubic downsampled data. In the fifth column,
the methods started to become able to perform super-resolution on large scaling factors
(up to 8 times) or to deal with more realistic downsampling kernels. Finally, the last
two columns contain the current state-of-the-art methods that improved even more the
characteristics of their predecessors.

2.1.2 GAN-based Methods for RGB Images

Generative Adversarial Networks (GAN) are a framework in which one simultaneously
trains two models: a generative model G that captures the data distribution and
a discriminative model D that estimates the probability that a sample came from
the training data rather than G. The training procedure for G is to maximize the
probability of D making a mistake [Goodfellow et al., 2014].

GANs provide a powerful framework for generating plausible-looking natural im-
ages with high perceptual quality [Ledig et al., 2017]. These are characteristics that
are highly relevant to super-resolution problems. Thus, some works also explored the
SISR problem using this powerful framework.

The aforementioned methods usually focus on minimizing the mean squared error
or mean absolute error. Ledig et al. [2017] showed that this results in estimates that
have high peak signal-to-noise ratios (PSNR), but often lack high-frequency details that
make images more perceptually satisfying. This happens because minimizing these loss
functions encourages generating overly-smooth textures [Ledig et al., 2017]. For this
reason, they presented a generative adversarial network (SRGAN) capable of inferring
photo-realistic images for 4× upscaling factors.
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Ledig et al. [2017] proposed a perceptual loss function which consists of an adver-
sarial loss and a content loss. The former uses a discriminator network that is trained
to differentiate between the reconstructed and original images. They also used a con-
tent loss motivated by perceptual similarity instead of similarity in pixel space. With
a mean-opinion-score (MOS) test, they proved that their approach is able to generate
images with a better perceptual quality even when the PSNR values are lower than
other methods.

After SRGAN, some papers also explored the GAN framework in order to create
visually appealing high-resolution images. Among these works, Yuan et al. [2018] pro-
posed an unsupervised Cycle-in-Cycle network structure, named CinCGAN. First, their
method maps the noisy and blurry input a noise-free low-resolution space. The result
is then up-sampled with a pre-trained deep model (such as EDSR) and, finally, they
fine-tune the two modules in an end-to-end manner to get the high-resolution output
[Yuan et al., 2018]. Therefore, their pipeline consists of learning a mapping from a low-
resolution image to a noise-free low-resolution image, which has a known down-sample
kernel: a bicubic interpolation. Then an existing SR model is used to super-resolve the
clean image to the desired resolution. The fine-tune procedure is performed on both
models at the end. As an unsupervised training procedure is performed on CinCGAN,
the problem of complex degradation functions of real-world images is surpassed, like
in ZSSR [Shocher et al., 2018]. Also, it removes the necessity of high-resolution images
for training, which are not available in many practical scenarios.

Some other GAN based approaches for SISR includeWang et al. [2018a] andWang
et al. [2018b]. The first one uses categorical priors to characterize the semantic class of
a region to constrain the super-resolution solution space. This is done with a Spatial
Feature Transform approach that alters the behavior the network by transforming the
features of some intermediate layers conditioned on semantic segmentation probability
maps. The second method, ProGanSR [Wang et al., 2018b], is the GAN version of
ProSR (both proposed in the same paper) that also employs a progressive architecture
and curriculum learning.

2.1.3 Discussion on Super-Resolution for Remote Sensing

Images

Some works in the literature have addressed the super-resolution problem for remote
sensing images. These methods basically follow the same procedure as those for stan-
dard images. However, remote sensing images are able to capture information from
more than just the visible spectrum. For this reason, this type of image often requires
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more adequate methods.
Lanaras et al. [2018] proposed two methods to super-resolve the lower-resolution

(20m and 60m ground sampling distance - GSD) bands of the Sentinel-2 satellite to
10m GSD, named DSen2 and VDSen2. Their methods are not overfitted to a particular
context, which means the training takes samples from different places around the world.
Their main assumption is that up-sampling from 20m to 10m GSD can be learned from
ground truth images at 40m and 20m GSD, and the same is valid for the 60m to 10m

case. In other words, they presume that the spectral correlation of the image texture
is scale-invariant over a limited range of factors [Lanaras et al., 2018].

Like in classic images, data for training can be generated by down-sampling orig-
inal images and using them as input for the network, while the ground truth image is
used as the desired output. For this task, they down-sample the original data by first
blurring it with a Gaussian filter, followed by averaging windows of pixels of different
sizes for each GSD. This causes the generation of two datasets: the first consists of
high-resolution images at 20m GSD and the down-sampled low resolution images of
40m GSD acquired from the 20m and 10m GSD bands (which are used to train a
network for a factor of ×2), and the second one contains images with 60m, 120m and
360m GSD, down-sampled from the original 10m, 20m and 60m data (which are used
to learn a network for a factor of ×6).

In order to transfer the high-frequency content to the low-resolution input bands,
Lanaras et al. [2018] also input the high-resolution bands to the network. This means
that 10m GSD bands are used with the 20m in the ×2 network. Also, 10m and 20m

bands are used with the 60m GSD bands in the ×6 network. Their network structure
is based on EDSR [Lim et al., 2017], with the difference that they work on bicubic
up-sampled inputs in order to match the high (10m GSD) resolution bands that also
serve as input.

Jiang et al. [2018] affirm that incremental depth in a deep CNN framework causes
loss of information, in special for remote sensing images, which have a complicated
degradation process, low ground object resolution, and weak textures. Naming their
method DDRN, Jiang et al. [2018] used a recursive strategy similar to Kim et al.
[2016b] and ultra-dense-connections, similarly to Tong et al. [2017], which enhances
the representational power of the network and releases the memory burden.

Lei et al. [2017] affirm that in typical CNN models, lower convolutional layers
share small size of receptive fields and focus more on local details, while in deeper
layers, bigger receptive fields are accumulated, which covers a larger area of data. To
better compensate both local and global information, they created the method named
LGCNet with a multifork structure that learns multiscale representations of remote
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sensing data, including both local details (such as edge and contours of an object) and
global priors. Lei et al. [2017] tested their network on the UC Merced dataset, which
contains RGB images with relatively high spatial resolution. The results proved that
their approach surpasses earlier methods, such as SRCNN and VSDR, however, no
comparison is made with more elaborate networks.

A few more works adapt already well-established methods for standard images
in order to apply them to remote sensing data. Among these works, we can men-
tion Pouliot et al. [2018b] (DRN_CNN), which adapts a resnet-based architecture in
order to super-resolve Landsat images from the training with Sentinel-2 data. Xiao
et al. [2018] applied an SRCNN-like network for Jilin-1 satellite data. Bosch et al.
[2018] (DenseNet GAN) adapted the densenet-based architecture in a GAN framework.
Gu et al. [2018] (WCAN) and Haut et al. [2019] took inspiration from the successful
channel-attention approach, while WCAN also used the wide activation technique as
in WDSR Yu et al. [2018].

2.2 Semantic Segmentation Methods

Semantic segmentation is another classic computer vision problem. The objective of
this task is to predict for every pixel the class it belongs to. Semantic segmentation
has many applications, such as scene understanding and autonomous driving [Badri-
narayanan et al., 2017]. Like super-resolution, semantic segmentation also had the
state-of-the-art changed by the introduction of deep learning, especially with the use
of fully convolutional networks (FCNs). Long et al. [2015] adapted classification net-
works, such as AlexNet, VGG net, and GoogLeNet into FCNs and fine-tuned their
learned representations to the segmentation task. This way, they achieved state-of-the-
art results by a relative improvement of 20% mean intersection over union compared
to previous works.

Ronneberger et al. [2015] proposed U-Net, a method that works with very few
training images by relying on a strong use of data augmentation, which allows the
network to learn invariance to elastic deformations. Their method consists of a con-
tracting path and an expansive path, resembling an FCN, with the difference that they
use skip connections to link low and high-level feature maps across resolutions. Like
Long et al. [2015], Ronneberger et al. [2015] also achieved state-of-the-art performance
on the selected datasets.

As the previous works mainly focused on adapting deep architectures designed
for classification to pixel-wise labeling, Badrinarayanan et al. [2017] proposed a method
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(Segnet) that was created to be more optimized for the semantic segmentation task,
while also being efficient both in terms of memory and computational time. Unlike
U-Net, for example, Segnet stores the max-pooling indices of the feature maps and
uses them in its decoder network to achieve good performance, instead of storing the
encoder network feature maps in full [Badrinarayanan et al., 2017]. With this approach,
Segnet managed to surpass the results of the previous method without an increase in
computational cost.

Chen et al. [2017] proposed DeepLabV3. This method uses atrous convolutions,
which is an approach that allows the explicit adjusting of the filters’ field-of-view.
In order to segment objects at multiple scales, the authors designed modules that
employ atrous convolutions in cascade or in parallel to capture multi-scale context.
Expanding this method furthermore, Chen et al. [2018a] adds a decoder module to
improve the segmentation results. This encoder-decoder approach for the method is
named DeepLabV3+. The encoder module, which is the base DeepLabV3 [Chen et al.,
2017] block, encodes the multi-scale contextual information with atrous convolutions at
multiple scales, while the decoder module refines the segmentation results along object
boundaries [Chen et al., 2018a]. Allowing different backbones to work in the method,
such as Resnet [He et al., 2016] and Xception [Chollet, 2017], DeepLabV3+ can become
faster and stronger, which allowed them to achieve state-of-the-art performance.

Semantic segmentation has also been applied to remote sensing data. Many meth-
ods base themselves on already consolidated networks and propose some modifications
or adaptations. Sherrah [2016], for example, proposed methods based on fully convo-
lutional networks [Long et al., 2015], while Audebert et al. [2017] and Marmanis et al.
[2018] proposed methods based on Segnet [Badrinarayanan et al., 2017].

2.3 Super-Resolution for Image Analysis

Improvement

Despite the growing interest in super-resolution and semantic segmentation, almost no
study has yet been made evaluating the performance of methods for both problems to-
gether, especially for aerial imagery. Dai et al. [2016] evaluated super-resolution meth-
ods for several vision tasks, which were edge detection, semantic segmentation, digit
recognition, and scene recognition. Their experiments showed that applying super-
resolution to input images of other vision systems does improve their performance when
the input images are of low-resolution. They also verified that standard perceptual cri-
teria used to evaluate super-resolution methods (such as PSNR and SSIM) correlate
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quite well with the usefulness for the vision tasks, but that they may not be the most
accurate proxies. For the semantic segmentation task, Dai et al. [2016] improved the
average precision of pixels by 9.1% when using SRCNN [Dong et al., 2016] compared to
inputs up-sampled by bicubic interpolation on the MSRC-21 dataset. Although having
a similar purpose to us, it is important to remark that not only they did not make an
evaluation on aerial imagery, but they also applied methods for both super-resolution
and semantic segmentation that are no longer close to the state-of-the-art.

Haris et al. [2018b] proposed a more elaborated framework, named Task-Driven
Super-Resolution. This framework unifies both super-resolution and object detection
tasks in an end-to-end training, which incorporates a tradeoff between detection and
reconstruction losses. The motivation for this is the difference between machine and
human perception, thus the framework creates images that not necessarily correspond
to the highest super-resolution evaluation criteria (usually PSNR), but that, in return,
present features that help the machine algorithm to detect the objects. For this pur-
pose, they used D-DBPN [Haris et al., 2018a] for super-resolution and SSD [Liu et al.,
2016] for object detection. In terms of detection performance, their results surpassed
the mean average precision (mAP) of bicubic interpolation more than three times for
the simplest test (without blur or noise) and up to around eight times for the hard-
est test (with noise) on 8× up-scaling. Like in Dai et al. [2016], the tests were not
conducted on aerial images.

In Ferdous et al. [2019] and Shermeyer and Van Etten [2018], the authors used
super-resolution to assist object detection performance in aerial imagery. Both used
SSD [Liu et al., 2016] for detection, but while the former applied SRGAN [Ledig et al.,
2017] as the super-resolution method, the latter chose VDSR [Kim et al., 2016a]. Sher-
meyer and Van Etten [2018] verified that super-resolving native 30cm GSD imagery
to 15cm yields a 16 to 20% improvement in detection mAP on the xView Dataset.
They also noted that there is less gain at coarser resolutions and justified that this
happens because the algorithm is unable to find enough unique discriminating features
to adequately reconstruct a high-resolution image. Ferdous et al. [2019] applied their
tests on the VEDAI dataset and achieved around 27% more mAP in 4× up-scaling
compared to a low-resolution input.



Chapter 3

Methodology

In this chapter, we introduce the two frameworks we have proposed in this work. Both
of them are composed of two main blocks: a super-resolution network and a semantic
segmentation network. The first framework uses super-resolution as a pre-processing
step for semantic segmentation, thus the two networks are trained separately. The
second framework is an end-to-end approach that trains both networks at the same
time, taking into consideration the loss of the two tasks. We start by explaining
each individual network (for super-resolution and semantic segmentation) and then we
present the proposed frameworks.

3.1 Base Methods

3.1.1 The Super-resolution Network

D-DBPN [Haris et al., 2018a] was the chosen super-resolution network to be employed
in the frameworks. As mentioned in Chapter 2, this network is influenced by the
densenet-based architecture and it was the first main method to employ up and down-
sampling stages along all the network body. This method gained attention for being the
winner of the first track of the 2nd NTIRE challenge on single image super-resolution.
More specifically, this track evaluated super-resolution methods using the bicubic down-
scaling with 8× degradation factor. Before D-DBPN, most of the methods were not
capable of accurately performing super-resolution on such high scaling factors.

The main characteristic of the D-DBPN network is the error feedback mechanism.
Haris et al. [2018a] affirm that when operating on large scaling factors, feed-forward
architectures have access to a limited amount of features in the low-resolution space.
For this reason, D-DBPN focuses on projecting the high-resolution features back to

21
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the low-resolution spaces using down-sampling layers. This allows the network to
guide the image reconstruction by calculating the projection error from the up and
down-sampling blocks. The different ways of projecting back to another low-resolution
representation enrich the knowledge of the network, which learns different ways of
up-sampling the features. This additional knowledge is made possible with the use
of a deep concatenation of high-resolution features. By concatenating at the end of
the network the feature maps generated by all the previous up-sampling modules, D-
DBPN reconstructs a final high-resolution image with different low to high-resolution
mappings. This is further explored with the use of a densenet-based architecture, which
encourages feature reuse.

Figure 3.1 shows the full D-DBPN [Haris et al., 2018a] architecture. Figures 3.2
and 3.3 illustrate the up and down projection modules proposed by Haris et al. [2018a].
The first two layers of the network are used to extract basic features from the low-
resolution input image. The body of the network is composed of several up and down
projection modules densely connected in order to encourage feature reuse. The tail of
the network reconstructs the final image with the use of all previous high-resolution
feature maps generated.

The up-projection blocks (Figure 3.2) take low-resolution inputs and bring them
to a high-resolution representation with the use of deconvolution. These high-resolution
feature maps are projected back to the low-resolution representation with a convolution
layer. The difference between the input and the newly generated low-resolution feature
maps is taken in order to produce a different intermediate low-resolution information,
which is brought back to the high-resolution space and summed to the result of the
first deconvolution. The result of all this procedure will be then sent to both the next
down-projection block and to the concatenation of high-resolution features at the end.
The procedure for the down-projection blocks (as in Figure 3.3) works similarly to the
up-projection, but performing the opposite operation.

3x3 conv 
+

1x1 conv

Up-
projection

Down-
projection

Up-
projection

Down-
projection

Up-
projection C

on
ca

t

3x3
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Figure 3.1: Illustration of D-DBPN [Haris et al., 2018a] architecture.
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Figure 3.2: Illustration of D-DBPN’s [Haris et al., 2018a] up projection block.
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Figure 3.3: Illustration of D-DBPN’s [Haris et al., 2018a] down projection block.

In order to train the super-resolution network, we need pairs of corresponding
low and high-resolution images. Two sensors of different image quality or in different
heights can be used to get those pairs. However, it is also possible to automatically
generate low-resolution images by degrading the high-resolution ones.

We use the same default network configuration proposed in D-DBPN paper [Haris
et al., 2018a]. Thus, for 4× enlargement we use 8 × 8 convolutional layer with four
striding and two padding, while for 8× enlargement we use 12× 12 convolutional layer
with eight striding and two padding. As the final network in Haris et al. [2018a], we
set the number of back-projection stages (up + down projection modules) to 7.

Most super-resolution methods aim to maximize the Peak signal-to-noise ratio
(PSNR). PSNR is commonly used to measure the reconstruction quality of lossy trans-
formation, such as image compression [Wang et al., 2019b]. For super-resolution, it
serves as a metric to quantitatively evaluate image restoration quality [Dong et al.,
2016]. The PSNR is calculated using the mean squared error (MSE) between the high-
resolution image IHR and the reconstructed image from its low-resolution version, ISR,
as in Equation 3.1.

MSE =
1

N

N∑
i=1

(IHR(i)− ISR(i))2, (3.1)

where N is the total amount of pixels in the image. The PSNR is then calculated as
in Equation 3.2.

PSNR = 10 · log10(
2552

MSE
), (3.2)

where 255 is the maximum pixel error considering an 8 bits integer representation.
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It was pointed by Dong et al. [2016] that minimizing loss functions such as mean
squared error (MSE or L2) favors high PSNR values. However, Lim et al. [2017]
empirically found that the mean absolute error (L1) loss provides better convergence
than L2. Thus, D-DBPN is trained with the mean absolute error loss (L1 loss), defined
as in Equation 3.3.

L1 =
1

N

N∑
i=1

|IHR(i)− SR(ILR(i); θsr)|, (3.3)

where IHR is the ground-truth high-resolution image, SR(.) is the output of D-DBPN
(SR function) given the low-resolution input image ILR and all the parameters of the
network, θsr.

The choice for D-DBPN comes from the fact that it was the state of the art
method for high-scale restoration (up to 8 times). Begin able to recover better details
for such a high factor is especially important for aerial images, since they can present
ground sample distance (which can be defined as the distance a pixel represents in
reality) varying from a few centimeters (drone images, for example) to many meters
(such as in the LANDSAT-8 satellite). It was also successfully used in Haris et al.
[2018b] in their task-driven framework.

3.1.2 The semantic segmentation network

The semantic segmentation network is responsible for classifying each pixel from an
input image as one of the possible classes of the problem it was trained for. A thematic
map is the output of this process.

SegNet [Badrinarayanan et al., 2017] has an encoder-decoder architecture (as in
the Segnet block of Figure 3.5) that is followed by a pixelwise classification layer. The
encoder network consists of the first 13 convolutional layers of the VGG16 network
[Simonyan and Zisserman, 2014] for object classification. Each decoder layer has a
corresponding encoder from which it receives max-pooling indices to perform non-linear
upsampling of their input feature maps [Badrinarayanan et al., 2017]. The final decoder
output serves as the input of a softmax classifier to produce the class probabilities for
each pixel.

The main characteristic of the SegNet model is essentially the max-pooling indices
that the encoder layers send to their corresponding decoder. This approach improves
boundary delineation and reduces the number of parameters [Badrinarayanan et al.,
2017]. More specifically, the max-pooling is performed with a 2× 2 window and stride
2. As this operation reduces the spatial resolution and, consequently, can compromise
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boundary delineation, the locations of the maximum feature value in each pooling
window is stored. Those indices are then used in the decoding layers in order to
construct the up-sampled decoder feature maps. Max-pooling indices are less costly in
terms of computational resources to store than using the feature maps themselves.

The training of the Segnet is performed with the use of a pixelwise cross-entropy
loss, as in Equation 3.4.

Ce = −
C∑
i=1

yi · log(pi), (3.4)

where C is the number of classes, yi is the ground truth and pi the class prediction.
In order to evaluate the results of the semantic segmentation task, we selected

four metrics: pixel accuracy (PA), normalized accuracy (NA), mean intersection over
union (IoU) and Cohen’s kappa coefficient (Kappa). Let nij be the number of pixels of
class i predicted to belong to class j, Nc the number of classes and ti the total number
of pixels of class i . The pixel accuracy is defined as Equation 3.5.

PA =

∑
i nii∑
i ti

. (3.5)

This metric represents the percentage of the total amount of pixels that were classified
correctly. The normalized accuracy (NA) is defined as Equation 3.6:

NA =
1

Nc

∑
i

nii

ti
. (3.6)

The normalized accuracy is similar to the pixel accuracy, but it normalizes the value
considering the amount of pixels of each class. The IoU metric is defined as in Equa-
tion 3.7:

IoU =
1

Nc

·
∑

i nii

ti +
∑

j nji − nii

. (3.7)

The IoU metric, also known as Jaccard Index, measures the similarity between the
predicted semantic segmentation map and the ground truth. It calculates the area of
overlap between the predicted map and the ground truth divided by the union of both.
In this case, 1 represents a perfectly predicted thematic map and 0 means there is no
overlap (no pixel classified correctly). Finally, the Kappa metric represents a measure
of agreement between the predicted and ground truth segmentation maps. The higher
the value, which can be between 0 and 1, the higher the agreement.

Regarding the existing methods for semantic segmentation, we selected SegNet
because it not only has been successfully used as a base approach for methods focused



3. Methodology 26

on aerial data [Audebert et al., 2017; Marmanis et al., 2018], but it also presents an
efficient architecture in terms of memory and computational time. This is especially
important for satellite imagery, which is usually composed of very high-resolution im-
ages that can easily excess hardware limits.

3.2 Proposed Approaches

3.2.1 The Two Stage Framework

The two stage framework is presented in Figure 3.4. It was first used similarly in Dai
et al. [2016], but, as explained in Chapter 2, the evaluation was highly superficial and
not for remote sensing images. The pipeline of such framework is straightforward. First,
a low-resolution image, from which we desire to generate a thematic map, is processed
by the super-resolution network. The output from this first step is a super-resolved
version of the low-resolution input that has more details and helpful features for the
following network. The second step consists of inputting the super-resolved image in
the semantic segmentation network. The final output, therefore, is the thematic map
classifying each pixel of the super-resolved image. As the resolution and quality of
this image are higher than the original input, the final thematic map should be more
accurate than one generated by directly inputting the low-resolution image into the
semantic segmentation network.

LR Input
HR Output

D-DBPN Segnet

Figure 3.4: Overview of the two stage framework, which applies super-resolution on
low-resolution images before sending them to a semantic segmentation network.

Although we employed a specific method for super-resolution and semantic seg-
mentation (D-DBPN and SegNet), it is important to remark that any other one (deep
learning based or not) with the same inputs and outputs could replace them according
to the task, application or even preference.

Differently from Haris et al. [2018b], this framework is not trained in an end-to-
end manner. Thus, the two networks (super-resolution and semantic segmentation) are
trained separately. The main disadvantage of this approach is that it is not possible to
use the semantic segmentation loss to bias the super-resolution network into creating an
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output that is more easily segmented by the other method. As verified by Haris et al.
[2018b], a unified end-to-end framework can generate images that do not necessarily
present the best visual characteristics for a human (when compared to applying the
input to a super-resolution-only method), but that are more perceptually adequate
to the vision of a machine. On the other hand, since the training of the semantic
segmentation network is performed apart, any available data that does not have a
corresponding thematic map can be used to train the super-resolution network. This is
especially useful in the context of aerial imagery, which has less labeled data available
when compared to normal images. This happens because the labeling of aerial data
is usually more difficult and expensive, as many classes require the knowledge of a
specialist (such as different types of vegetation). Creating data for the super-resolution
network, however, is possible even without a pair of sensors with different resolutions.
In this case, it is only necessary to degrade the high-resolution images and use them
as input to the network. This way, with a two stage framework, we will not limit the
super-resolution training only to labeled images for semantic segmentation.

For D-DBPN, we train the model for 300 epochs and randomly extract a 32× 32

random patch for input from the low-resolution image on each iteration. The learning
rate is initialized to 1e− 4 and is decayed by a factor of 10 at half of the total epochs.
For optimization, we use Adam with 0.9 momentum and 1e− 4 weight decay.

For SegNet, we also follow the same approach that was proposed in its original
paper [Badrinarayanan et al., 2017]. We train the model for 500 epochs with inputs of
size 480×480. The learning rate is initialized to 1e−4. We use Adam optimizer with 0.9

momentum and 5e− 4 weight decay. Also, in order to train SegNet in this framework,
we only use available high-resolution data. On the other hand, during testing, we input
the super-resolved images generated from the low-resolution ones. The motivation for
this comes from the fact that in many cases, only a few amounts of data are available
for training. But, in practice, we often need to perform semantic segmentation on
low-resolution images. Our objective is to demonstrate that it is possible to achieve
more accurate semantic segmentation results by inputting a regenerated, super-resolved
version of the low-resolution images, instead of the degraded images themselves.

3.2.2 The End-to-end Framework

The end-to-end framework is capable of training the super-resolution and the semantic
segmentation network at the same time. As mentioned before, this is an interesting
approach as it allows the semantic segmentation network to guide the super-resolution
reconstruction in a way that is more beneficial for its own vision. When using the two
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stage framework, the super-resolution method does not take anything into considera-
tion apart from the network’s loss and the quality of reconstruction criterion (PSNR).
Thus, we can say that the reconstruction is performed aiming to improve the image
characteristics for a human perspective only. The machine (semantic segmentation
algorithm) vision, however, works differently from humans. Therefore, improving the
visual for the human vision does not mean that it will also be ideal for the machine. By
allowing the semantic segmentation loss to be also used in the training procedure to-
gether with the super-resolution loss, we are letting it bias the reconstruction procedure
in a way that makes the image features more easily segmented.

Our proposed framework for this case is based on the task-driven architecture
proposed in Haris et al. [2018b] and can be seen in Figure 3.5. The end-to-end frame-
work is similar to the two stage one, considering that the super-resolution is performed
before sending the result to the semantic segmentation network in both cases. It works
as follows: first, the low-resolution input image is sent to the framework, where it will
first be processed by the super-resolution part. The result of this process will be a
super-resolved image that will be used both to calculate the L1 loss (super-resolution
loss) and as input to the semantic segmentation part. After being processed by the
SegNet, the final output of the framework will be a high-resolution thematic map made
from the low-resolution input. This thematic map will also serve to calculate the se-
mantic segmentation loss (cross-entropy). The unified loss (ξ) of the framework is
calculated as in Equation 3.8, similarly to how Haris et al. [2018a] applied it to the
object detection task.

ξ = αL1(IHR, SR(ILR; θsr)) + βCe(yHR, Seg(SR(ILR; θsr); θseg)), (3.8)

where L1(.) represents the super-resolution loss, as in Equation 3.3, and Ce(.) the cross-
entropy loss for semantic segmentation, as in Equation 3.4. IHR and ILR represent,
respectively, the high-resolution ground truth image and the low-resolution input. yHR

is the ground-truth thematic map. SR(.) and Seg(.) are, respectively, the super-
resolution and semantic segmentation networks with their set of parameters θ. Finally,
α and β are pre-defined values that represent the balance between the super-resolution
and semantic segmentation losses.

The definition of the α and β values is the key to defining how biased the outputs
will be for human or machine perception. With an α value higher than β, the network
will prioritize the super-resolution reconstruction over the result of the semantic seg-
mentation. However, by setting a β value higher than α, the framework will penalize
more the semantic segmentation error and consider less how the image reconstruction
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Figure 3.5: Overview of the end-to-end framework, which trains the super-resolution
and semantic segmentation networks at the same time.

is being performed. This means that the SegNet will be able to conduct the training
of D-DBPN in a way it is better for itself to see the relevant features.

This framework is trained for 300 epochs with inputs of size 480 × 480. The
learning rate is initialized to 1e − 5 and is decayed by a factor of 10 at half of the
total epochs. Each individual network inside the framework (D-DBPN and SegNet) is
optimized under the same conditions as they do in the two stage framework.



Chapter 4

Experiments and Results

4.1 Experimental Setup

The objective of the experiments is to evaluate how well can super-resolution be used to
improve semantic segmentation by using low-resolution images as input. We simulate
this situation by evaluating the effectiveness of the frameworks presented in Chapter 3
with images in different levels of resolution degradation. Subsection 4.1.1 presents the
datasets we applied in the experiments. In Subsection 4.1.2, we describe implementa-
tion details of the experimental protocol.

4.1.1 Datasets

In order to evaluate our framework, we selected three distinct remote sensing datasets.
The first one is the Brazilian Coffee Scenes Dataset [Penatti et al., 2015], which is an
agricultural dataset composed of scenes containing coffee and non-coffee areas. The
second one is the Vaihingen dataset, provided by the International Society for Pho-
togrammetry and Remote Sensing (ISPRS) Commission for the 2D Semantic Labeling
Contest, which contains urban scenes with six different pixel classes. The third one
is the 2014 IEEE GRSS Data Fusion Contest dataset, that also contains urban scenes
and seven thematic classes.

1. Coffee Dataset: this dataset contains images from three different Brazilian
cities from the state of Minas Gerais: Monte Santo, Guaranésia and Guaxupé.
They are composed of green, red, and near-infrared bands with over 6000 ×
10000 pixels each. Although having only 2 classes (coffee and non-coffee), this
is a challenging dataset, as noted by Nogueira et al. [2019], since it contains

30
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high intraclass variance, scenes with distinct plant ages and images with spectral
distortions caused by shadows.

2. Vaihingen Dataset: this dataset contains 33 high-resolution images and six
different thematic labels: impervious surfaces, building, low vegetation, tree, car,
clutter/background. Similarly to the coffee dataset (although with a different or-
der), the images are composed of near-infrared, red and green bands. The ground
sampling distance is 9cm. From all the images, only 16 of them have ground-truth
available for the semantic segmentation task. As mentioned in Chapter 3, the
two stage framework pipeline allows us to train the super-resolution network with
all 33 images, while only using the 16 labeled ones for the semantic segmentation
task.

3. Thetford Dataset (2014 IEEE GRSS Data Fusion Contest Dataset): this
dataset contains one image (divided into two RGB sub-images) from an urban
area near Thetford Mines (Quebec, Canada) and seven thematic labels: trees,
vegetation, road, bare soil, red roof, gray roof, and concrete roof, along with the
unclassified pixels. This dataset presents a spatial resolution of approximately
20cm.

Figure 4.1 shows the training image from the Thetford dataset and one example
of a crop of an image from both Coffee and Vaihingen datasets.

The selected datasets fit well for our purpose since they present different charac-
teristics that can be explored by the networks. The coffee dataset, for example, requires
a lot of texture information to be able to distinguish coffee crops from non-coffee areas,
while the urban datasets contain small objects (such as cars) that need to be visible
enough for the network to classify their pixels correctly.

For the coffee dataset, we employed a protocol in which we train the networks on
the images of two cities and test them on the remaining city. Thus, we train the models
on Montesanto and Guaxupé and test on Guaranésia. Then, we train on Guaxupé and
Guaranésia and test on Montesanto. Finally, we train on Guaranésia and Montesanto
and test on Guaxupé. Later, the results for this dataset will be reported in terms
of the mean and standard deviation of these three cases. By separating the images
of a whole distinct city for the test, we simulate a real-world scenario in which we
have high-resolution images taken from different cities, but need to apply the semantic
segmentation on low-resolution data from a new location. This case could not be
reproduced with fidelity by simply selecting for test random crops of all the available
data.
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(a) Coffee dataset image example. (b) Coffee dataset label example.

(c) Vaihingen dataset image example. (d) Vaihingen dataset label example.

(e) Thetford dataset training image. (f) Thetford dataset training label.

Figure 4.1: Example of an image and its semantic segmentation label from the three
chosen datasets.

Labeled ground truth is provided for only one part of the Vaihingen dataset since
the remaining scenes were not released and require submission to the benchmark test
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organizers to be evaluated. Therefore, we trained and tested our framework using only
the publicly available images. We applied the same division of the data as in Nogueira
et al. [2019]: areas 11, 15, 28, 30 and 34 are used as test, while the remaining areas
are seen during training. We also point out that even though this dataset contains
six classes, we excluded from the results the clutter/background (red label) class. The
reason for this is that the class represents less than 1% of the dataset (being highly
mislabeled even with high-resolution inputs), since it is designated to unclassified or
rejected objects on the scene, and it is also not considered in some similar works, such
as the ones proposed in Nogueira et al. [2019] and Maggiori et al. [2017].

For the Thetford dataset, we use the same parts of the image selected by the
contest for training and test. The original dataset contains seven classes, but one of
them (bare soil, yellow label) is only present in the training part of the full data. As
this sub-image is also used to train D-DBPN, it would not be fair to compare the
performance with bicubic interpolation, since we would be applying super-resolution
on the same data used to train. Thus, we do not considerate the bare soil class in our
results.

4.1.2 Implementation Details

We evaluate our frameworks under two scaling factors of degradation: 4× and 8×.
Our objective is to compare how much the super-resolution network can help in each
case. Intuitively speaking, low amounts of degradation (×2, for example) should not
present enough differences from the low-resolution image to compensate the need for
a super-resolution network. On the other hand, high amounts of degradation (such as
more than 8×) should make it almost impossible to recover enough information when
creating the super-resolved image.

As described in Chapter 3, the evaluation for super-resolution is different from
semantic segmentation. We evaluate the quality of regenerated images in terms of
Peak Signal-to-Noise Ratio (PSNR), which is the default metric for most of the super-
resolution methods. Since two of the datasets we selected are not RGB, we evaluate
the PSNR over all the three channels of the inputs (instead of only the Y channel
of YCbCr, which is the usual protocol for super-resolution on RGB images). For
the semantic segmentation, we used the four metrics described in Chapter 3: pixel
accuracy (acc), normalized accuracy (norm.acc), mean intersection over union (IoU)
and Cohen’s kappa coefficient (Kappa). These are the final values we use to evaluate
how much the super-resolution interfered on the result, as the PSNR is just a measure
of how well an image was reconstructed.
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We applied a similar experimental protocol for each one of the datasets. First of
all, we divide the training and testing high-resolution images in crops of size 480×480,
from which we create the low-resolution inputs of size 120 × 120 and 60 × 60 for,
respectively, 4× and 8× up-scaling factors. The choice for this dimension comes from
the fact that the original Segnet paper [Badrinarayanan et al., 2017] uses inputs of size
360 × 480. In order to create the low-resolution images, we follow the same approach
used by the track in which D-DBPN won the NTIRE2018 challenge and that was also
used by Haris et al. [2018b] (on their first experiment), Dai et al. [2016] and Ferdous
et al. [2019], which is a bicubic kernel. Thus, we apply bicubic interpolation on the
high-resolution image with the desired down-scaling factor.

The weights of D-DBPN are initialized with the pre-trained model provided by
the original Github repository of the paper [Haris et al., 2018a]. Similarly, Segnet is
fine-tuned with the VGG16 trained weights for image classification. For the end-to-end
framework, we also initialize each one of these corresponding blocks in the same way.

For the two stage framework, following the pipeline explained in Chapter 3, we
start off by training the super-resolution network, D-DBPN, for the desired up-scaling
factor using the pairs of original high-resolution data and the generated low-resolution
images. During this stage, as mentioned before, we can also use data that does not con-
tain a corresponding thematic map in order to improve the super-resolution training.
Regardless of this step, we also need to train the semantic segmentation network with
the available high-resolution data and the thematic maps. During these two stages, it
is crucial to make sure the images that are going to be used as test on the semantic seg-
mentation task will not be included in the training set of the super-resolution network.
This is important since we only want to apply super-resolution on the images that none
of the networks saw during training, or else we would be creating a bias towards the
reconstruction of the low-resolution image. This procedure works as a simulation of a
real-world scenario, in which we have already trained the models with the few available
high-resolution data and now we need to apply the semantic segmentation on a new
low-resolution image. After training both networks separately, the final evaluation is
performed on the output of the semantic segmentation network.

Since the training of the end-to-end framework is not performed in two parts, the
super-resolution and semantic segmentation networks are trained together in a single
step. This means that unlabeled data for semantic segmentation will not be used in
the framework at all. However, the lesser amount of images used to train the super-
resolution network is compensated by the fact that this network is trained to create
images that are especially appropriate for the semantic segmentation task. While the
two stage framework simulates a situation in which we train the semantic segmenta-
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tion network with high-resolution data and test on reconstructed data generated by
a super-resolution network, the end-to-end framework simulates the whole process of
training and testing already expecting a low-resolution image as input. Therefore, this
framework is less versatile than the previous (detaching the semantic segmentation
block will not allow it to perform well in high-resolution data), but it is more powerful
on low-resolution images.

We experimented many different losses configurations for the end-to-end frame-
work by changing the α and β values of Equation 3.8. As our objective is to improve
semantic segmentation results, we aim for higher β values. We tested the framework
on the Vaihingen dataset with α values from the set {0.001, 0.1, 1}, and β values from
the set {1, 10, 100, 1000, 10000, 100000}. As a general rule, we observed that lower β
values achieved results that were similar to the two stage framework, since the semantic
segmentation loss, in these cases, does not cause enough influence in the reconstruc-
tion loss. We also observed that the higher the β values, the higher was the number
of artifacts created in the reconstructed image. Under these circumstances, the best
results were achieved with the 0.1/1000 configuration for α and β, respectively. Thus,
the results reported next for the end-to-end framework are all using this same config-
uration.

4.2 Results and Discussion

We conducted an extensive series of experiments in order to answer the following re-
search questions: (1) How effective is deep-based super-resolution to different levels
of degradation for remote sensing semantic segmentation tasks? (2) How deep-based
super-resolution compares to classical unsupervised interpolation? (3) Is deep-based
super-resolution able to reconstruct small objects and, consequently, contribute to se-
mantic segmentation improvement?

4.2.1 Effectiveness to different levels of degradation

In this subsection, we present the results that allow the evaluation of the effectiveness
of the two frameworks with 4× and 8× degradation factor. Table 4.1 presents the
performance of the two stage framework.

The results show, for all datasets, that image resolution has a high impact on
semantic targeting results. In general, the lower the resolution, the worse the result.
However, the impact of the degradation rate impacts differently for each dataset.
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Table 4.1: Semantic Segmentation Performance of the Two Stage Framework for Dif-
ferent Degradation Factors

Dataset Deg. Acc Norm. acc IoU Kappa

Coffee
8× 0.7637 ± 0.0119 0.7204 ± 0.0300 0.5817 ± 0.0305 0.4631 ± 0.0471
4× 0.8029 ± 0.0050 0.7722 ± 0.0036 0.6454 ± 0.0060 0.5626 ± 0.0091
1× 0.8330 ± 0.0136 0.8168 ± 0.0091 0.6972 ± 0.0175 0.6390 ± 0.0241

Vaihingen
8× 0.7447 0.5931 0.4762 0.6621
4× 0.7912 0.6369 0.5256 0.7234
1× 0.8479 0.6833 0.5909 0.7984

Thetford
8× 0.5444 0.6000 0.2916 0.4065
4× 0.7178 0.6665 0.4268 0.5897
1× 0.8452 0.8184 0.6463 0.7636

Concerning coffee, the segmentation quality loss is relatively low for all metrics,
ranging, for example, from mean 0.81 to 0.72 in the case of normalized accuracy from
the original high-resolution image to the same image with 8× resolution degradation
factor. It is an indication that for cropping, the use of deep-based super-resolution
can improve the results. In the case of the urban datasets, the impact of the loss
of resolution was greater than for coffee crops. Regarding the Thetford dataset, in
particular, the normalized accuracy was reduced from 0.81 to 0.60 for 8× degradation.
For the Vaihingen dataset, the normalized accuracy was reduced from 0.68 to 0.59.
The main explanation for the effect is that the Coffee dataset has only two classes and,
in general, the coffee crops are relatively large areas. They also depend more on the
texture than in the shape. In the case of the urban scenes, the accuracy was reduced
mainly due to classes such as trees and cars that are composed of small regions that
are difficult to recover given the strong loss of information.

Even though the urban datasets were more affected by the degradation than the
coffee dataset, the difference for Thetford was higher than for Vaihingen. This can
be explained by the high amount of data that is available for the Vaihingen dataset,
especially to train D-DBPN. As mentioned before, some images from the dataset were
not labeled for semantic segmentation, but were used to train the super-resolution
network. The consequence for this is that the quality of the reconstructed images is
much higher compared to Thetford (which contains a small quantity of training data),
thus helping more the semantic segmentation task. This indicates that deep-based
super-resolution can increase the semantic segmentation results relatively close to a
native high-resolution data given enough training.

Table 4.2 shows the semantic segmentation results of the end-to-end framework.
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Table 4.2: Semantic Segmentation Performance of the End-to-End Framework for Dif-
ferent Degradation Factors

Dataset Deg. Acc Norm. acc IoU Kappa

Coffee
8× 0.8003 ± 0.0259 0.7784 ± 0.0245 0.6477 ± 0.0343 0.5653 ± 0.0521
4× 0.8205 ± 0.0121 0.8093 ± 0.0092 0.6807 ± 0.0149 0.6162 ± 0.0207
1× 0.8330 ± 0.0136 0.8168 ± 0.0091 0.6972 ± 0.0175 0.6390 ± 0.0241

Vaihingen
8× 0.8288 0.6625 0.5654 0.7730
4× 0.8293 0.6631 0.5697 0.7738
1× 0.8479 0.6833 0.5909 0.7984

Thetford
8× 0.8605 0.8564 0.6986 0.7881
4× 0.8733 0.8417 0.7117 0.7997
1× 0.8452 0.8184 0.6463 0.7636

It is possible to see that the impact of 8× degradation factor while using the end-to-end
approach is not as considerable compared to 4× as in the two stage framework. This
is true especially for the urban datasets. The Vaihingen dataset results for the two
degradation factors are quite close. In the Thetford dataset, the normalized accuracy
was even higher when inputting 8× degraded images (mostly due to class balance
factors), while the remaining metrics also stood close. This indicates that the end-to-
end framework is more capable of dealing with higher degradation factors without losing
too much semantic segmentation accuracy. This is due to the fact that this framework
can change the reconstructed image with information that is more easily discernible
for the semantic segmentation task. When relying only on the super-resolution loss (as
in the two stage framework), there is no assurance that similar textures (such as trees
and vegetation, building and impervious surface) will be reconstructed in a way that
highlights the differences among them. By letting the semantic segmentation task guide
the super-resolution, we are allowing this highlighting to occur automatically. Another
important reason that makes the end-to-end framework perform better is that it is
trained with low-resolution data as input, while the Segnet of the two stage framework
is trained with high-resolution data. Therefore, the difference in the degrading factors
impacts more a network trained with high-resolution data only than a network trained
with that specific degradation as input.

We can also see that even the difference to native high-resolution data (1× degra-
dation) is smaller in the end-to-end framework. Taking the same example of the pre-
vious experiment, for the Coffee dataset, the normalized accuracy was reduced from
mean 0.81 (for native high-resolution data) to 0.77 with 8× degradation. This is a 4%

difference from the original high-resolution data to the restored one with the highest
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degradation factor. The difference for the two stage framework in the same condition
was 9%. Considering the IoU metric, the end-to-end framework achieved 0.56 with
8× degradation on the Vaihingen dataset (0.59 on native high-resolution data). In
the same case, the two stage framework could only achieve 0.47, which is way more
distant compared to native high-resolution data. The most interesting and noticeable
change, though, is in regard to the Thetford dataset. The two stage framework lost
21% normalized accuracy and 35% IoU with 8× super-resolution compared to the Seg-
Net trained on native high-resolution inputs. The end-to-end framework, on the other
hand, actually managed to achieve better results with low-resolution images than the
semantic segmentation trained on high-resolution data. One of the reasons that made
this happen is the low amount of training data for this dataset. The lack of training
images compromised the SegNet to differentiate similar classes and deal with the intra-
class variance. However, as the end-to-end framework allows the image to be changed in
order to help the semantic segmentation (which makes it easier to differentiate similar
classes), and considering that the low-resolution aspect also diminishes the intra-class
variance, the results of the framework ended up being better than expected. With
enough training data, though, the results for a semantic segmentation network trained
with high-resolution images would probably follow the same pattern as the Vaihingen
dataset (i.e., semantic segmentation with high-resolution data performing better and
low-resolution data applied to the framework closely behind).

What the results show is that the end-to-end framework is more effective than
applying super-resolution as a pre-processing step for semantic segmentation trained
with high-resolution data. This was an expected conclusion, since the semantic seg-
mentation network of the two stage framework is trained with high-resolution data
and, therefore, is not being tested with the same resolution. The end-to-end frame-
work, on the other hand, is trained and tested expecting the same resolution as input.
This does not change the fact that super-resolution can indeed improve the results for
low-resolution data when the training is performed on high-resolution images. The re-
sults also show that the end-to-end framework is able to reconstruct the low-resolution
image taking into consideration the vision of the semantic segmentation algorithm,
rather than trying to improve the image for the human perspective. Thus, the end-
to-end framework was able to achieve results that are closer to original high-resolution
data or even better depending on the amount of training data.
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Table 4.3: Comparison between the performance of bicubic interpolation and super-
resolution in the two stage framework and the end-to-end framework.

Dataset Deg. Method PSNR (dB) Norm. acc Kappa IoU

Coffee

4×
Bicubic 25.2097 ± 0.7974 0.5669 ± 0.0217 0.1610 ± 0.0507 0.4015 ± 0.0275
Two stage 27.2782 ± 1.1140 0.7722 ± 0.0036 0.5626 ± 0.0091 0.6454 ± 0.0060
End-to-end 26.055 ± 0.3692 0.8093 ± 0.0092 0.6162 ± 0.0207 0.6807 ± 0.0149

8×
Bicubic 21.6604 ± 0.6941 0.5012 ± 0.0007 0.0032 ± 0.0019 0.3173 ± 0.0039
Two stage 22.8333 ± 1.1822 0.7204 ± 0.0300 0.4631 ± 0.0471 0.5817 ± 0.0305
End-to-end 21.2722 ± 1.3491 0.7784 ± 0.0245 0.5653 ± 0.0521 0.6477 ± 0.0343

Vaihingen

4×
Bicubic 28.7458 0.5741 0.6417 0.4526
Two stage 31.1974 0.6369 0.7234 0.5256
End-to-end 26.3690 0.6631 0.7738 0.5697

8×
Bicubic 25.3886 0.4747 0.5281 0.3449
Two stage 27.4540 0.5931 0.6621 0.4762
End-to-end 22.6199 0.6625 0.7730 0.5654

Thetford

4×
Bicubic 26.8292 0.5776 0.4271 0.2906
Two stage 31.0294 0.6665 0.5897 0.4268
End-to-end 29.8188 0.8417 0.7997 0.7117

8×
Bicubic 23.3354 0.4660 0.1672 0.1408
Two stage 26.3173 0.6000 0.4065 0.2916
End-to-end 25.5920 0.8564 0.7881 0.6986

4.2.2 Comparison to bicubic interpolation

Table 4.3 presents the results for semantic segmentation by using bicubic interpolation
and super-resolution (both as a pre-processing step and in the end-to-end approach).
It also reports the reconstruction rate with PSNR. As the table shows, the use of
super-resolution improved the results of all the metrics for all datasets and degradation
factors. This is especially true for higher degradation factors (8×), since the loss of
information is more considerable and, thus, deep-based super-resolution can learn to
recover the details much better than a simple interpolation.

The big difference in the semantic segmentation metrics shows that super-
resolution allowed the network to predict with more precision the classes of each dataset
when compared to interpolated low-resolution inputs. This is another clear evidence
of the capability of super-resolution to recover important visual details for a semantic
segmentation algorithm. The most impressive improvement can be noted in the coffee
dataset results. Using bicubic interpolation, the normalized accuracy is close do 50%,
the Kappa values are close to zero and the IoU is way smaller than employing the
frameworks with super-resolution. This happened because the loss of texture informa-
tion was so severe that SegNet was incapable of detecting most of the coffee areas, thus
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classifying almost 100% of the images as non-coffee. Examples of this situation can be
seen in Figure 4.2. Employing super-resolution, on the other hand, allowed the coffee
areas to be segmented with much more precision.

Another important improvement can be noted for the Thetford dataset. Being
able to increase the performance with deep-based super-resolution even when it contains
a small amount of training data (a bad scenario for a deep learning algorithm), shows
that our frameworks are more reliable than interpolation.

Regarding the reconstruction, the PSNR is higher when applying D-DBPN di-
rectly as an up-scaling method (as in the two stage framework) instead of a simple
bicubic interpolation. This means that the super-resolved output contains more visu-
ally appealing, high-frequency details than an interpolated image. However, the PSNR
in the end-to-end approach does not follow the same pattern. Even though the re-
construction metric is not as high as the other options in some cases, the semantic
segmentation results are better. That happens because the supervision of the semantic
segmentation network in the training of the super-resolution method allows the frame-
work to change the visual characteristics of the reconstructed image. This makes the
PSNR drop since the super-resolution output will present details that are inexistent in
the ground-truth high-resolution image, but those details are exactly what makes the
performance of the SegNet improve.

Considering the relationship between PSNR (reconstruction metric) and the se-
mantic segmentation metrics, there are two ways of analyzing the results. When we
consider only the two stage framework, the semantic segmentation performance is bet-
ter with higher PSNR values. Thus, we can verify that this metric correlates well
with how better a reconstructed image can be segmented. However, when we look
at the results of the end-to-end framework, we can verify that lower PSNR values do
not necessarily imply bad semantic segmentation performance. It all depends on how
the reconstruction method is performed. If the objective of the framework is to re-
construct a low-resolution image based on the human perspective (as in the two stage
framework), the PSNR is a valid alternative to create better semantic segmentation
results. On the other hand, letting the machine conduct the reconstruction may lead to
better semantic segmentation results, even if it presents worse reconstruction outputs
visually speaking.

4.2.3 Robustness to small object segmentation

In order to verify the effectiveness of the two frameworks in the segmentation of small
objects, we analyzed the results obtained by class for the two urban datasets: Vaihingen
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and Thetford. This can be seen in the confusion matrix of Figures 4.3, 4.4, 4.7 and 4.8.
Visual results for super-resolution and semantic segmentation are shown in Figures 4.5,
4.6, 4.9 and 4.10.

Comparing the confusion matrix for 4× and 8× super-resolution, it is possible to
observe indications of the same conclusions obtained in the previous research questions.
The first observation is that higher degradation factors impact more in the semantic
segmentation results, but the end-to-end framework is more capable of dealing with
such problem than the two stage one. Again, this happens especially because it is
trained and tested on images of the same input resolution, differently from the two
stage framework pipeline. For both datasets, the end-to-end framework managed to
stay close to the accuracy of high-resolution inputs even under 8× degradation. It
is also possible to see that the use of low-resolution data (with bicubic interpolation)
compromises a lot the performance of semantic segmentation. The trees on Thetford
dataset were almost 100%mislabeled even with only 4× degradation. For the Vaihingen
dataset, the use of bicubic interpolation prejudiced the most the car class. In Figure 4.6
we can see an example of a segmentation that missed most of the car information due
to the low-resolution representation, but that was successfully recovered with the use
of both frameworks.

For the Vaihingen dataset, it is possible to verify in Figure 4.4 that super-
resolution greatly improved the segmentation of the car class: for 8× degradation,
bicubic up-sampled inputs could predict correctly only 19% of the car pixels, while
super-resolved inputs in the two stage framework increased this value to 58% and
the end-to-end framework improved this result further to 65% (the SegNet trained
on high-resolution data achieved 69%). This confirms that super-resolution and both
frameworks are capable of making more discernible (for a machine) objects that are
too small in a low-resolution representation. The results also present a great improve-
ment for the building class, which was highly mislabeled as impervious surfaces by the
low-resolution representation, but that was better segmented on super-resolved inputs,
increasing the value from 31% to 68% and 89% for the two stage and end-to-end frame-
works, respectively, with 8× degradation. In this dataset, the two stage framework lost
to interpolation only on the tree class (a 5% difference on 8× degradation). However,
looking at the low values of accuracy and IoU presented in Table 4.3, the reason for
this is that the network simply classified a higher amount of pixels as tree, what in-
creases the chances of predicting this class, but causes many cases of mislabeling for
the other labels. This is true especially for low vegetation, which was mislabeled as
tree only 9.2% of the time on super-resolved inputs of the two stage framework, but
16% on bicubic up-sampled images.
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As for the Thetford dataset, applying semantic segmentation on high-resolution
data resulted in accurate predictions, which is confirmed by the high diagonal num-
bers in Figure 4.7 and 4.8. Super-resolution with the two stage framework and bicubic
interpolation, however, mislabeled trees, roads and grey roofs in many cases. The
interesting aspect, though, comes from the results of the end-to-end framework. As
discussed before, the semantic segmentation metrics for this approach were higher than
even native high-resolution data. This is confirmed by the values in the confusion ma-
trices: considering the 8× degradation factor, the end-to-end framework considerably
surpassed the accuracy of high-resolution data for the tree, red roof, grey roof, and
concrete roof classes, while considerably staying behind only on the vegetation class.
With more training data, though, the semantic segmentation network applied to high-
resolution data could surpass the framework without the need for artificially generating
different textures in the images.

Finally, by observing the visual results of the reconstructed images from the end-
to-end framework in Figures 4.5, 4.6, 4.9 and 4.10, it is possible to see the different
textures employed by the semantic segmentation network that helped it to more accu-
rately classify the pixels. As mentioned before, this is also the reason why the PSNR
values for these cases are lower than even bicubic interpolation, but without prejudicing
the semantic segmentation performance.
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(a) High-resolution image (b) Ground-truth segmentation map

(c) 8× interpolated image (d) 8× interpolation map

(e) 8× super-resolution image with two stage
framework

(f) 8× super-resolution map with two stage
framework

(g) 8× super-resolution image with end-to-end
framework

(h) 8× super-resolution map with end-to-end
framework

Figure 4.2: Example results for the Coffee dataset with 8× up-scaling factor.
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(a) High-resolution data (b) 4× interpolation

(c) 4× super-resolution with two stage frame-
work

(d) 4× super-resolution with end-to-end frame-
work

Figure 4.3: Accuracy heatmaps for semantic segmentation on the Vaihingen dataset
with 4× up-scaling.
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(a) High-resolution data (b) 8× interpolation

(c) 8× super-resolution with two stage frame-
work

(d) 8× super-resolution with end-to-end frame-
work

Figure 4.4: Accuracy heatmaps for semantic segmentation on the Vaihingen dataset
with 8× up-scaling.
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(a) High-resolution image (b) Ground-truth segmentation map

(c) 4× interpolated image (d) 4× interpolation map

(e) 4× super-resolution image with two stage
framework

(f) 4× super-resolution map with two stage
framework

(g) 4× super-resolution image with end-to-end
framework

(h) 4× super-resolution map with end-to-end
framework

Figure 4.5: Example results for the Vaihingen dataset with 4× up-scaling factor.
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(a) High-resolution image (b) Ground-truth segmentation map

(c) 8× interpolated image (d) 8× interpolation map

(e) 8× super-resolution image with two stage
framework

(f) 8× super-resolution map with two stage
framework

(g) 8× super-resolution image with end-to-end
framework

(h) 8× super-resolution map with end-to-end
framework

Figure 4.6: Example results for the Vaihingen dataset with 8× up-scaling factor.
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(a) High-resolution data (b) 4× interpolation

(c) 4× super-resolution with two stage frame-
work

(d) 4× super-resolution with end-to-end frame-
work

Figure 4.7: Accuracy heatmaps for semantic segmentation on the Thetford dataset
with 4× up-scaling.
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(a) High-resolution data (b) 8× interpolation

(c) 8× super-resolution with two stage frame-
work

(d) 8× super-resolution with end-to-end frame-
work

Figure 4.8: Accuracy heatmaps for semantic segmentation on the Thetford dataset
with 8× up-scaling.
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(a) High-resolution image (b) Ground-truth segmentation map

(c) 4× interpolated image (d) 4× interpolation map

(e) 4× super-resolution image with two stage
framework

(f) 4× super-resolution map with two stage
framework

(g) 4× super-resolution image with end-to-end
framework

(h) 4× super-resolution map with end-to-end
framework

Figure 4.9: Example results for the Thetford dataset with 4× up-scaling factor.
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(a) High-resolution image (b) Ground-truth segmentation map

(c) 8× interpolated image (d) 8× interpolation map

(e) 8× super-resolution image with two stage
framework

(f) 8× super-resolution map with two stage
framework

(g) 8× super-resolution image with end-to-end
framework

(h) 8× super-resolution map with end-to-end
framework

Figure 4.10: Example results for the Thetford dataset with 8× up-scaling factor.



Chapter 5

Conclusion and Future Works

In this work, we presented two frameworks that generate more accurate semantic seg-
mentation thematic maps for low-resolution remote sensing inputs with the use of
super-resolution. The first one uses super-resolution as a pre-processing step for the
semantic segmentation task. The second one trains one single network that shares the
loss of both super-resolution and semantic segmentation. We evaluated their perfor-
mances on three highly different aerial datasets and under two degradation factors,
comparing the results with low-resolution bicubic up-sampled inputs.

Super-resolution was confirmed to be a viable strategy to recover important tex-
ture and object details for semantic segmentation. With enough training data, the
recovered texture information greatly helps the semantic segmentation not to mislabel
similar classes. Small objects, such as the cars in the Vaihingen dataset, which are not
easily detected on low-resolution representations, can become more discernible with
the employment of super-resolution.

For either quantitative or qualitative evaluation, super-resolved inputs surpassed
the low-resolution bicubic up-sampled ones in all cases. This improvement was more
significant on 8× down-sampling factors, since the amount of information loss in the
low-resolution representation is vast enough to negatively affect the generation of the-
matic maps, but also small enough to allow the reconstruction by the super-resolution
network.

The two stage framework reconstructs the image based solely on the super-
resolution loss. This means that the reconstruction aims to maximize the PSNR value,
which usually implies a better image for human perception. However, as the end-to-end
framework allows the semantic segmentation loss to also coordinate the image recon-
struction, the super-resolved image for this framework presents artifacts generated by
the semantic segmentation network (such as textures) that help the task to be per-

52



5. Conclusion and Future Works 53

formed. In these cases, the PSNR may even be worse than the one for a low-resolution
image, but without compromising the segmentation performance.

Although the end-to-end framework seems to be better than the two stage one,
it is important to remark that they evaluate slightly different situations. The semantic
segmentation network of the two stage framework is trained with high-resolution data
and is applied to low-resolution images, while the end-to-end is trained and tested
with low-resolution data as input. Even so, the end-to-end approach performed better.
Thus, this is an indication that in a real-world case in which we need to input low-
resolution images to a network trained with high-resolution, it may be better to down-
sample the available high-resolution data and perform the training again with the
end-to-end pipeline.

For future work, there are more experiments that can be performed. In this
work, we studied the case when a semantic segmentation network is trained with high-
resolution data and needs to be applied to low-resolution images later (as in the evalu-
ation of the two stage framework). Therefore, we plan to evaluate different cases, such
as the performance of a semantic segmentation network when trained and tested with
low-resolution data compared to the use of super-resolution. We can also evaluate the
performance of a semantic segmentation network trained with super-resolved data and
compare the results with the same network trained with low-resolution data only.

We also plan to apply the proposed frameworks in real-world data, instead of
manually down-sampled images. Furthermore, we plan to use the other available bands
during the training in order to improve the results even more.

Finally, there is also space to study how different reconstruction/visual bench-
marks can help to enhance the semantic segmentation performance more than PSNR.
Adversarial losses from GANs, for example, are an example of such benchmark, but
that may create undesirable features in the super-resolved image.
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