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Resumo

Modelos modernos de reconhecimento de padrões visuais são predominantemente

baseados em redes convolucionais uma vez que elas têm levado a uma série de avanços

em diferentes tarefas. A razão para estes resultados é o desenvolvimento de arquite-

turas maiores e a combinação de informações de diferentes camadas da arquitetura.

Tais modelos, entretanto, são computacionalmente custosos di�cultando aplicabilidade

em sistemas com recursos limitados. Para lidar com esses problemas, propomos três

estratégias. A primeira remove estruturas (neurônios e camadas) das redes convolu-

cionais, reduzindo seu custo computacional. A segunda insere estruturas para desen-

volver redes automaticamente, permitindo construir arquiteturas de alta performance.

A terceira combina múltiplas camadas das arquiteturas, aprimorando a representação

dos dados com custo adicional irrelevante. Estas estratégias são baseadas no Partial

Least Squares (PLS), uma técnica de redução de dimensionalidade. Mostramos que o

PLS é uma ferramenta e�ciente e e�caz para remover, inserir e combinar estruturas

de redes convolucionais. Apesar dos resultados positivos, o PLS é inviável a grandes

conjuntos de dados como ele requer que todos os dados estejam na memória, o que é

frequentemente impraticável devido a limitações de hardware. Para contornar tal limi-

tação, propomos uma quarta abordagem, um PLS incremental discriminativo e de baixa

complexidade que aprende uma representação compacta dos dados usando uma única

amostra por vez, permitindo aplicabilidade em grandes conjuntos de dados. Avaliamos

a efetividade das abordagens em várias arquiteturas convolucionais e tarefas super-

visionadas de visão computacional, que incluem classi�cação de imagens, veri�cação

de faces e reconhecimento de atividades. Nossas abordagens reduzem a sobrecarga de

recursos computacionais das redes convolucionais e do PLS, promovendo modelos e�-

cientes em termos de energia e hardware para cenários acadêmicos e industriais. Em

comparação com métodos de última geração para o mesmo propósito, obtemos um dos

melhores compromissos entre capacidade preditiva e custo computacional.

Palavras-chave: Computação, visão por computador, teoria da estimativa, reconhe-

cimento de padrões.
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Abstract

Modern visual pattern recognition models are predominantly based on convolutional

networks since they have led to a series of breakthroughs in di�erent tasks. The rea-

son for these achievements is the development of larger architectures as well as the

combination of features from multiple layers of the convolutional network. Such mod-

els, however, are computationally expensive, hindering applicability on low-power and

resource-constrained systems. To handle these problems, we propose three strate-

gies. The �rst removes unimportant structures (neurons or layers) of convolutional

networks, reducing their computational cost. The second inserts structures to design

convolutional networks automatically, enabling us to build high-performance architec-

tures. The third combines multiple layers of convolutional networks, enhancing data

representation at negligible additional cost. These strategies are based on Partial Least

Squares (PLS), a discriminative dimensionality reduction technique. We show that PLS

is an e�cient and e�ective tool for removing, inserting, and combining structures of

convolutional networks. Despite the positive results, PLS is infeasible on large datasets

since it requires all the data to be in memory in advance, which is often impractical

due to hardware limitations. To handle this limitation, we propose a fourth approach,

a discriminative and low-complexity incremental PLS that learns a compact represen-

tation of the data using a single sample at a time, thus enabling applicability on large

datasets. We assess the e�ectiveness of our approaches on several convolutional archi-

tectures and supervised computer vision tasks, which include image classi�cation, face

veri�cation and activity recognition. Our approaches reduce the resource overhead of

both convolutional networks and PLS, promoting energy- and hardware-friendly mod-

els for the academy and industry scenarios. Compared to state-of-the-art methods for

the same purpose, we obtain one of the best trade-o�s between predictive ability and

computational cost.

Keywords: Computing, computer vision, estimation theory, pattern recognition.
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Chapter 1

Introduction

Pattern recognition plays an important role in cognitive tasks such as natural language

processing and image understanding. Modern pattern recognition methods have led

to a series of breakthroughs, often surpassing human performance [Deng et al., 2009;

Parkhi et al., 2015; Badia et al., 2020]. The reason for these remarkable achievements

is the improvement in data representation (i.e., features), which allows discovering new

abstractions and patterns from data.

In the context of visual pattern recognition, deep convolutional networks have

been the focus of intense research due to their state-of-the-art e�ectiveness in learning

discriminative representations [Krizhevsky et al., 2012]. In particular, most e�orts

have been devoted to the development of architectures for convolutional networks,

since large architectures are a major determinant factor for improving their predictive

ability [He et al., 2016; Zagoruyko and Komodakis, 2016; Huang et al., 2019; Kornblith

et al., 2019; Tan and Le, 2019; Sankararaman et al., 2020; Rosenfeld et al., 2020; Han

et al., 2020], as shown in Figure 1.1. In terms of performance, on the other hand,

excessively large architectures are computationally expensive, hindering applicability

on low-power and resource-constrained devices. Moreover, such architectures are data-

hungry, meaning that large datasets are needed to provide a better generalization

performance [Kolesnikov et al., 2020], hence, the encouragement for large datasets has

been growing [Sun et al., 2017; Kuznetsova et al., 2020].

A parallel line of research to obtain discriminative representations is to discover

low-dimensional features through dimensionality reduction techniques. Such techniques

are capable of yielding discriminative and compact representations from the original

(high-dimensional) data [Li et al., 2019c]. Recent works use dimensionality reduction

collaboratively with convolutional networks, where features from the latter are used to

feed dimensionality reduction techniques [Vareto and Schwartz, 2020; Suau et al., 2020;

1
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Figure 1.1. Comparison of convolutional networks in terms of predictive ability, compu-
tational cost, and complexity. Predictive ability is measured by accuracy. Computational
cost is measured by Floating Point Operations (FLOPs). Complexity is measured taking into
account the number of neurons (width) and layers (depth), and it is represented by the circle
size (larger means more complex). The arrows indicate which direction (in both x and y
axes) is better. It is evident that there is a strong relationship between predictive ability and
network complexity (circle size), in which more complex networks are more accurate. In turn,
network complexity incurs computational cost.

Diniz and Schwartz, 2020]. While these strategies produce encouraging results because

the network representation might be enhanced, such a combination is unsuitable for

large datasets since traditional dimensionality reduction techniques require all the data

to be in memory in advance, which is often impractical due to hardware limitations.

Regardless of the mechanism employed to recognize or improve pattern recog-

nition, there is a trade-o� between accuracy and complexity, in which more accurate

methods often incur higher complexity and computational cost, as illustrated in Fig-

ure 1.1. Thereby, discovering accurate and e�cient strategies for pattern recognition,

which include enhancing the existing ones, have been the focus of intense research.

1.1 Motivation

Modern visual pattern recognition models are predominantly based on convolutional

networks since they are capable of learning e�ective representations from data [He

et al., 2016; Zagoruyko and Komodakis, 2016]. According to previous works [Tan and

Le, 2019; Sankararaman et al., 2020; Rosenfeld et al., 2020; Han et al., 2020], large

(deeper and wider) convolutional networks lead to better results. Figure 1.1 supports

this claim, where larger networks (large circles) have superior predictive ability. In
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terms of performance, however, such networks su�er from massive computation and

memory overhead, incurring slow inference and hindering applicability on low-power

and resource-constrained devices. The simplest way to circumvent this dilemma is to

evaluate di�erent trade-o�s between accuracy and network complexity (i.e., number

of neurons and layers), for example, by comparing the performance of ResNet50 (50

layers) with its deeper counterpart ResNet152 (152 layers), see Figure 1.1. This pro-

cess, however, requires signi�cant human engineering due to its trial-and-error essence.

Instead, it is possible to transform or automatically design e�cient convolutional net-

works by employing pruning or neural architecture search (NAS), respectively. The

former removes unimportant (or the least important) structures (neurons or layers)

from the network, reducing its complexity while preserving as much predictive ability

as possible. The latter learns to design accurate and e�cient architectures automati-

cally.

Both strategies, however, are not without their limitations. Existing criteria for

identifying and removing structures from convolutional networks are ine�ective since

the accuracy of the original (unpruned) network is often degraded [He et al., 2020;

Guo et al., 2020a; Chin et al., 2020; Lin et al., 2020], as shown in Figure 1.2 (left).

Besides, many pruning approaches demand a high computational cost, mainly when

applied to very deep networks [Huang et al., 2018; Luo et al., 2019; Luo and Wu, 2020].

Regarding the neural architecture search, current strategies analyze a large set of possi-

ble candidate architectures and, hence, require vast computational resources and take

many days to process even with modern Graphics Processing Units (GPUs) [Baker

et al., 2017; Real et al., 2017; Zoph et al., 2018]. Motivated by these issues, we propose

simple, e�ective, and e�cient mechanisms for eliminating structures of deep networks

as well as discovering high-performance architectures automatically (i.e., without in-

volving human engineering). More precisely, our pruning strategies achieve the best

trade-o�s between accuracy and computational cost compared to state-of-the-art meth-

ods, as illustrated in Figure 1.2 (left). In the context of NAS, our method discovers

competitive and low-cost convolutional networks by exploring one order of magnitude

fewer models compared to other approaches, thus designing architectures in a few hours

on a single GPU, as shown in Figure 1.2 (right).

Besides computational cost concerns, many e�orts have been devoted to improve

data representation of convolutional networks. In this line of research, previous works

have demonstrated encouraging results combining features from di�erent levels (layers)

of the network. Such works have followed either multi-scale or HyperNet strategies.

While the former redesigns network topology to encode features from shallow and deep

layers [Huang et al., 2019; Yang et al., 2020a], the latter preserves network topology,



4 Chapter 1. Introduction

40 45 50 55 60 65 70 75
−1

−0.5

0

0.5

1

1.5

2

2.5

3

FLOP Reduction (%)

D
ro

p 
in

 A
cc

ur
ac

y 
(p

.p
.) Guo et al. [2020]

Chin et al. [2020]
You et al. [2018]
He et al. [2020]
Lin et al. [2020]
Ours

Higher Better

Lower Better

1 2 3 4 5 6 7 8

0

2

4

6

8

10

12

Number of Models Evaluated (log scale)

N
um

be
r o

f G
PU

 −
 d

ay
s 

(lo
g 

sc
al

e)

Zoph [2018]
Real [2017]
Brock [2018]
Dong [2019]
Yang [2020]
Ours

Lower Better

Lower Better

Figure 1.2. Left. Comparison of existing pruning methods on CIFAR-10. Compared to
state-of-the-art pruning strategies, our pruning method always provides a better solution (i.e.,
it is a non-dominated solution) considering one of the performance metrics: accuracy drop
(y-axis) or FLOP reduction (x-axis). In this �gure, negative values in the y-axis denote im-
provement regarding the original, unpruned, network. Right. Comparison of existing neural
architecture search (NAS) methods on CIFAR-10. Our NAS method discovers architectures
by exploring one order of magnitude fewer models compared to other approaches. In addition,
our method is the most resource-e�cient as it designs architectures in a few hours on a single
GPU. In both �gures, the arrows indicate which direction is better.

encouraging application on o�-the-shelf networks [Hariharan et al., 2015; Kong et al.,

2016; Sindagi and Patel, 2019; dos Santos and Ponti, 2019]. Despite improving pre-

dictive ability, both multi-scale and HyperNets strategies increase the computational

burden signi�cantly since they insert time-consuming operations at multiple levels of

the network. To address this problem, we propose an e�cient yet accurate approach to

extract di�erent levels of representation across multiple layers of deep networks, thus

enhancing data representation at negligible additional cost.

A parallel line of research to improve data representation is to learn compact,

but discriminative, representations through dimensionality reduction [Li et al., 2019c].

In this context, Partial Least Squares (PLS) has presented remarkable results, mainly

when compared to other methods such as Principal Component Analysis (PCA) and

Linear Discriminant Analysis (LDA) [Schwartz et al., 2009; Sharma and Jacobs, 2011;

Hasegawa and Hotta, 2016; Kloss et al., 2017]. The promising results of PLS are associ-

ated with its characteristics that include being discriminative and robust to sample size

problem (when the number of samples is smaller than the number of features). Another

attractive aspect of PLS is that it can operate as a feature selection method. However,

PLS is unsuitable for large datasets (e.g., ImageNet [Deng et al., 2009]) since all the

data need to be available in advance and this could be impractical due to memory

constraints. This limitation is not particular to PLS, many dimensionality reduction



1.2. Hypotheses 5

methods also su�er from this problem [Weng et al., 2003; Zeng and Li, 2014; Alakkari

and Dingliana, 2019; Xu and Li, 2019].

To handle the aforementioned problem, many works have proposed incremen-

tal versions of traditional dimensionality reduction methods [Arora et al., 2016; Stott

et al., 2017; Weng et al., 2003; Zeng and Li, 2014; Alakkari and Dingliana, 2019], where

the idea is to learn compact representations using a single sample (or a subset) at a

time. Unfortunately, most incremental Partial Least Squares fail to keep all properties

of PLS and present a high time complexity. To preserve the fundamental characteris-

tics of PLS, we propose a discriminative and low-complexity incremental Partial Least

Squares. Among the advantages of this approach are the preservation of discrimina-

tive information, its computational e�ciency, and the ability to operate as a feature

selection technique.

1.2 Hypotheses

This thesis introduces simple, e�cient and e�ective strategies for improving the trade-

o� between accuracy, complexity and computational cost in convolutional networks.

Speci�cally, we propose strategies for (i) removing neurons and layers from convolu-

tional networks to decrease the computational cost; (ii) inserting layers to automatically

design accurate and low-cost architectures and (iii) combining di�erent levels of repre-

sentation distributed across the network to improve data representation. These strate-

gies are based on the importance of structures (neurons or layers) that compose the

convolutional network. We assign the importance of a speci�c structure based on the

relationship of its output (i.e., feature maps) with the class label on a low-dimensional

(compact) space. We �nd this space by maximizing the covariance between the struc-

ture and the class label using Partial Least Squares. Our central hypothesis is that

Partial Least Squares learns the importance inherent to predictive ability of the net-

work. Furthermore, we hypothesize that, by using simple algebraic decomposition, it

is possible to preserve discriminability on higher-order components of the incremental

version of PLS.
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Thesis Statement. The statement of this research is as follows:

The predictive importance of structures (neurons or layers) composing

a convolutional network can be e�ectively estimated with Partial Least

Squares, which in turn can be computed incrementally without degrading

its discriminative information. With the estimation of this importance, it

is possible to obtain high-performance convolutional networks by removing,

inserting or combining structures.

We demonstrate these claims as well as the e�ectiveness of our approaches on

several convolutional networks and supervised tasks for computer vision. Our results

are on par with the state of the art and, in most cases, they achieve the best trade-o�

between accuracy and computational cost.

1.3 Objectives

From a theoretical perspective, our goal is to demonstrate the potential of Partial Least

Squares as a tool for determining the importance of structures composing a convolu-

tional network. Besides, we intend to show that it is possible to preserve underlying

properties of Partial Least Squares in its incremental version through simple algebraic

decomposition.

From a practical perspective, our goal is to promote mechanisms capable of

providing e�cient convolutional networks. More speci�cally, we pretend to provide

strategies for (i) accelerating o�-the-shelf convolutional networks, (ii) discovering high-

performance convolutional architectures automatically and (iii) e�ciently improving

data representation of convolutional networks. Additionally, we target to provide a

memory-friendly version of Partial Least Squares. The main goal behind these strate-

gies is to facilitate the applicability of both convolutional networks and Partial Least

Squares on low-power and resource-constrained systems.

1.4 Contributions

The contributions of this dissertation are simple, e�ective and e�cient strategies for

improving computational cost and predictive ability of convolutional networks. More

precisely, our main contributions are the following. (i) An e�ective approach to remove

(prune) structures (neurons and layers) from convolutional networks. The proposed

method identi�es potential structures to be removed with minimal or no loss in pre-

diction ability. Compared to existing pruning approaches, our method attains the best
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trade-o� between accuracy and computational cost. (ii) An e�cient approach to au-

tomatically design high-performance convolutional networks. The proposed method

discovers architectures by considering a small search space. In contrast to previous

neural architecture search approaches, our method evaluates one order of magnitude

fewer models and designs architectures in a few hours on a single GPU. (iii) A low-cost

approach to explore multiple levels of representation from convolutional networks. The

proposed method captures low-level and re�ned information distributed over several

layers of the network, providing strong and complementary clue that improve the data

representation. Di�erent from previous HyperNet strategies, our approach extracts

multiple levels of representation at negligible additional cost. (iv) An incremental Par-

tial Least Squares to learn a discriminative and low-dimensional representation of the

data using a single sample at a time. The proposed method learns such representation

by using a single sample at a time while keeping the properties of traditional Partial

Least Squares. Compared to state-of-the-art incremental Partial Least Squares meth-

ods, our approach achieves superior performance in both accuracy and time complexity.

The results obtained during our research have been published in important con-

ferences and journals on computer vision and pattern recognition:

Journal Papers

1. Jordao, A., Yamada, F., and Schwartz, W. R. Deep Network Compression based

on Partial Least Squares. Neurocomputing, 2020.

2. Jordao, A., Lie, M., and Schwartz, W. R. Discriminative Layer Pruning for Con-

volutional Neural Networks. Journal of Selected Topics in Signal Processing,

2020.

Conference Papers

1. Jordao, A., Kloss, R. B., and Schwartz, W. R. Latent hypernet: Exploring the

layers of Convolutional Neural Networks. International Joint Conference on Neu-

ral Networks, 2018.

2. Jordao, A., Kloss, R., Yamada, F., and Schwartz, W. R. Pruning Deep Neu-

ral Networks using Partial Least Squares. British Machine Vision Conference

Workshops: Embedded AI for Real-Time Machine Vision, 2019.

3. Jordao, A., Yamada, F., Lie, M., and Schwartz, W. R. Stage-Wise Neural Archi-

tecture Search. International Conference on Pattern Recognition, 2020.
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4. Jordao, A., Lie, M., de Melo, V. H. C., and Schwartz, W. R. Covariance-free

partial least squares: An Incremental Dimensionality Reduction Method. Winter

Conference on Applications of Computer Vision, 2021.

To promote reproducibility, we release the source code at:

https://arturjordao.github.io/PLSDeepSpaceOdyssey/.

1.5 Work Organization

The remainder of this dissertation is organized as follows. In Chapter 2, we de�ne

theoretical concepts of deep learning and Partial Least Squares. In Chapter 3, we re-

view the main works related to the contributions of this dissertation. In Chapter 4, we

introduce our strategies for removing, inserting and combining structures of convolu-

tional networks and our incremental Partial Least Squares as well. In Chapter 5, we

show and discuss the experimental results. In Chapter 6, we present the conclusions

of this research and directions for future work. In Appendices A, B and C, we provide

the computational time of the convolutional architectures considered in our research,

implementation details of our pruning strategies and additional results of our neural

architecture search approach, in this order.

https://arturjordao.github.io/PLSDeepSpaceOdyssey/


Chapter 2

Theoretical Concepts

In this chapter, we introduce the basics of deep learning, which include single and multi-

layer networks and convolutional networks. Then, we de�ne the concepts of capacity

and transfer learning that we use throughout the dissertation. Finally, we describe

Partial Least Squares, a dimensionality reduction method that plays an important role

in the proposed pruning and HyperNet approaches.

Unless stated otherwise, let X ⊂ Rn×m be the matrix of independent variables

denoting n training samples in m-dimensional space. Let Y ⊂ Rn×k be the matrix

of dependent variables representing the class label in a k-dimensional space, where k

denotes the number of categories. Finally, let xn ⊂ R1×m and yn ⊂ R1×k be a single

sample of X and Y , respectively. More concretely, y is a one-hot vector with the kth

entry equal to 1 and the rest 0.

2.1 Neural Network

In this section, we start by describing single and multilayer networks, which provide

useful insights into the properties of deeper and more complex networks. Next, we in-

troduce the convolutional networks, which are designed to recognize patterns in images.

Finally, we de�ne the concepts of transfer learning and �ne-tuning.

2.1.1 Single-Layer and Multilayer Networks

A neural network is a function F parametrized by a set of parameters (weights) θ

randomly initialized. Given an input x, F predicts a value ŷ based on its parameters

θ. Thus, a neural network can be described as F(x, θ) = ŷ. Speci�cally, F consists of

a series of functions fi referred to as layers. Such functions are applied sequentially,

9
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enabling us to rewrite F(x, θ) = ŷ as fL(f2(...f1(x, θ1), θ2), θL) = ŷ, where L indicates

the number of layers composing F , which in turn de�ne the depth of F . Each layer fi

has its own set of parameters, θi, and consists of a group of neurons, which are small

units that linearly combine an input to generate an output. Intuitively, when L = 1, F
is referred to as a single-layer network. On the other hand, when L > 1, F is referred

to as a multilayer network. Figure 2.1 illustrates single and multilayer networks.

Training Phase. While the number of layers and neurons de�ne the architecture of

F and are manually prede�ned, the parameters θ (θ1, θ2, θL) are randomly initialized.

During the learning phase, these parameters are optimized to minimize a cost func-

tion (a.k.a loss function). For this purpose, the learning (i.e., training) phase requires

the employment of two components: a method for computing multivariable derivatives

(gradient) and an optimizer. The �rst calculates the e�ective network error based on

the expected output (y) and the one predicted (ŷ) by F [Rumelhart et al., 1986]. The

second walks towards the minimum of the cost function with respect to the gradi-

ent [LeCun et al., 1989]. By employing these components, the training stage adjusts θ

such that

θ = arg min
1

n

n∑
i=1

L(xi, θ), (2.1)

where L is a loss function, e.g., mean squared error or categorical cross-entropy. We can

optimize Equation 2.1 iteratively using Stochastic Gradient Descent (SGD) as follows

θt+1 = θt − η
1

n

n∑
i=1

∇L(xi, θt), (2.2)

where θt and θt+1 are the current and the updated parameters, respectively, ∇ is the

gradient of the loss function L and η is the learning rate. The latter indicates the
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intensity of the adjustment in θ, determining the speed at which the network walks

towards the minimum of the loss function. A typical procedure is to use di�erent

learning rates according to the training epoch, where η is large at the beginning of

training, and it is gradually decreased at the �nal epochs [Loshchilov and Hutter,

2017; He et al., 2019a; Li et al., 2020a]. These steps are repeated k times (epochs) or

until the network attains a stopping criterion.

Note that Equation 2.2 optimizes θ with respect to all training samples

x1, x2, ...xn. Instead, a common practice in current deep models is to optimize θ by

considering a subset (batch, B) of samples as follows:

θt+1 = θt − η
1

B

B∑
i=1

∇L(xi, θt). (2.3)

The size of the batch a�ects the training dynamic in di�erent ways [Smith et al., 2018;

Wu and He, 2018; Yan et al., 2020; Singh and Shrivastava, 2019]. For example, large

batch sizes require less updates in θ but demand more memory, while small batch sizes

are resource-e�cient but might lead to inaccurate batch statistics.

Loss Landscape. After the training phase, the �nal parameters θt (θ for short) are

used to measure the predictive ability of F . Besides predictive ability, we can use θ to

visualize the loss function curvature (i.e., loss landscape) [Li et al., 2018]. Throughout

this chapter, we use the loss landscape to demonstrate, qualitatively, the dynamics of

θ when di�erent components are used on F . A brief description of this technique is as

follows. De�ne α and β scale factors generated from a normal distribution. The loss

landscape can be visualized by computing the loss for each point of a 3D-grid in terms

of Zi,j = L(θ + i · α + j · β), where Zi,j indicates the loss value to the point i, j of the

grid. In summary, the loss landscape is yielded by perturbing (i · α + j · β) the �nal
parameters (θ) of the network.

According to Li et al. [2018], the sharper the loss landscape the more sensitive

the network is to perturbations in its parameters, hence, it is harder to train and might

exhibit poor generalization.

Deeper and Wider Architectures. According to the universal approximation the-

orem, with enough number of neurons and L > 1, a neural network is able to ap-

proximate any function [Hornik et al., 1989; Cybenko, 1992; Barron, 1993]. It has

been con�rmed that deep (many layers) and wide (many neurons) architectures lead

to better predictive ability [He et al., 2016; Zagoruyko and Komodakis, 2016; Tan and

Le, 2019; Han et al., 2020]. It turns out that larger architectures are able to learn

more discriminative representations, thus improving predictive ability. For instance,
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Figure 2.2. Top. Decision boundary of di�erent architectures. (a) Single-layer architecture
with two neurons. (b) Single-layer architecture with eight neurons. (c) Multilayer architecture
with two layers with four neurons in each layer. Bottom. Loss landscape of the architectures
(a), (b) and (c). It is possible to observe that large architectures lead to a softer decision
surface and �atter loss landscape.

Figures 2.2 (a)-(c) illustrate the decision surface yielded by three architectures with

one, two and three layers, respectively. From these �gures, it is possible to observe

that the decision surface becomes softer as we increase the number of layers. This

occurs due to higher discriminability achieved by the deeper networks. Similar trends

also occur on the loss landscape, where large networks (Figures 2.2 (e) and (f)) present

softer landscapes.

2.1.2 Convolutional Network

As we explain in Section 2.1.1, multilayer architectures are able to approximate any

function, thus they could be applied to any task. However, in the context of visual

pattern recognition, they are inadequate since they do not consider the spatial structure

of the image. This is a consequence of its architecture that associates each input data

dimension (in image context one pixel) to one neuron, as shown in Figure 2.3. Such
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Figure 2.3. Example of a one-channel image (red cube) as input to di�erent network ar-
chitectures. For simplicity, we remove the bias term. Left. Image used directly as input to
MLP. In this scheme, each pixel is associated with one neuron. Right. Neurons organized as
elements of a 2× 2 convolutional �lter (gray cube). In this modeling, the neurons slide over
the image, following the standard convolution process, and yield the feature map (blue cube).

association hinders multilayer networks incapable of learning local dependencies, i.e.,

patterns in di�erent patches of the image. Another de�ciency in using images directly

as input to multilayer networks is the large number of parameters to be learned. For

example, taking as input an RGB image of 32× 32 pixels and an architecture with one

hidden layer of 100 neurons, we would have 307, 300 (32× 32× 3× 100) parameters to

be estimated.

To handle the problems above, one approach is to compute handcrafted features

from the image (e.g., Histogram of Oriented Gradients [Dalal and Triggs, 2005]) and

use them as input to the network. Thus, the local structures of the image are encoded

in the features. Another strategy is to employ convolutional networks, which interprets

neurons as elements of convolutional �lters. The intuition behind such models is that

since the convolution operation consists of sliding the convolutional �lter over the

image, the neurons that compose it will be able to exploit local structures of the image,

see Figure 2.3 (right). In other words, convolutional networks employ multiple copies

of the same neuron in di�erent places through the convolution operation, thus enabling

it to learn patterns once and use them in multiple locations. In contrast to approaches

based on handcrafted features, which require expert knowledge and expensive human

engineering, convolutional networks learn the best representation for the data and task

at hand.

Convolutional networks consist of stacks of convolutional and downsampling lay-

ers, batch normalization, activation and classi�cation layers, as illustrated in Figure 2.4.

Below, we describe these components.

Convolutional Layers. A convolutional layer is a set of k �lters that receives an
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Figure 2.4. Structure of a standard convolutional network. In practice, convolutional ar-
chitectures consist of stacks of convolutional and downsampling (represented by /2) layers,
batch normalization, activations and classi�cation layers.

input and outputs a k-channel convoluted image (feature maps), which can be used

as input to the successive layers or presented to a classi�er. Due to the nature of the

convolution operation, this layer yields feature maps with spatial dimensions smaller

than the input provided, see Figure 2.3 (right). Formally, the convolution operation

reduces the input in terms of

W − w

sx
+ 1,

H − h

sy
+ 1, (2.4)

where W and H are the spatial dimensions of the input, w and h are the �lter di-

mensions and, sx and sy are the strides applied during the convolution. In practice,

most works employ zero-padding and stride of one, which ensures that the input and

output have the same spatial dimension [He et al., 2016; Zagoruyko and Komodakis,

2016; Huang et al., 2017; Howard et al., 2017; Sandler et al., 2018]. The zero-padding

process consists of adding zero values on the input's edges, which means increasing the

dimensions W and H.

It is worth mentioning that spatial reduction in feature maps plays an important

role in learning new representations [Gre� et al., 2017b], but modern architectures leave

this reduction to downsampling layers only.

Regarding the dimensions of the �lter, most human-designed architectures employ

�lters 3×3 [Simonyan and Zisserman, 2015; He et al., 2016; Zagoruyko and Komodakis,

2016; Huang et al., 2017; Howard et al., 2017; Sandler et al., 2018], as larger �lters incur

a higher computational cost [He et al., 2019a].

Downsampling Layers. According to Gre� et al. [2017a], an important role in learn-

ing new representations is to reduce the spatial dimensions of feature maps. There

exists two distinct way of achieving this reduction: pooling operations and convolu-

tional layers with stride 2×2. The former reduces spatial dimensions by applying math
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operations on small regions (i.e., 2 × 2) of the feature maps. Such operations reduce

these regions into a single value. The size of the region is a parameter and typical oper-

ations include the maximum and the average value. Some convolutional architectures

employ a special type of pooling [Howard et al., 2017; Sandler et al., 2018; Zoph et al.,

2018], the global pooling, which reduces the entire feature map into a single value. The

latter reduces spatial dimension by employing a convolutional layer with strides 2× 2.

In contrast to pooling operations, this downsampling strategy has parameters to be

learned and is often adopted in modern convolutional networks.

Batch Normalization Layers. One of the key components to the success of deep net-

works is Batch Normalization [Io�e and Szegedy, 2015]. The widely know motivation

of the Batch Normalization (BN) technique is to normalize the shifts in input distri-

bution caused by updates to the successive layers, a phenomenon refers to as internal

covariance shift. Recently, Santurkar et al. [2018] showed that such a phenomenon

does not exist and the success of BN can be assigned to the fact that it makes the loss

landscape more smooth, which improves and accelerates convergence.

In practice, Batch Normalization is an a�ne transformation that normalizes fea-

ture maps using statistics from a batch of samples. Formally, it works as follows. Let

X ⊂ RB×m be the input of a BN layer, where B denotes the batch of samples in the

m-dimensional space. A BN layer normalizes X in terms of

X̄ =

(
X − µB√
σ2
B + ϵ

)
γ + β, (2.5)

where µB and σB are the mean and variance computed from the batch of samples. The

parameters γ and β are learnable variables and have their initial values set to one and

zero, respectively, by default. These parameters ensure that the non-linearity in X (if

it exists) be preserved after BN normalization [Io�e and Szegedy, 2015].

At the testing stage, to remove the dependency of batch statistics (µB and σB)

and keep the inference deterministic, the mean and variance are replaced by their

exponential moving statistics, which in turn are estimated during the training phase.

Despite its simplicity, Batch Normalization plays a key role in training deep con-

volutional networks. For example, Figure 2.5 (top) shows that networks with BN con-

verge faster and exhibit a �atter loss landscape (bottom). More importantly, as shown

in Figure 2.5 (top), by increasing the network depth from 20 to 56, the employment of

BN is mandatory since without it the training meet collapse.

Activation Layers. A fundamental component of the deep networks is the activation

function. This component, a(.), applies element-wise transformations to a given input
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Figure 2.5. Top. Training dynamics of networks with and without Batch Normalization (No
BN). Interestingly, a deep network with BN (ResNet56) converged faster than its shallower
counterpart without BN (ResNet20 No BN). Bottom left. Loss landscape of ResNet20 with
Batch Normalization. Bottom right. Loss landscape of ResNet20 without Batch Normal-
ization. It is possible to observe that the loss landscape of ResNet with batch normalization
is �atter than its No BN version, leading to faster training convergence (as suggested in top).

(often a feature map). Such transformations are targeted to introduce non-linearities

to the input, which plays an important role in training dynamics (i.e., convergence) and

predictive performance [Xu et al., 2015; Eger et al., 2018; Ramachandran et al., 2018].

Figure 2.6 illustrates the non-linearly introduced by di�erent activation functions.

We can group activation function in two categories: saturated and non-saturated.

The former includes activations where the output range lies in a �nite interval, e.g.,

[−1 1] (hyperbolic tangent) or [0 1] (sigmoid). The latter includes activations where

the output range lies in an in�nite interval, e.g., [0 +∞) (ReLU) or (−∞ +∞) (Leaky
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Figure 2.6. Activation functions. Degrees of non-linearity (y-axis) when applying di�erent
activation functions on an input (x-axis). Di�erent activation functions introduce di�erent
degrees of non-linearity, which in�uence the convergence rate and predictive performance.

ReLU).

From a theoretical perspective, activation functions are equivalent since they en-

able approximate any function [Hornik, 1991]. In practice, on the other hand, it has

been argued that the recti�ed family of activations (e.g., ReLU and Leaky ReLU) is

more suitable for training deep networks [Glorot et al., 2011; Xu et al., 2015; Ra-

machandran et al., 2018; Eger et al., 2018], leading to better and faster optimization

as illustrated in Figure 2.7.

Classi�cation Layers. The learning phase in convolutional networks consists of up-

dating all the parameters composing the architecture. For this purpose, at the end of

the architecture, an MLP (hereafter referred to as fully connected layers) is introduced

so that we can calculate a loss function and update all the parameters. A well-de�ned

relation between convolutional and fully-connected layers is that the �rst extracts the

features while the second performs the classi�cation [Ke et al., 2017; Caron et al., 2018].
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Figure 2.7. Training dynamics of ResNet20 using di�erent activation functions.
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2.1.3 Capacity

Prior works have revealed that large (deep and wide) convolutional networks lead

to better predictive performance and generalization [He et al., 2016; Zagoruyko and

Komodakis, 2016; Huang et al., 2017; Zagoruyko and Komodakis, 2016; Tan and Le,

2019; Han et al., 2020]. The reason for these results is that large architectures have a

higher capacity.

The term capacity refers to the ability of the network to learn di�erent data

representations (i.e., its expressive power) and exhibits a strong relationship with net-

work size [Tan and Le, 2019; Han et al., 2020]. The network capacity increases by

adding more �lters (network width) [Zagoruyko and Komodakis, 2016], layers (net-

work depth) [He et al., 2016], or aggregating a set of transformations (cardinality) [Xie

et al., 2017]. For example, in Section 2.1.1 (Figure 2.2), we increase the network ca-

pacity by adding more hidden layers, hence, it provided a better decision boundary

compared to its shallow counterpart.

Although providing better data representation, high-capacity networks introduce

some concerns, e.g., its low computational performance. Additionally, high-capacity

networks are data-hungry, which means that a larger number of training samples are

required to avoid under�tting (i.e., no zero loss in training) and a bad generalization.

For example, on CIFAR-10, the VGG architecture (16 layers deep) attains superior

accuracy than ResNet (56 layers deep) when no data-augmentation is used, as VGG

has less capacity than ResNet. Interestingly, this suggests that there is no relation

between the number of parameters and capacity since VGG has 17× more parameters

than ResNet.

Deep-Double Descent. It is well-known from bias and variance regime that above a

particular complexity (i.e., capacity), models tend to decrease their predictive perfor-

mance [Bishop, 2007]. Recently, Nakkiran et al. [2020] observed that deep models do

not follow this conventional regime. Their work reveals a phenomenon, called deep dou-

ble descent, in which increasing network capacity above a threshold (depth or width),

the network predictive ability �rst decreases (as expected by the bias-variance regime)

and then increases again. Surprisingly, deep double descent is not only restricted to

capacity, but also to the number of training epochs and samples.

2.1.4 Transfer Learning and Fine-tuning

Despite state-of-the-art e�ectiveness in learning discriminative representations, deep

convolutional networks require vast computational resources for training from scratch

(when the parameters are randomly initialized) and take many days to process even
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with modern GPUs. For example, on ImageNet, VGG and ResNet take 13 and 20 days,

respectively, to train for 90 epochs. Unfortunately, when applied to other datasets

(domains), the parameters of the network need to be trained again due to unseen

patterns of the new domain. An alternative to training from scratch is to employ a

technique referred to as transfer learning.

Transfer learning consists of adapting a network trained on one domain (source)1

to another one (target) by the means of reconditioning the network parameters using

the target domain, a process named �ne-tuning. By using transfer learning, the training

stage is faster since the network has already learned basic (e.g., edges and texture) and

complex patterns (e.g., parts and shapes of objects) and it only needs to be adjusted to

the target domain. According to previous works [Hendrycks et al., 2019; Shafahi et al.,

2020; Kolesnikov et al., 2020], for some scenarios, transfer learning is able to achieve

better results than training from scratch.

While transfer learning and �ne-tuning play an important role in deep learning,

there exist some scenarios that in�uence the e�ectiveness of these techniques. Based

on previous works [Razavian et al., 2014; Yosinski et al., 2014], we can highlight four

major scenarios:

1. Target domain is small and similar to the source domain. In this case, �ne-tuning

might lead to over�tting or poor generalization because the target domain has few

samples to satisfy the network capacity [Kornblith et al., 2019]. Instead, as both

domains are similar (i.e., some categories are visually akin), it is more adequate

to use feature maps from the network to train a linear classi�er [Razavian et al.,

2014].

2. Target domain is large and similar to the source domain. In this setting, due to

large amount of data in the target domain, �ne-tuning will be robust to over�tting

and provide good generalization. In addition, since the domains are similar, it is

possible to frozen (do not change weights) some early layers since the patterns

learned by them, likely, will be the same [Yosinski et al., 2014].

3. Target domain is small and di�erent from the source domain. In this case, �ne-

tuning might fail because the target domain lies on a low data regime. An

alternative is to learn a classi�er using feature maps from the network, but, since

the domains are di�erent, it is more suitable to use feature maps from early

layers. This is because deep layers contain more dataset-speci�c features, hence,

early layers might work better [Kloss et al., 2018].

1In this dissertation, the term domain indicates a dataset or task.
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4. Target domain is large and di�erent from the source domain. In scenario, because

of the large number of samples in the target domain, �ne-tuning process will work

well. Even though the domains are di�erent, the �ne-tuning can improve the re-

sults [Ke et al., 2017]. However, whether the domains are very di�erent, for

example, the origin domain is image classi�cation and target domain is activity

recognition from wearable sensors data, it is more recommended to learn the net-

work from scratch to avoid divergence problems [Azizpour et al., 2016; Kornblith

et al., 2019].

Based on these cases, it is important to know the characteristics of both source

and target domains before performing transfer learning and �ne-tuning. This way, it

is possible to avoid unexpected results.

2.2 Partial Least Squares

Partial Least Squares (a.k.a Projection on Latent Structures) is a dimensionality re-

duction method that yields a set of discriminative latent variables taking into account

the relationship between independent (X) and dependent (Y ) variables [Geladi and

Kowalski, 1986; Abdi, 2010].

The idea behind Partial Least Squares (PLS) is to �nd a projection matrix

W (w1, w2, ..., wc) that projects the high dimensional space onto a low c-dimensional

space (latent space), where c≪ m. In essence, W can be interpreted as a weight ma-

trix that assigns importance for each feature of X. To �ndW , PLS aims at maximizing

the covariance (Cov for short) between the independent and dependent variables. For-

mally, PLS constructs W such that

wi = maximize(Cov(Xw, Y )), s.t∥w∥ = 1, (2.6)

where wi denotes the ith component of the c-dimensional space. The exact solution to

Equation 2.6 is given by

wi =
XTY

∥XTY ∥
, (2.7)

with X and Y normalized (transformed into Z-scores).

From Equation 2.7, it is possible to compute all c components (c is a parame-

ter) using either Nonlinear Iterative Partial Least Squares (NIPALS) [Abdi, 2010] or

Singular Value Decomposition (SVD). Most works employ NIPALS since it is capable

of �nding only the c �rst components, while SVD always �nds all the m components,
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Algorithm 1: NIPALS for
binary PLS

1 for i = 1 to c do

2 wi =
XTY

∥XTY ∥

3 ti = Xwi

4 qi =
Y T ti

∥Y T ti∥

5 pi =
XT ti

∥XT ti∥

6 X = X − tip
T
i

7 Y = Y − tiq
T
i

8 end

Algorithm 2: NIPALS for
multi-class PLS

1 for i = 1 to c do
2 randomly initialize u ∈ Rm×1

3 wi =
XTu

∥XTu∥

4 ti = Xwi

5 qi =
Y T ti

∥Y T ti∥

6 u = Y qi

7 Repeat 3− 6 until convergence

8 pi = XT ti

9 X = X − tip
T
i

10 Y = Y − tiq
T
i

11 end

being computationally prohibitive for large datasets [Xu and Li, 2019; Maalouf et al.,

2019].

Algorithms 1 and 2 introduce the steps of NIPALS to binary (when Y is single-

column) and multi-class (when Y is multiple-columns) problems, respectively. In Al-

gorithms 1 and 2, ti denotes the projected samples (a.k.a factor scores) on the current

component wi, pi and qi represent the loadings with respect to X and Y , in this order.

Figure 2.8 gives a graphical representation of the matrices found by PLS (binary) in

one iteration of NIPALS.

It is worth mentioning that the single di�erence from Algorithm 2 to 1 is the

convergence step, which compresses the multiple-columns of Y to a single value. This

convergence step (step 7 in Algorithm 2) is achieved when no changes occur in wi.

In addition, we might de�ne a �nite number of steps as a convergence criterion for

ensuring that the method stops.

In contrast to common dimensionality reduction techniques such as Principal

Components Analysis (PCA) and Linear Discriminant Analysis (LDA), PLS presents

many advantages. For example, compared to PCA, PLS requires substantially fewer

components to achieve its optimal accuracy [Schwartz et al., 2009]. Compared to LDA,

PLS is robust to sample size problem2 since the computation of its components, given

by Equation 2.7, does not involve inversion of matrices. The sample size problem takes

place when the data matrix X consists of more features than samples. Unfortunately,

2Sample size problem, zero determinant and singularity are names for the same problem.
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Figure 2.8. Graphical representation of the matrices estimated by PLS in one iteration of
the NIPALS algorithm.

this is a common scenario in approaches associated with deep learning, where the fea-

tures present high dimensionality. In these cases, dimensionality reduction techniques

that involve inversion of matrices, e.g., LDA, are highly limited.

2.2.1 Variable Importance in Projection

Besides being more �exible and, often, attaining superior performance than traditional

dimensionality reduction techniques [Schwartz et al., 2009; Hasegawa and Hotta, 2016;

Kloss et al., 2017], another interesting aspect of PLS is that it can operate as a feature

selection method. For this purpose, after computing the projection matrix W , we need

to employ Variable Importance in Projection (VIP) that estimates the importance of

each feature fj w.r.t its contribution to yield the low dimensional space. According

to Mehmood et al. [2012], VIP is de�ned as

fj =

√√√√m
c∑

i=1

SSi(wij/∥wi∥2)/
c∑

i=1

SSi, (2.8)

where SSi is the sum of squares explained by the ith component, which can be ex-

pressed as q2i t
′
iti (de�ned in Algorithms 1 and 2) [Mehmood et al., 2012]. Importantly,

the feature importance is given by its linear relationship with the class label. In the

context of deep learning, previous works argued that the linear relationship between

deep features and their labels provides surprising results [Donahue et al., 2014; Raza-

vian et al., 2014; Azizpour et al., 2016; Brendel and Bethge, 2019; Kornblith et al.,

2019]. This suggests that linear models (i.e., PLS) are good candidates to be employed
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in this context.

While there exist many other techniques for feature selection with PLS such

as genetic algorithm PLS [Hasegawa et al., 1997] and Monte-Carlo based PLS [Cai

et al., 2008], VIP is simpler, require fewer computations and has no parameters to be

set [Mehmood et al., 2012]. Hence, VIP is the most used technique for feature selection

with PLS [Schwartz et al., 2009; dos Santos Junior et al., 2016; Diniz and Schwartz,

2020].



Chapter 3

Related Work

In this chapter, we review the main works related to the contributions of this disserta-

tion. In Section 3.1, we describe the convolutional networks considered throughout our

research. In Section 3.2, we introduce pruning approaches that remove di�erent struc-

tures from convolutional networks. In Section 3.3, we review state-of-the-art neural

architecture search approaches. In Section 3.4, we present representative works that

focus on exploring multiple layers in convolutional networks. Finally, in Sections 3.5

and 3.6, we describe incremental dimensionality reduction methods and modern feature

selection techniques, respectively.

3.1 Convolutional Networks

While there exist many convolutional networks, our review considers the ones that are

often employed in the topics of our work, which include plain, residual and lightweight

networks. It is important to mention that due to implementation details, throughout

our research, we consider only the architectures described in this section.

Plain Networks. The simplest convolutional architecture is the one that connects

a layer i to its subsequent layer i + 1. Due to this structure, these networks are

named plain networks [He et al., 2016]. One of the most popular plain networks is

the Visual Geometry Group (VGG) architecture [Simonyan and Zisserman, 2015]. The

VGG architecture consists of 3 × 3 convolutional layers, where each one is followed

by 2 × 2 max-pooling. An interesting characteristic of VGG is that when the feature

maps of a layer are halved (due to pooling-operations), the number of �lters of the

subsequent layer is doubled.

While VGG-like settings such as 3 × 3 �lters are often adopted in architectures

25
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for image classi�cation [He et al., 2016; Huang et al., 2017; He et al., 2019a], in the con-

text of activity recognition based on wearable sensors (hereafter referred to as activity

recognition), many other con�gurations have been explored. Di�erent from images, the

input samples in activity recognition are temporal windows generated from raw signals

(a detailed description of this procedure will be given in Section 5.1) and networks such

as VGG are not designed to explore this data structure. Motivated by this, many works

have proposed plain architectures to classify activities from wearable data [Chen and

Xue, 2015; Ha et al., 2015; Rueda et al., 2018; Xu et al., 2018]. For example, Chen and

Xue [2015] proposed an architecture with three convolutional layers, where each layer

is followed by 2 × 1 max-pooling operations. Besides designing architectures, other

works have suggested learning �lters separately for each modality (e.g., accelerometer

and gyroscope) [Ha et al., 2015; Ha and Choi, 2016] as well as improving the input

sample representation before forwarding them to the network [Lu and Tong, 2019].

Residual Networks. It is well-known that deeper networks incur high representation

capacities and, hence, lead to state-of-the-art e�ectiveness in learning discriminative

representations [He et al., 2016; Tan and Le, 2019]. Unfortunately, deep networks are

harder to optimize [Io�e and Szegedy, 2015; He et al., 2016; Ghorbani et al., 2019].

To address this problem, He et al. [2016] proposed to design a residual learning ar-

chitecture, named Residual Network (ResNet). Their residual architecture consists of

connecting a layer i with a subsequent layer i + j, j > 1. This connection (a.k.a

skip-connection) among layers is done by adding (element-wise) their feature maps.

Even though simple, He et al. [2016] demonstrated that these connections enable opti-

ƒ(x)

ƒ(x) + x

x
x

ƒ(x) x

Figure 3.1. Left. Plain network. The output of a layer i is directly connected to its
subsequent layer i+1. Right. Residual network. The output of the layers i and i+ j, j > 1,
are added to compose the �nal output. The symbol⊕ indicates element-wise adding operation.
Formally, given an input x, plain networks output f(x) while their residual counterpart output
f(x) + x.
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mize ultra-deep networks (e.g., 100 − 1000 layers) and achieve notable improvements

in accuracy. Figure 3.1 (left) illustrates the core idea behind residual architectures.

Due to the success and simplicity of residual networks, most architectures are

predominantly based on residual learning [Zagoruyko and Komodakis, 2016; Xie et al.,

2017; Sandler et al., 2018; Zoph et al., 2018; Tan and Le, 2019; Vahdat et al., 2020].

Lightweight Networks. To reduce the number of parameters and �oating point op-

erations of convolutional networks, Howard et al. [2017] proposed a lightweight version

of convolutional layers. This lightweight version, referred to as depthwise separable

convolutions, replaces a (dense) convolutional operation into two lightweight opera-

tions: depthwise and 1 × 1 convolution. The former applies a �lter for each input

channel separately, which is di�erent from standard convolutions � a �lter slides over

all input channels. The latter combines the output of the �rst operation through 1× 1

convolution.

Modern architectures, including the ones yielded by neural architecture search,

employ depth-wise separable convolutions [Zoph et al., 2018; Sandler et al., 2018;

Howard et al., 2019; Vahdat et al., 2020]. Recent works, however, have argued that

lightweight networks lack e�cient implementation in current deep learning frame-

works [Wang et al., 2018a; Vahdat et al., 2020; Gupta and Tan, 2020]. We believe

this phenomenon is because depth-wise separable convolutions might increase latency,

as a single layer (standard convolution) is replaced into two layers. Thereby, it is

interesting to investigate alternatives to reduce both parameters and �oating-point

operations.

3.2 Pruning Structures in Convolutional Networks

Due to the over-parameterized regime of convolutional networks, many of its structures

(neurons and layers) become redundant or unimportant [Han et al., 2015; Zhang et al.,

2019; Chatterji et al., 2020]. Thus, it is possible to remove such structures with minimal

or no loss in the prediction ability (i.e., accuracy).

Pruning approaches are leveraged by an analogy to human brain plasticity, which

can recover from damages after appropriate treatment. In this sense, the idea behind

pruning is to identify structures of the network that provide the lowest damage (i.e.,

drop in accuracy), thus enabling a simple and e�ective recovery. For this purpose,

existing pruning approaches apply di�erent criteria for determining the importance of

neurons and layers and focus on eliminating speci�c structures. Figure 3.2 summarizes

the main types of existing pruning approaches.
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Pruning Approaches

Neurons (Filters)

Handcrafted Learnable

Layers

Dynamic Static

Hybrid

Figure 3.2. Existing pruning strategies grouped by the type of structure removed: neurons
(�lters), layers or both (hybrid). Strategies that remove neurons are divided according to the
essence of the criteria for assigning neuron importance: learnable or handcrafted. Strategies
that remove layers are divided according to the way of eliminating layers: dynamic or static.

3.2.1 Pruning Neurons

Pruning neurons (�lters) from convolutional networks consist of locating the ones that

could be removed with small or no loss in network accuracy. In particular, pruning

approaches focus on eliminating �lters in convolutional layers since they dominate most

computation [Han et al., 2015; Li et al., 2017]. Towards this end, Han et al. [2015]

proposed a three-step iterative pipeline: locate and remove potential �lters based on

their importance, and adjust the weights of the resulting (pruned) network. Despite

simple, modern pruning approaches employ slight variations of this pipeline, often

modifying only the criteria for assigning �lter importance.

Handcrafted Criteria. Previous works suggested that simple statistics computed on

the �lters such as ℓ1-norm [Li et al., 2017; Liu et al., 2019b; Frankle and Carbin, 2019;

Renda et al., 2020], ℓ2-norm [He et al., 2018a], and geometric mean [He et al., 2019b] are

capable of identifying unimportant �lters. Speci�cally, these statistics are estimated

considering the weights of the �lters, which means that �lters are represented by their

weights. Instead, other works have observed that estimating �lter importance based on

its output (feature maps) is more appropriate since it takes into account the in�uence

of data [Luo et al., 2019; Yu et al., 2018; Lin et al., 2020; Tan and Motani, 2020]. For

example, Lin et al. [2020] and, Tan and Motani [2020] demonstrated that low-rank

and average absolute value of the feature maps, respectively, indicate low-importance

�lters; thus, such �lters can be removed without degrading network accuracy.

Importantly, some strategies operate in a layer-by-layer fashion [Li et al., 2017;

Huang et al., 2018; Luo et al., 2019]. In this scheme, the network is pruned considering

one layer at a time and, after pruning a layer, some epochs of �ne-tuning are performed.

Thereby, the total number of �ne-tuning stages grows linearly to the number of layers.

For example, the approach by Luo et al. [2019] performs 16 stages of �ne-tuning for
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each layer pruned; therefore, to prune a 56-layer network is necessary (at least1) 56×16
stages of �ne-tuning, which is computationally expensive.

Di�erent from the aforementioned works, Luo and Wu [2020] proposed to esti-

mate �lter importance based on the distribution divergence of the network after its

removal. More concretely, the importance of a �lter is assigned by Kullback-leibler

divergence (KL) [Kullback and Leibler, 1951] between the softmax of the original (un-

pruned) network and the network without this �lter. Despite the positive results, this

approach is computationally expensive since after removing a �lter is necessary to for-

ward samples through the network. In summary, to prune a network of 400 �lters this

approach requires 400 forward predictions.

Compared to existing handcrafted criteria, our criterion (PLS) for assigning �lter

importance is more suitable to indicate unimportant �lters, as it achieves the lowest

drop in accuracy. Compared to the layer-by-layer strategies, we show that our approach

is more e�cient since it achieves superior performance with only 10 (or less) stages of

�ne-tuning.

Learnable Criteria. Instead of designing handcrafted criteria, in this category, �lter

importance is imposed as an optimization criterion [Liu et al., 2017; Huang and Wang,

2018; Li et al., 2019c; Chin et al., 2020; Guo et al., 2020a]. Such approaches typically

associate each �lter with a learnable variable (scale factor), which induce unimportant

�lters to have small scaling factors during the optimization stage (i.e., training phase).

Overall, scaling factors are interpreted as the importance of a �lter. Thus, �lters

associated with small scaling factors are the least important ones and can be removed.

Due to the optimization phase, most works in this category require that the network

be trained from scratch.

Instead of learning scale factors, other works in this category propose to learn

agents. These agents take �lters as input and output binary decisions indicating

whether a �lter will be kept or removed [Huang et al., 2018; He et al., 2018b]. Through

reinforcement learning, these agents are encouraged to remove �lters while satisfying

some policy, e.g., computational-budget (the pruned network has the best accuracy

given an amount of hardware resources) or quality (the pruned network has the small-

est loss in accuracy). In contrast to scaling factors approaches, agent-based strategies

can be applied to o�-the-shelf networks since the agents are not learned jointly with

the network.

Compared to learnable criteria strategies, we show that our pruning method ob-

tains one of the best trade-o�s between accuracy and computational cost. In addition,

1In practice, layer-by-layer approaches perform additional �ne-tuning epochs after pruning all
layers.
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we remove more �oating point operations than cost-aware approaches [Huang et al.,

2018; He et al., 2018b], even without considering the computational cost in the pruning

process.

3.2.2 Pruning Layers

A recent trend in compression and acceleration of deep networks by pruning is to remove

entire layers instead of small components such as �lters. In this family of pruning, most

strategies are predominantly grounded on the unraveled view of residual networks [Veit

et al., 2016]. The unraveled view states that each stage in the network learns a single

level of representation, and modules (set of layers) within a stage only re�ne represen-

tations on the same level [Gre� et al., 2017b]. This view ensures that the removal of

a single module does not degrade predictive ability. Most importantly, there is only

evidence for unraveled view in residual-based networks � the output of preceding lay-

ers is propagated to successive layers (see Figure 3.1 left) [He et al., 2016]. Thereby,

all strategies focusing on removing layer/modules are limited to residual networks and

their variations.

It is worth mentioning that before the work by Veit et al. [2016], Huang et al.

[2016] had proposed to eliminate entire modules, but, from a regularization perspective

to training very deep networks. Roughly speaking, Huang et al. [2016] removed modules

on the training stage while Veit et al. [2016] removed modules on the testing stage.

Dynamic. The main characteristic shared by this category is that modules are pruned,

on the �y, based on the input presented to the network. For this purpose, previous

works have followed two distinguished directions. The former introduces decision gates

(i.e., a softmax function) for each module composing the network. During inference,

each decision gate decides to execute or skip its respective module [Sha�ee et al.,

2019; Veit and Belongie, 2020]. The latter learns agents that output binary decisions

indicating, at once, the modules to be pruned [Wu et al., 2018; Wang et al., 2018b].

Both decision gate and agent-based approaches obtain di�erent computational

cost since the number of removed modules vary across images, as illustrated in Fig-

ure 3.3 (top and middle).

Compared to these approaches, our method to prune layers obtains competitive

results; however, it achieves such results independently of the input given to the net-

work, which can be particularly attractive in �xed-resources scenarios.

Static. Di�erent from dynamic strategies, in this category, the same modules are

always pruned regardless of the input given to the network, as shown in Figure 3.3

(bottom). Representative works, such as Veit et al. [2016]; Gre� et al. [2017b]; Han et al.
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Module b1 Module b2 Module b3

Module b1 Module b2 Module b3

Module b1 Module b2 Module b3

Figure 3.3. Strategies that remove modules (set of layers) from convolutional networks. The
red switching indicates that a module was removed. Top and middle: Dynamic strategies,
where modules are pruned according to the input image. For example, given a duck image
(top), the modules b1 and b3 are removed. Given a bear image (middle), on the other hand,
only the module b2 is removed. Bottom: Static strategies, where modules are pruned re-
gardless of the input presented to the network. For example, to all the images of the dataset,
the modules b2 and b3 are always pruned.

[2017], remove module-by-module (i.e., one module at a time) and evaluate network

accuracy. In particular, these works explore pruning from a theoretical perspective, i.e.,

they are not concerned with the computational cost. For example, Han et al. [2017]

observed that increasing network width decreases accuracy loss after removing layers.

More recently, some works proposed to prune layers (in a static way) focusing

on reducing computational demand [Huang and Wang, 2018; Fan et al., 2020]. For

example, Huang and Wang [2018] added scaling factors to residual modules and, after

optimizing them, removed modules associated with near-zero values. Fan et al. [2020]

proposed to employ the stochastic depth regularization [Huang et al., 2016] to train an

ultra-deep network. At the testing phase, their approach removes layers until satisfying

a computational budget. Despite the positive results, such strategies require training

a network from scratch, hindering applicability on o�-the-shelf networks. In contrast,

our approach does not require this training phase. Moreover, compared to Huang
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and Wang [2018], we provide a pruned network with better computational cost and

accuracy drop.

3.2.3 Pruning Hybrid Structures

Strategies focusing on pruning neurons and �lters are complementary and could bene�t

from each other. To the best of our knowledge, only the work by Cai et al. [2020]

explores such a scenario. In their approach, the authors proposed to train a dense and

computationally expensive network. Then, subnetworks are sampled from the dense

network such that satisfying a given hardware constraint. Even though their approach

achieves promising results, it is computationally prohibited since a large number of

GPUs is required to train the dense network. We show that it is possible to eliminate

both �lters and layers in a two-step way: remove layers �rst and, then, remove �lters.

Unfortunately, due to the architecture employed by Cai et al. [2020], we are not able to

compare our two-step strategy with them. More speci�cally, throughout our evaluation,

we employ traditional and o�-the-shelf networks (i.e., ResNet-based networks), hence,

our results cannot be compared directly with Cai et al. [2020].

We highlight that Huang and Wang [2018] proposed to remove �lters and layers

by using scaling factors (as we explained before). However, their strategy removes

either �lters or layers, but not both. Thus, we do not consider it as a hybrid strategy.

3.3 Neural Architecture Search

Current pattern recognition methods are capable of achieving results better than hu-

mans [Deng et al., 2009; Parkhi et al., 2015; Badia et al., 2020]. Most methods, how-

ever, rely on domain expertise and intense human engineering. Consequently, there

have been substantial e�orts to automate the process of creating, training and deploy-

ing methods, namely Automated Machine Learning (AutoML) [Wistuba et al., 2017;

Elsken et al., 2019; Yang and Shami, 2020]. In the context of AutoML for visual pattern

recognition, many works have proposed Neural Architecture Search (NAS) strategies,

which focus on discovering convolutional architectures automatically.

Given a criterion such as accuracy or �xed resource budget, NAS attempt to

optimize the target criterion by training and evaluating a large set of candidate ar-

chitectures. As a consequence, existing NAS approaches require vast computational

resources, parallel processing infrastructure and take many days to process even with

modern GPUs [Baker et al., 2017; Real et al., 2017; Zoph et al., 2018]. It is important

to mention that, to alleviate this problem, most NAS approaches train the candidate
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Figure 3.4. Existing neural architecture search strategies grouped by the type of mechanism
employed to create candidate architectures.

architectures for few epochs (i.e., 10-20) [Real et al., 2017; Baker et al., 2017; Zoph

et al., 2018; Li et al., 2020b], which might yield unreliable models during the search

process [Dong and Yang, 2020; Sciuto et al., 2020; Yang et al., 2020b].

In general, NAS approaches employ di�erent strategies such as reinforcement

learning and evolutionary algorithms. Figure 3.4 summarizes the main strategies used

by state-of-the-art NAS approaches.

3.3.1 Reinforcement Learning

To automate the process of creating convolutional networks, a typical technique is to

use reinforcement learning (RL) to generate candidate architectures. Baker et al. [2017]

employed this strategy for selecting types of layers and their parameters (i.e., depth,

receptive �eld, stride). In contrast, Zoph et al. [2018] proposed to learn transferable

architectures by applying the scheme of human-designed convolutional networks, in

which layers share a similar structure. Their method uses a recurrent neural network

to predict a cell, which consists of a set of layers (e.g., convolution, identity, pooling)

and their connections. The �nal architecture is obtained by repeating the best cell

N times, where N is manually prede�ned. The idea of searching cells rather than an

entire architecture is still widely employed by modern NAS approaches [Chen et al.,

2019; Vahdat et al., 2020; Yang et al., 2020b].

Similarly to Zoph et al. [2018], we show that our NAS is capable of building

architectures that generalize well across datasets, such that we can learn a model on

a small dataset and transfer it to large datasets. More importantly, our method is

orthogonal to this approach (hence orthogonal to most NAS) in the sense that we

discover N given a prede�ned cell.

3.3.2 Evolutionary Algorithms

Since using neural networks to learn architectures is time-consuming and requires care-

ful parameter setting [Wu et al., 2018; Dong and Yang, 2019], many works employ
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evolutionary algorithms to guide the search [Real et al., 2017; Dong and Yang, 2020;

Yang et al., 2020b]. In general, an evolutionary framework builds convolutional net-

works by considering each candidate architecture as an individual of the population

and operations such as inserting or removing layers/connections are considered possible

mutations [Real et al., 2017]. Improving upon this idea, Yang et al. [2020b] proposed

to share parameters between individuals of the population and employ a Pareto-front

sorting strategy for selecting the non-dominated candidates � candidates that are no

worse than any other on a given performance metric. As expected, their approach is

able to discover high-performance architectures in a few hours.

Compared to this family of strategies, our NAS approach is able to design com-

petitive architectures by exploring one order of magnitude fewer individuals. More

speci�cally, our NAS discovers more accurate and e�cient architectures than Real

et al. [2017] while evaluating 10× fewer models. Compared to Yang et al. [2020b], our

method builds more parameter-e�cient architectures with slightly inferior accuracy.

3.3.3 Morphism

Although RL and evolutionary NAS are capable of building accurate models, their

search process is computationally expensive since each candidate architecture needs

to be trained from scratch in most cases. To handle this problem, recent works at-

tempt to transfer the knowledge of previous pre-trained networks to the candidate

architectures [Elsken et al., 2018; Kandasamy et al., 2018; Jin et al., 2019]. To this

end, a popular technique is network morphism, which creates new networks by means

of function-preserving transformations [Chen et al., 2016]. In essence, network mor-

phism allows the original and the modi�ed network to have the same prediction ability.

Elsken et al. [2018] employed network morphism to initialize architectures, aiming at

reducing the cost of training them from scratch. Cai et al. [2018] applied RL to generate

transformations on an initial network, for example, DenseNet [Huang et al., 2017]. As

suggested in their work, using an existing and pre-trained architecture is an e�cient

manner of exploring the search space, being possible to reuse its weights as well as

its successful initial structure. Our method takes advantage of these observations, but

focuses exclusively on depth. Kandasamy et al. [2018] and Jin et al. [2019] employed

Bayesian optimization to guide transformations during the search process. While com-

putationally e�cient, these approaches yield low-accuracy architectures. To achieve

competitive results, many hyper-parameters need to be set manually [Jin et al., 2019],

rendering an unfair comparison with other NAS approaches.

Compared to morphism-based NAS, our method enables reusing weights of pre-
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trained convolutional networks more easily because it does not require a careful selec-

tion of the morphism operations.

3.3.4 Di�erentiable

In this category of NAS, the architecture and its weights are learned jointly during the

gradient descent optimization [Brock et al., 2018; Dong and Yang, 2019; Chen et al.,

2019; Liu et al., 2019a]. For this purpose, di�erentiable NAS approaches convert the

discrete search space into a continuous one such that the elements (i.e., number of

�lters, stride and connections) composing an architecture can be viewed as parameters

to be learned. During the gradient optimization phase (a.k.a search phase), one candi-

date architecture is built at the end of each training epoch; thus, the number of epochs

de�nes the number of candidate architectures. To further improve e�ciency and reduce

memory demand, the candidate architectures are shallow, but, after the search phase,

the �nal architecture has its depth increased to improve representation capacities. In

contrast to this pipeline, Chen et al. [2019] proposed to increase depth during the

search phase. This is achieved by increasing network (candidate architectures) depth

after some search iterations.

In general, compared to other approaches, di�erentiable NAS considerably im-

proves the time required for discovering architectures. Particularly, compared to

reinforcement- and evolutionary-based algorithms, di�erentiable NAS build architec-

tures requiring one order of magnitude fewer GPU-days [Dong and Yang, 2019; Chen

et al., 2019; Vahdat et al., 2020]. On the other hand, these approaches are parameter

sensitive, which means that they need careful tuning of their hyper-parameters [Dong

and Yang, 2019]. Besides, compared to other NAS, the search space needs to be dras-

tically reduced due to memory constraints [Wan et al., 2020].

We show that our NAS leads to competitive architectures without requiring a

careful parameter setting. Speci�cally, we need to set only two parameters, which

exhibit a small in�uence on the accuracy of the candidate architectures. In terms of

computational cost, our NAS is computationally e�cient, as our search space consider

exploring depth only. Concurrently to our work, Chen et al. [2019] also focus on ad-

justing depth, however, they increase the depth uniformly (similar to human-designed

architectures) while we learn a depth for di�erent levels of the network.



36 Chapter 3. Related Work

3.4 Exploring Layers in Convolutional Networks

The idea of incorporating multiple levels of features has received great attention in

computer vision tasks [Hariharan et al., 2015; Kong et al., 2016; Bell et al., 2016;

Huang et al., 2017; Wang et al., 2018a; Sindagi and Patel, 2019; Huang et al., 2019].

Previous works observed that combining features from early and deep layers improves

data representation [Bell et al., 2016; Kong et al., 2016; Zhou et al., 2020]. Such

combination, however, could be non-trivial since features (feature maps) from early

and deep layers present di�erent spatial dimensions and lies on a high dimensional

space.

To address the aforementioned problem, some strategies (referred to as Hyper-

Nets) insert operations after each layer to be combined, as shown in Figure 3.5. For

instance, Bell et al. [2016] employed 1× 1 convolution to normalize feature maps from

previous layers as well as reducing their dimensionality. Instead, Kong et al. [2016]

used max-pooling and deconvolution layers to re-scale all feature maps for the same

spatial resolution. Then, these re-scaled feature maps feed convolutional layers, which

in turn are connected to fully-connected layers. Interestingly, Kong et al. [2016] ob-

served that adjacent layers are correlated and, when combined, do not enhance data

representation. Similarly, Sindagi and Patel [2019] demonstrated that combining layers

Convolutional Network

Classi�er
HyperNet 

Concatenation

Figure 3.5. Overall process to build a HyperNet. After setting the layers to be combined
(represented by black boxes), operations such as convolution, pooling or re-scaling are applied
to their outputs yielding a feature map (represented by a cuboid). Then, these feature maps
are concatenated and presented to a classi�er (e.g., a fully connected layer). In this process,
since the original architecture (top) is unchanged the network topology is preserved, thus
enabling applicability on o�-the-shelf-networks.
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by concatenating their feature maps leads to better results than other operations, e.g.,

addition.

An interesting aspect of the HyperNets above is that they preserve the topology

(see Figure 3.5) of the original network, thus enabling applicability on o�-the-shelf

networks. However, the complexity and computation of the network increase consider-

ably due to the additional operations such as 1×1 convolutions. Additionally, features

from earlier layers are high-dimensional, which further increases the number of �oating-

point operations. Therefore, such strategies might be prohibitive for applications with

limited memory and low computational power. Our HyperNet, on the other hand,

is capable of combining multiple layers at negligible additional cost and handling the

problem of high dimensionality as well.

Instead of exploring multiple layers in o�-the-shelf networks, a parallel line of

research focuses on designing convolutional architectures to encode multiple levels of

features, namely multi-scale networks. A representative approach in this category

is the work by Huang et al. [2017]. In their approach, a convolutional layer takes

as input the feature maps of its preceding layers, as illustrated in Figure 3.6. This

architecture topology increases signi�cantly the computational cost, as a layer operates

on a high-dimensional input. Improving upon this model, similar to HyperNets, Wang

et al. [2018a] proposed to reduce the computational overhead by carefully reducing the

dimensionality of the layers before concatenating them. Surprisingly, their architecture

obtained better performance than lightweight networks such as MobileNet [Howard

et al., 2017].

It is important to mention that due to the design of multi-scale networks it is not

possible to compare them with HyperNets approaches.

Figure 3.6. Overview of a multiscale convolutional network. This architecture encodes
features (indicated by colored arrows) from shallow and deep layers. For this purpose, a layer
i takes as input the feature maps from all preceding layers. For example, the last convolutional
layer (gray box) receives as input its preceding layers (red, blue and black boxes).
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3.5 Incremental Dimensionality Reduction

Traditional dimensionality reduction methods are unsuitable for large datasets since

all the data need to be available in advance and this could be impractical due to

memory constraints. To handle this problem, many works have proposed incremental

dimensionality reduction methods. These approaches estimate the projection matrix

using a single data sample (or a subset) at a time while keeping some properties of the

traditional dimensionality reduction methods [Weng et al., 2003; Zeng and Li, 2014].

To enable PCA to operate in an incremental scheme, Weng et al. [2003] proposed

to compute the principal components without estimating the covariance matrix, which

is unknown and impossible to be calculated in incremental methods. For this purpose,

their method, named Candid Covariance-free Incremental Principal Component Analy-

sis (CCIPCA), updates the projection matrix for each sample x, replacing the unknown

covariance matrix by the sample covariance matrix (xxT ). While CCIPCA provides

a minimum reconstruction error of the data, it might not yield very discriminative

subspaces since label information is ignored (similarly to traditional PCA) [Martínez

and Kak, 2001].

To achieve discriminability, incremental methods based on LDA have been pro-

posed [Hiraoka et al., 2000; Lu et al., 2012]. In particular, this class of methods is

less explored since they present some problems (e.g., the sample size problem), which

makes them infeasible for some tasks. Di�erent from incremental LDA methods, incre-

mental PLS methods are more �exible and present better results [Zeng and Li, 2014].

Motivated by this, Arora et al. [2016] proposed an incremental PLS based on stochastic

optimization (SGDPLS), where the idea is to optimize an objective function using a

single sample at a time. Similarly to Arora et al. [2016], Stott et al. [2017] proposed

applying stochastic gradient maximization on NIPALS, extending it for incremental

processing. Even though they present promising results on synthetic data, their ap-

proach presented convergence problems when evaluated on real-world datasets. Thus,

we consider only the approach by Arora et al. [2016], which was the one that converged

for several of the datasets evaluated and presented better results.

While SGDPLS is e�ective, SGD-based methods applied to dimensionality reduc-

tion are computationally expensive and present convergence problems, as demonstrated

by Weng et al. [2003] and, Zeng and Li [2014]. In addition, this class of approaches

requires careful parameter tuning and their results are often sensitive to the type of

dataset [Weng et al., 2003]. To address convergence problems in SGD-based PLS, Zeng

and Li [2014] proposed to decompose the relationship between independent and depen-

dent matrices (variables) into a sample relationship (i.e., a single sample with its label).
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This process is performed only to compute the �rst component, while the higher-order

components are estimated by projecting the �rst component onto an approximated

covariance matrix using a few PCA components. As we mentioned earlier, since tra-

ditional PCA cannot be employed in incremental methods, Zeng and Li [2014] used

CCIPCA to reconstruct the principal components of the covariance matrix.

In contrast to the aforementioned incremental PLS methods, our incremental PLS

presents superior performance in both accuracy and execution time for estimation of the

projection matrix, which is an important requirement for time-sensitive and resource-

constrained tasks. Compared to the method of Zeng and Li [2014] (called incremental

PLS - IPLS), we show that the proposed method separates the data better since our

higher-order components keep the properties of traditional PLS.

3.6 Feature Selection

Another line of research widely employed to reduce computational cost is feature selec-

tion. Feature selection consists of ranking and selecting a subset of features based on a

speci�c criterion. In order to discover the most relevant features, many techniques have

been proposed such as LASSO regression [de Geer, 2008; Rooyen et al., 2015], mutual

information [Yang and Moody, 1999; Fleuret, 2004] and eigenvector centrality [Ro�o

and Melzi, 2016a,b]. Such techniques exhibit di�erent accuracies and computational

complexity for ranking the features. Among the state-of-the-art feature selection tech-

niques, the strategy by Ro�o et al. [2015, 2017, 2020] is the most successful in terms

of accuracy and e�ciency. Thus, throughout this section, we focus on describing their

feature selection framework.

Ro�o et al. [2015] proposed to interpret feature selection as a graph problem.

In their method, named In�nity Feature Selection (infFS), each feature represents a

node in an undirected fully-connected graph and the paths in this graph represent

the combinations of features. Following this model, the goal is to �nd the best path

taking into account all the possible paths (in this sense, all the subsets of features) on

the graph, by exploring the convergence property of the geometric power series of a

matrix. Improving upon this model, Ro�o et al. [2017] suggested quantizing the raw

features into a small set of tokens before applying the process of Ro�o et al. [2015]. By

using this pre-processing, their method (referred to as In�nity Latent Feature Selection

- ilFS) achieved even better results than infFS. Recently, Ro�o et al. [2020] presented

a more e�cient version of infFS, which considers supervised (infFSS) and unsupervised

(infFSU) scenarios.
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Although the framework by Ro�o et al. [2015, 2017, 2020] achieved state-of-the-

art results, some works have demonstrated that PLS coupled with Variable Impor-

tance in Projection attains promising results in feature selection [Schwartz et al., 2009;

de Melo et al., 2013; dos Santos Junior et al., 2016; Diniz and Schwartz, 2020]. We

show that the proposed incremental PLS with VIP achieves comparable results when

compared to PLS+VIP as well as with state-of-the-art feature selection techniques.

We highlight that while there exist many other feature selection techniques, the

works by Ro�o et al. [2015, 2017, 2020] outperform (or are in par with) most existing

feature selection techniques. Therefore, we limit our comparison only with these works.

In addition, the complexity of other feature selection techniques grows quickly as the

number of samples increases, thus they are prohibitive for large datasets such as the

ones in computer vision [Krizhevsky et al., 2009; Deng et al., 2009; Huang et al., 2012].



Chapter 4

Proposed Approaches

In this chapter, we introduce the proposed approaches to improve computational cost

and data representation of convolutional networks. We start by describing our pruning

approach that locates potential structures (neurons and layers) to be removed from

convolutional networks. Then, we present our neural architecture search approach

that designs high-performance networks automatically. Afterward, we describe our

HyperNet approach that captures di�erent levels of representation distributed over

early and deep layers of the network. Finally, we introduce our incremental Partial

Least Squares that learns the low-dimensional latent space by using a single sample

at a time. Throughout the chapter, we use the mathematical de�nitions stated in

Chapter 2.

4.1 Pruning Approaches

Problem De�nition. Let F be a convolutional network with L layers, where the

number of neurons in each layer fi ∈ {1, 2, ..., L} is de�ned by |fi|. De�ne F ′ a

network without some structures of F such that |f ′
i |L

′
i=1 ≤ |fi|Li=1 (pruning �lters) or

L′ < L (pruning layers). Thus, F ′ is an e�cient and lower-complexity version of F .
Figure 4.1 illustrates F ′ yielded from the removal of �lters and layers of F .

Our target is to identify and remove structures from F that preserve as much

accuracy as possible, which means yielding F ′ such that its accuracy is close (ideally

superior) to F .

41
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(a) (b) (c)

Figure 4.1. Pruning approaches considering di�erent structures: neurons or layers. (a)
Original, unpruned, network. (b) Pruning approach that removes neurons, i.e., |f ′

i |L
′

i=1 ≤
|fi|Li=1. (c) Pruning approach that removes layers, i.e., L′ < L. Because (b) and (c) have
fewer neurons and layers (they are less complex than (a)), such networks are an e�cient
version of (a).

4.1.1 Pruning Filters

This section de�nes the proposed method to eliminate �lters in convolutional networks.

We start by describing the representation of �lters as feature vectors. Then, we intro-

duce how to measure �lter importance. Finally, we describe how to remove �lters with

low importance. Figure 4.2 shows an overview of our strategy for removing �lters.

 
Filter 

Importance - VIP
(Eq. 2.8)

Prune (p%) and
Fine-Tuning

Dimensionality
Reduction - PLS

(Alg. 2)

Filter 
Representation

(Fig. 4.3)

Repeat

Figure 4.2. Overview of our strategy for removing �lters from convolutional networks.
First of all, the �lters composing a convolutional network are represented as feature vectors.
Then, we project these feature vectors onto a compact space using PLS. Finally, we assign an
importance score for each feature (�lters) using VIP and remove p% of the �lters based on
this score.

Filter Representation. The �rst step in our pruning �lter method is to represent

�lters that compose the network as feature vectors. For this purpose, we present the

training data to the network and interpret the feature maps of each convolutional �lter

as a feature vector (or a set of features). These feature maps are high dimensional and

might lead to memory constraints. However, it is well-known that pooling operations

can encode the most important information about large feature maps [Hu et al., 2018;

Li et al., 2019b; Veit and Belongie, 2020]. Therefore, we apply a pooling operation

to reduce their dimension. We consider the following pooling operations: global max-
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Figure 4.3. Representation of convolutional �lters as feature vectors. First, we present
samples to the network and extract feature maps from the convolutional layers. Then, we
apply a pooling operation (indicated by σ) on these feature maps and interpret the output of
the pooling as feature vectors. For simplicity, each layer of the network consists of one �lter
only (one dimension of the feature space). Red and blue points denote positive and negative
samples, respectively.

pooling, global average pooling and max-pooling 2 × 2. Afterward, the output of the

pooling operation is interpreted directly as one feature (when using the global pooling

operations) or as a set of features (when using the max-pooling 2×2). Speci�cally, each
�lter is represented by its feature map followed by the pooling operation. Finally, the

�lter representations from di�erent layers are concatenated to compose the �nal feature

vector that represents all �lters of the network. Figure 4.3 illustrates this process.

The intuition for using the feature map as a feature is that we are able to measure

its relationship with the class label on the latent space (PLS criterion). In this way, a

�lter associated with a feature with low relationship might be removed.

Filter Importance. After executing the previous steps, we have created a high di-

mensional feature space, representing all convolutional �lters of the network at once.

Then, we measure the �lter importance score to remove the ones with low importance.

To this end, we project the high dimensional space onto a latent space using PLS and

employ the VIP (Equation 2.8) technique to estimate the contribution of each feature

in generating the latent space. Recall that, following the modeling performed in the

�rst step of our method, each feature corresponds to a �lter. In particular, when using

the max-pooling operation as �lter representation, we have a set of features for each

�lter; therefore, the �nal score to a �lter on this representation is the average of its
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Algorithm 3: Pruning Filters from Convolutional Networks

Input : Convolutional Network F
Pooling operation σ
Number of iterations k

Output: Pruned Convolutional Network F ′

1 F ′ ← F
2 for j ← 1 to k do
3 X = {}
4 for fi ∈ F ′ do
5 oi ← feature maps from fi
6 X ← X ∪ {σ(oi)}
7 end
8 Estimate importance score of each feature (�lter) of X using PLS+VIP
9 F ′ ← F ′ \ p% lowest-score �lters

10 Fine-tune F ′

11 end

scores.

Prune and Fine-tune. Given the importance of all �lters that compose the network,

we can remove p% of the �lters associated with low scores. The removal stage consists

of creating a new network F ′, without the discarded �lters, and transferring the weights

of the kept �lters. In other words, F ′ inherits the weights of the kept structures of F .
Finally, we perform some stages of �ne-tuning in F ′ to compensate for the structures

that have been removed. An alternative to �ne-tuning is training the pruned network

from scratch. The latter, according to recent observations, leads to worse results than

�ne-tuning [Liu et al., 2019b; Evci et al., 2019; Fan et al., 2020]. Our experiments

corroborate this observation, in which training the pruned network from scratch does

not bring notable improvements to our method.

The process above composes one iteration of our method. Such a process can be

repeated until a speci�c number of iterations is reached, where the input network to the

next iteration is the pruned network of the previous iteration. Algorithm 3 summarizes

all the steps of the proposed method to prune �lter.

4.1.2 Pruning Layers

This section de�nes the proposed method to eliminate layers in convolutional networks.

We start by describing the representation of layers as feature vectors. Then, we intro-

duce how to measure layer importance. Finally, we describe how to remove layers with

low importance.
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Figure 4.4. Representation of the modules (set of layers) as features. At the end of each
module (the add operation '+') we extract the feature maps and interpret them as feature
vectors.

Layer Representation. Modern convolutional architectures consist of modules �

stack of layers with the same con�guration (i.e., number of �lters and spatial res-

olution). Following these architectures, we are unable to remove single layers within

modules due to implementation details1 (incompatible dimensions). Fortunately, based

on prior works [Veit et al., 2016; Gre� et al., 2017b; Han et al., 2017; Fan et al., 2020],

we can eliminate entire modules without degrading the representation capabilities of

the network.

To eliminate modules from convolutional networks, the �rst step in our approach

is to represent modules as features. Similar to the process for representing �lters as

features, we could interpret the feature maps of the layers composing bi as a set of

features. However, the last layer of a module contains information about the entire

module (i.e., its preceding layers) [Veit et al., 2016; Huang et al., 2017; Gre� et al.,

2017a]. Thereby, to represent each module bi, we can extract feature maps considering

only its last layer, as illustrated in Figure 4.4.

Layer Importance. Given a feature map Xi from a module (its last layer) bi, the

next step in our method is to measure the importance of the features composing Xi.

This way, we are estimating the importance of bi to which we could remove the least

important ones. For this purpose, we project Xi onto a low-dimensional space using

PLS and, then, employ VIP to estimate the contribution of each feature in generating

this space. Such a process will provide a set of importance scores; thus, we average

these values to compose the �nal importance of bi.

Prune and Fine-tune. With the importance of all modules that compose the

1We refer the reader to Appendix B for additional details.
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network, we can remove p% of the modules associated with low scores. The removal

stage is similar to the process of removing �lters � we create a new network F ′,

without the discarded modules, and transfer the weights of the kept modules. Finally,

we perform some stages of �ne-tuning in F ′ to compensate for the structures removed.

4.2 Neural Architecture Search

Problem De�nition. Let F be a convolutional network composed of S stages. Each

stage si ∈ S consists of bi modules (set of layers as illustrated in Figure 4.5), which in

turn de�ne the depth of stage si. Following the structure of modern architectures, the

layers within a stage operate on the same input/output resolution (i.e., their feature

maps have the same dimension). In previous works, including NAS, b is the same for

all stages or de�ned empirically. For instance, ResNet39 has six residual blocks in each

of its stages (i.e., bi∈{1,...,S} = 6), as shown in Figure 4.6 (top). Our target is to design

architectures by learning the number of modules bi for each stage si, as illustrated in

Figure 4.6 (bottom).

4.2.1 Stage-wise Architecture Search

This section de�nes the proposed method to automatically design convolutional net-

works. We start by describing the cell modules, which are the components employed

to build our architectures. Then, we introduce how to measure the importance of these

Separ.
conv. Ident. Ident.Avg.

pool

Add

Conc.Add

Conv.

Conv. Separ.
conv.

Separ.
conv.

Separ.
conv.

Separ.
conv.

Add AddAddAdd

Avg.
pool

Avg.
pool

Figure 4.5. Left. Residual modules employed in ResNets [He et al., 2016]. Right. Cell
modules employed in NASNets [Zoph et al., 2018]. Add indicates element-wise addition
operation. Sep. Conv. indicates depthwise separable convolutions. Ident. indicates that the
received input is propagated with no transformation. Avg. pool and Conc. indicate average
pooling and concatenation operation, respectively.
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Stage 1 Stage 2 Stage 3

b1 = 6

/2 /2

/2 /2

Stage 1 Stage 2 Stage 3

b2 = 6 b3 = 6

b1 = 2 b2 = 8 b3 = 4

Figure 4.6. Top. Structure of modern architectures, in which depth (number of modules)
is the same for all stages. Bottom. Structure of our architectures, in which the depth of
each stage is adjusted based on the importance of its features. Following these structures,
the number of modules in each stage de�nes its depth. In this example, the mid-stage of our
architecture is more important as it is deeper, while the early-stage is less important as it is
the shallower.

cell modules. Finally, we describe how to insert cell modules, which means generating

candidate architectures, and how to transfer the knowledge of pre-trained networks to

such architectures, respectively.

Modules. The �rst step in our neural architecture search approach is to de�ne

a module type. We consider two types of modules: residual blocks from ResNet [He

et al., 2016] (Figure 4.5 left) or cells from NASNet [Zoph et al., 2018] (Figure 4.5, right).

We do not explore the combination of both, meaning that the discovered architecture

is either ResNet-based or NASNet-based. We limit our experiments to these two types

of modules due to their relevance in modern architectures and because the combination

of di�erent modules can generate incompatible dimensions in the feature maps, thus

requiring a careful implementation [Wan et al., 2020].

Stage Importance. The next step in our method is to measure the importance score

for each stage si ∈ S. For this purpose, we apply a process similar to Figure 4.3, which

is the following. Given a stage si of a convolutional network, we present the training

samples to the network and extract the feature maps from the last layer of this stage.

As before, the reason for considering the last layer is that it contains information about

previous layers, hence, about the entire stage [Veit et al., 2016; Huang et al., 2017; Gre�

et al., 2017a]. It is important to mention that this claim is valid only when the identity
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(i.e., skip-connection layer) is propagated to successive layers [Veit et al., 2016].

Let Xi be the features of si estimated following the procedure above. The next

step is to compute the importance of these features and average their values to compose

the �nal importance score for each stage. Speci�cally, by estimating the importance

of Xi we are estimating the importance of the stage si. Such importance is estimated

by presenting Xi to PLS followed by VIP (similar to the process employed to remove

structures, Section 4.1).

Adjusting Stage Depth. Once we are able to estimate the importance score αi for

each stage si, the next step is to build a candidate architecture by adjusting the depth

of each stage based on its importance. To this end, we �rst create a network F with

S stages (|s| = S), each one containing the same number of modules, for example,

by employing S = 3 and |bi|Si=1 = 6 (i.e., ResNet39 in Figure 4.6, top). Then, we

create a temporary architecture T by increasing the depth of si to bi + δ, where δ is

the growth step, i.e., the number of modules that can be inserted in a stage in a single

iteration. Afterward, we compute the importance scores αF ,i and αT,i, for each stage si

of the initial and temporary architectures, respectively. Finally, we update bi to bi + δ

if αT,i > αF ,i and create a candidate architecture F̂ using the updated bi. It is worth

mentioning that the importance scores are comparable in terms of magnitude. The

idea behind this incremental process is to measure if increasing depth will improve the

representation learned by the candidate architecture.

The process above composes one iteration of our method, where at the end of each

iteration one candidate architecture is discovered. The input for the next iteration is the

candidate architecture designed with the values of bi updated. Algorithm 4 summarizes

all the steps of the proposed method.

In practice, given k iterations, our method creates only 2k+1 architectures, which

is an order of magnitude fewer than state-of-the-art NAS approaches.

Weight Transfer Technique. Similar to previous NAS approaches [Real et al., 2017;

Zoph et al., 2018], the process of creating a model consists of training it from scratch

for some epochs, which can be computationally prohibitive for large datasets such as

ImageNet. However, since our method employs the same structure (i.e., modules)

of existing architectures, we propose to transfer the knowledge (weights) from a pre-

trained network to our candidate architecture. For example, when employing residual

modules, our candidate architecture can use the weights of a pre-trained ResNet. This

way, instead of training from scratch, we only need to adjust the weights by �ne-tuning

for a few epochs to compensate changes in the magnitude of the feature maps [Veit

et al., 2016; Gre� et al., 2017a]. One restriction of this strategy is that the depth of
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Algorithm 4: Stage-Wise Neural Architecture Search

Input : Number of iterations k
Number of stages S
Initial number of modules per stage b0
Growth step δ

Output: Set of candidate architectures C

1 Create F with S stages and b0 modules each
2 for j ← 1 to k do
3 Create T with S stages and bi + δ modules each
4 for i← 1 to S do
5 Compute importance scores αF ,i and αT,i

6 if αT,i > αF ,i then
7 bi ← bi + δ
8 end

9 end

10 Create F̂ with S stages and the updated bi
11 F ← F̂
12 C← C ∪ {F̂}
13 end

a stage (number of modules) of the candidate architecture cannot exceed the depth

of the network that is providing the weights. In practice, we show that this does not

occur as our candidate architectures are shallower than existing networks.

In essence, our weight transfer technique is similar to the morphism strategy, how-

ever, this solution is simpler since it does not require careful selection of the morphism

operations [Cai et al., 2018; Jin et al., 2019].

4.3 HyperNet Approach

Problem De�nition. Let Xi be an output (feature map) of a speci�c layer fi ∈
{1, 2..., L} from a convolutional network F of L layers. De�ne O a set of feature maps

Xi such that |O| > 1. We assume that O provides better data representation than

using a single Xi. Figure 4.7 supports this assumption. Our target is to e�ciently and

properly yield O, which means combining multiple Xi in an e�cient yet accurate way.
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Figure 4.7. Projection of two categories onto the two �rst components of Partial Least
Squares. Left. Projection using feature maps from the last convolutional layer (i.e., XL).
Right. Projection using feature maps from early and the last layers (i.e., O). The feature
space is better separated when features from early and deep layers are combined. This happens
due to additional clues provided by the low-level information (early layers).

4.3.1 Latent HyperNet

This section de�nes the proposed Latent HyperNet approach to combine low-level and

re�ned information distributed over the layers of convolutional networks. We start by

describing the process for selecting the layers to be combined. Then, we introduce how

to combine these layers e�ciently.

Selecting Layers. The �rst step is our Latent HyperNet (LHN) is to de�ne a set

of layers, l ⊂ L, to be combined. This is a typical step in HyperNet approaches and

it is necessary because some early layers contain simple patterns (i.e., edges), which

do not contribute to the classi�cation but increase computational cost. In addition, as

observed by previous works [Kong et al., 2016; Hariharan et al., 2015], adjacent layers

are strongly correlated and can harm the data representation. Therefore, setting the

layers to be combined is more appropriate than using all of them.

Combining Layers. Once we have set the layers l, we use the feature maps Xi of

each layer fi ∈ l to learn a PLS model. Such feature maps are high dimensional, which

reinforces the employment of PLS as it is proper for these cases.

Following this model, each fi ∈ l will have a PLS model (i.e., a projection)

associated with it, as shown in Figure 4.8. Alternatively, we might concatenate the

feature maps from fi ∈ l and then, learn a single PLS model. However, the memory

consumption would increase signi�cantly since the result of this concatenation is an

even higher-dimensional space, hence, this strategy might be prohibitive for memory-

constrained applications. In addition, we will show that the two strategies for learning
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Convolutional Network

Classi�er
Latent HyperNet 

(LHN)

Concatenation

X3W3X2W2X1W1

Figure 4.8. Process to build the Latent HyperNet considering a 3-layer convolutional net-
work. After setting the layers to be combined (represented by black boxes), we learn a PLS
projection (Wth) using their feature maps (Xth). Then, we project (XthWth), concatenate and
present the low-dimensional feature maps to a classi�er. In this example, each PLS projects
the high-dimensional feature maps onto two dimensions.

PLS present similar performance.

After executing the above steps, we project the feature maps Xi on its respective

PLS model yielding compact representations of Xi, which in turn are concatenated in

O. In summary, before inserting Xi into O we reduce its dimensionality using PLS.

Algorithm 5 summarizes these steps.

Importantly, our LHN neither modi�es the design nor the learned weights of the

network, as shown in Figure 4.8, enabling it to be easily adaptable to any network.

Additionally, in contrast to HyperNet approach of Kong et al. [2016], our LHN allows

the combination of any layer that composes the network, for example, convolutional

and fully connected layers.

Algorithm 5: Latent HyperNet

Input : Convolutional Network F
Set of layers to be combined l

Output: Latent features O
1 for fi ∈ l do
2 Xi ← feature maps from fi
3 if Training phase then
4 Find PLS projection Wi

5 end
6 O← O ∪ {XiWi}
7 end
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4.4 Incremental Partial Least Squares

Problem De�nition. Let W (w1, w2, ..., wc) be a projection matrix that projects

the high dimensional space onto a low c-dimensional space. Considering that W was

obtained by PLS, which means that each component wi maximizes the covariance

between Xwi and Y , where X and Y represent all the data samples and their respective

labels. For the sake of simplicity, we omit the additional steps during the computation

of wi (see Algorithm 1 for more details). Our target is to �nd W using a single

sample x ∈ X, and its respective label y, at a time while maintaining the property of

maximizing the covariance across all c-components.

4.4.1 Covariance-free Partial Least Squares

This section de�nes the proposed method to estimate the projection matrix of PLS

incrementally (i.e., using a single sample at a time). We start by describing how to

decompose the covariance between dependent and independent variables into an in-

cremental regime, thus enabling the estimation of the �rst latent-space component

incrementally. Then, we introduce how to compute higher-order components incre-

mentally.

Covariance Decomposition. To operate in an incremental scheme and preserve the

properties of PLS, our incremental Partial Least Squares approach focuses on ensuring

that, as in traditional PLS, the relationship between independent and dependent vari-

ables (Equation 2.7) be kept on all the components. To achieve this goal, our method

works as follows. First, we center the data to the mean of the training samples X.

However, di�erent from traditional methods, in incremental approaches the mean is

unknown since we cannot assume that all the data are known a priori [Weng et al.,

2003; Zeng and Li, 2014]. To face this problem, we centralize the current data sample

using an approximate centralization process [Weng et al., 2003], which consists of es-

timating an incremental mean using the nth sample. According to Weng et al. [2003],

we can compute the incremental mean µn w.r.t. the nth data sample as

µn =
n− 1

n
µ(n−1) +

1

n
xn. (4.1)

Once we have centralized the sample, the next step in our method is to compute

the component wi following Equation 2.7. As we mentioned, X and its respective

Y are unknown or are not in memory in advance, which prevents us from employing

Equation 2.7 directly. However, as suggested by Zeng and Li [2014], we employ the
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following decomposition:

XTY =
n−1∑
k=1

xT
k yk + xT

nyn. (4.2)

By replacing XTY in Equation 2.7 by Equation 4.2, it is possible to calculate the ith

component of PLS considering a single sample at a time. In other words, Equation 4.2

enables to compute wi incrementally.

Higher-Order Components. To compute the higher-order components (wi, i > 1),

we employ a de�ation process, which consists of subtracting the contribution of the

current component on the sample before estimating the next component [Andrew and

Tan, 1998; Mackey, 2008]. Following the NIPALS algorithm, the de�ation process

works as follows

t = Xwi, (4.3)

p = XT t, q = Y T t, (4.4)

X = X − tpT , Y = Y − tqT , (4.5)

where t denotes the projected samples onto the current component wi, and p and q

represent the scores of this projection. It should be noted that while t works in an

incremental scheme (since we can project one sample at a time), p and q cannot be

computed since X and Y are neither known nor are in memory in advance. However,

in light of Equation 4.2, we can decompose p and q as

p =
n−1∑
k=1

xT
k tk + xT

n tn, q =
n−1∑
k=1

yTk tk + yTn tn. (4.6)

By embedding Equation 4.6 on the de�ation process, we can remove the contribution

of the current component and repeat the process to compute a single component wi

(as we argued before). Observe that Equation 4.5 can be computed sample-by-sample

working, therefore, in an incremental scheme. At this stage, we obtain all the require-

ments to �nd c components incrementally. Since the proposed method does not use

the covariance matrix to estimate higher-order components, as proposed by Zeng and

Li [2014], we refer to it as Covariance-free Incremental Partial Least Squares (CIPLS).

Algorithm 6 summarizes the steps of CIPLS.

According to Algorithm 6, the proposed method maintains the propriety of cap-

turing the relationship betweenX and Y for all the components (step 4 in Algorithm 6).
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Algorithm 6: CIPLS Algorithm

Input : nth data sample xn and its label yn
Number of components c
Projection matrix W(n−1) ∈ Rm×c

Loading matrix P(n−1) ∈ Rm×c

Loading matrix Q(n−1) ∈ R1×c

Output: Updated matrices W , P and Q

1 Update µn using Equation 4.1

2 x̄n = xn − µn

3 for i = 1 to c do
4 wi = x̄⊤

n yn + wi(n−1), where wi ∈ W

5 tn = x̄nwi

∥x̄nwi∥

6 pi = x̄⊤
n tn + pi(n−1), where pi ∈ P

7 qi = y⊤n tn + qi(n−1), where qi ∈ Q

8 x̄n = x̄n − tnp
⊤
i

9 yn = yn − tnq
⊤
i

10 end

In addition, since we compute all components at once for each sample, our method has

a time complexity of O(ncm), where n, c and m denote the number of samples, number

of components, and dimensionality of the data, respectively.



Chapter 5

Experiments

In this chapter, we present the experiments to validate our hypotheses and assess the

e�ectiveness of the proposed methods. First, we brie�y explain the applications, and

their respective datasets, used throughout the experiments (Section 5.1). Then, we

present the experimental setup (Section 5.2). Finally, we introduce the experiments of

our strategies for removing (Section 5.3), inserting (Section 5.4) and combining (Sec-

tion 5.5) structures from convolutional networks and the experiments of our incremental

version of PLS (Section 5.6), in this order.

5.1 Applications and Datasets

Throughout the experiments, we consider the following applications: image classi�-

cation, activity recognition and face veri�cation. Since most of the works related to

our research conduct and report their results on the image classi�cation task, we focus

mainly on this application.

For each application, we consider di�erent datasets that vary in sample resolution,

number of samples and classes. Table 5.1 summarizes the main features of each dataset.

Activity Recognition. Human activity recognition based on wearable sensor (ac-

tivity recognition) consists of assigning a category of activity to signals provided by

wearable sensors such as accelerometers, gyroscopes and magnetometers.

The �rst step to perform activity recognition is to generate data samples from raw

signals. For this purpose, we follow a typical process that consists of segmenting the

signals into windows of the same size, as shown in Figure 5.1. In this process, a window

(�xed size) slides over the signal and at each position, the content within of window

becomes itself a data sample. The window size is de�ned in seconds and it determines

55
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Table 5.1. Main features of each dataset. While samples from face veri�cation and image
classi�cation are three-channels (RGB) matrices, samples from activity recognition are one-
channel matrices.

Application Dataset
Sample Spatial Resolution

(height × width)

Number of

Samples

Number of

Classes

Activity

Recognition

USCHAD 500× 6 9, 824 12

WISDM 100× 3 20, 846 7

UTD-MHAD1 50× 6 3, 771 21

UTD-MHAD2 50× 6 1, 137 5

Face

Veri�cation

LFW 144× 192 6, 000 2

YTF 160× 160 5, 000 2

Image

Classi�cation

CIFAR-10 32× 32 50, 000 10

ImageNet 224× 224 and 32× 32 1, 331, 167 1, 000

the sample height. Following previous works [Song et al., 2017; de Souza et al., 2018],

we use windows of �ve seconds. According to this procedure, the number of sensors

and the size of the window de�ne the width and height of the sample, respectively, as

illustrates Figure 5.1.

To validate our methods on activity recognition, we consider the following

datasets: USCHAD [Zhang and Sawchuk, 2012], WISDM [Lockhart et al., 2011] and

UTD-MHAD1-2 [Chen et al., 2015]. These datasets present a large diversity in the

activities and cover the most performed daily activities, thus enabling us to examine

the e�ectiveness of the methods on data with high variability.

Sample Height

Sa
m

pl
e 

W
id

th

Figure 5.1. Process to generate data samples from raw signals. A window of �xed size
(denoted by the dashed box) slides over the signal and, for each slide, the content inside the
window yields a data sample (solid box). In this process, the window size de�nes the sample
height while the number of sensors de�nes the sample width.
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Feature Extraction
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L1-distance

Dimensionality 
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Figure 5.2. Face veri�cation pipeline. First, features from faces A and B are extracted and
presented to a metric distance (pair-wise operation). Then, the distance metric result feeds
a dimensionality reduction method (optional step), which yields a compact representation.
Finally, this representation is presented to a classi�er that determines if it belongs to the
same identity or not.

Face Veri�cation. Given a pair of face images, face veri�cation determines whether

this pair belongs to the same person. For this purpose, we use a three-stage

pipeline [Vareto et al., 2017a; Kloss et al., 2018] as follows. First, they extract fea-

ture vectors of each face using a deep learning model. In this work, we use the feature

maps from the last convolutional layer of the VGG16 model, learned on the VGGFaces

dataset [Parkhi et al., 2015], as feature vector. Then, we compute the distance between

the two feature vectors employing the ℓ1-distance metric. Finally, we present the result

of the distance metric either to a dimensionality reduction method, aiming at yielding

a compact representation, or directly to a classi�er. Figure 5.2 illustrates these steps.

We conduct our evaluation on two face veri�cation datasets, namely, Labeled

Faces in the Wild (LFW) [Huang et al., 2012] and Youtube Faces (YTF) [Wolf et al.,

2011]. These datasets are composed of aligned faces of famous people and present a

high diversity in pose, lighting and facial expression. Figure 5.3 illustrates some faces

Figure 5.3. Left. Faces from Labeled Faces in the Wild (LFW).Right. Faces from Youtube
Faces (YTF).
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from the LFW and YTF datasets.

Image Classi�cation. This task consists of deciding to which category, given a set of

categories, an image belongs. This is done by extracting features from the image and

feeding these features to a classi�er, which assigns a category to this image.

Following previous works [He et al., 2016; Blalock et al., 2020; Dong and Yang,

2020], we employ two mandatory datasets: CIFAR-10 [Krizhevsky et al., 2009] and

ImageNet [Deng et al., 2009]. In particular, for the ImageNet dataset, we also use

its 32 × 32 version since it has been demonstrated to be more challenging than the

original version (224 × 224) [Loshchilov and Hutter, 2017], therefore, we can evaluate

the methods in a harder scenario. It is worth mentioning that low-resolution datasets

have received great attention in computer vision tasks [Hendrycks and Gimpel, 2017;

Hendrycks et al., 2019; Chun et al., 2019; Dong and Yang, 2020; Wang et al., 2020; Xie

and Yuille, 2020].

Figure 5.4 illustrates images from the CIFAR-10 and ImageNet datasets.

Figure 5.4. Left. Images from ImageNet. Right. Images from CIFAR-10.

5.2 Experimental Setup

Throughout the experiments, we adopt the evaluation protocol and the classi�cation

metric de�ned by each dataset, as shown in Table 5.2. On the datasets where the

evaluation protocol is cross validation, we report the mean classi�cation accuracy.

Parameter Assessment. To calibrate the parameters of the methods (for example,

the number of component c of PLS), we use a validation set with 10% of the training

data. In particular, for our LHN applied to activity recognition, we calibrate the

parameters using the USCHAD dataset [Zhang and Sawchuk, 2012].

Convolutional Networks. For each application we conduct experiments, we use dif-

ferent convolutional networks. On activity recognition, we employ three architectures
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Table 5.2. Standard evaluation protocol and classi�cation metric employed by each dataset.
Top-5 accuracy indicates the fraction of images for which the correct category is among the
�ve labels considered most probable by the model.

Application Dataset Evaluation Protocol Metric

Activity

Recognition

USCHAD 10-fold cross validation Accuracy

WISDM 10-fold cross validation Accuracy

UTD-MHAD1 10-fold cross validation Accuracy

UTD-MHAD2 10-fold cross validation Accuracy

Face

Veri�cation

LFW 10-fold cross validation Accuracy

YTF 10-fold cross validation Accuracy

Image

Classi�cation

CIFAR-10 Hold-out Accuracy

ImageNet Hold-out Top5-accuracy

proposed by ourselves as well as the architecture by Chen and Xue [2015]. On face

veri�cation, as suggested by Kloss et al. [2018] and Vareto et al. [2017b], we employ

VGG16 learned on the VGGFaces dataset [Parkhi et al., 2015] as features extractor. Fi-

nally, on image classi�cation, we use well-known deep convolutional networks, VGG16,

ResNet and MobileNets (V1 and V2).

We �ne-tune the architectures for 200 and 12 epochs on the CIFAR-10 and Im-

ageNet datasets, respectively, applying horizontal random �ip and random crop data

augmentation. During this process, we employ SGD with a learning rate starting at

0.01 and decrease it by a factor of 10 after reaching 50% and 75% of the total of epochs.

Regarding the regularization schemes, we apply the same con�guration as proposed in

the original architecture.

Computational Cost. To measure the computational cost of our approaches, we

use the number of �oating point operations (FLOPs1) that is a standard metric to

measure the computational cost in convolutional networks [He et al., 2018a, 2019b;

Blalock et al., 2020]. Following previous works [Li et al., 2017; Huang et al., 2017], we

compute FLOPs in terms of

L∑
i=1

(Wi ·Hi · Ci) · (wi · hi ·Ki), (5.1)

where Wi, Hi and Ci denote width, height and the number of channels of the input

provided to layer i, respectively. wi, hi and Ki denote the �lter dimensions (width and

height) and the number of �lters of the layer i, respectively.

1Di�erent from �oat point operations per seconds (a.k.a FLOPs), in this work, the term FLOPs
refers to the number of �oat point operations only.
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Statistical Tests. To assess the di�erences in e�cacy and e�ciency among the com-

pared methods, throughout the experiments we follow the approach by Jain [1990] and

perform statistical tests based on a paired t-test using 95% con�dence. In particular,

on face veri�cation, we use the 90% con�dence since this task presents a high variance

between the folds of the evaluation protocol [Kloss et al., 2018].

We highlight that the statistical tests were conducted only for activity recogni-

tion and face veri�cation. It turns out that training convolutional networks on image

classi�cation is computationally expensive, due to the great number of samples (see

Table 5.1) and the high computational cost of convolutional networks. For example,

the simplest convolutional network used on activity recognition has 24, 834 parameters

and 815, 616 FLOPs. On the other hand, VGG16 and ResNet20 applied to image clas-

si�cation2 have 15, 001, 418 and 274, 442 parameters and, 313, 463, 808 and 40, 813, 184

FLOPs, respectively. Besides, on image classi�cation, we have more than 200 unique

models, which means that we would need to retrain/�ne-tuning all these models to

conduct statistical tests. Therefore, we restrict the statistical evaluation for activity

recognition and face veri�cation only.

Machine Setup. All experiments were executed on an Intel Xeon silver 4116 CPU

with 200GB RAM and a single NVIDIA GTX 1080.

5.3 Pruning Approaches

In this section, we introduce the proposed strategies for pruning �lters (Section 5.3.1)

and layers (Section 5.3.3) from convolutional networks.

Following the common practice of many works [Li et al., 2017; Huang et al., 2018;

Lin et al., 2020; Tan and Motani, 2020], we examine some aspects and parameters of

our method by considering VGG16 only on CIFAR-10. When considering the ImageNet

dataset, due to memory constraints, we use 10% of training samples to learn PLS.

Throughout this section, we set the pruning rate of 10% in all experiments and

assess the quality of the pruning approaches using two metrics: FLOP reduction and

accuracy drop. The former is the percentage of FLOPs removed regarding the original

(unpruned) network, where the higher the FLOP reduction the better. The latter is

the di�erence between the accuracy of the original and the pruned network, where the

lower the drop in accuracy the better and negative values denote improvement of the

pruned network upon the original network. Importantly, according to Blalock et al.

2Values computed using the CIFAR-10 dataset.
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[2020], when the drop in accuracy is within one percentage point, it can be considered

as a negligible loss in accuracy.

5.3.1 Pruning Filters in Convolutional Networks

In this section, we introduce the experiments of the proposed strategy for removing

�lters from convolutional networks. We �rst introduce the experiments regarding the

parameters of our method. Then, we show the behavior of removing �lters iteratively

and the importance of representing all �lters of the network at once. Next, we compare

the proposed criterion for de�ning �lter importance with existing pruning criteria and

state-of-the-art pruning approaches, respectively. Finally, we compare our method with

state-of-the-art pruning approaches, present qualitative results and �nal remarks.

5.3.1.1 In�uence of the Filter Representation

It is well-known that pooling operations can encode the most important information

about large feature maps [Hu et al., 2018; Li et al., 2019b; Veit and Belongie, 2020].

Thus, our �rst experiment evaluates di�erent pooling operations, referred to as �lter

representation, to represent feature maps as features. For this purpose, we execute ten

pruning iterations using di�erent pooling operations. As illustrated in Figure 5.5, accu-

racy decreases slower when global max-pooling is employed. On the contrary, by using

the max-pooling 2 × 2 accuracy drops faster, where at the 10th iteration the method

drops 26 p.p. compared to the unpruned network. In addition, this representation

has the drawback of consuming additional memory compared to the global operations

(global max. and average), which reduce the feature map to one dimension.

Besides playing an important role in the pruning performance, the �lter represen-

tation has an interesting aspect regarding scores assigned by VIP. Note that, to select

a �lter to be removed means that VIP assigned a low score to it, indicating that it is

unimportant to explain the class label. In particular, by modifying the �lter represen-

tation, we drastically alter the selection of �lters to be removed. Figure 5.6 reinforces

this idea, where we show the relation between the pruning iteration and the number

of removed �lters per layer. According to Figure 5.6, the max-pooling representation

eliminates a larger number of �lters from layers 3 to 7, while the global average pool-

ing has a similar distribution of the VIP scores, since it removes �lters from all layers

uniformly (except for layers 3, 10 and 11). On the other hand, the global max-pooling

representation removes a larger number of �lters from layers 3 to 9 and keeps the �lters

from layers 1 and 2. Finally, VIP assigns high scores for the �lters from the layers 10
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Figure 5.5. Accuracy obtained by pruning VGG16 on the CIFAR-10 dataset (validation set)
using di�erent �lter representations.

and 11. Based on the results, we used the global max-pooling as �lter representation

in the remaining experiments.

According to Li et al. [2017], �lters from the �rst layer should not be pruned

since their removal degrades network performance signi�cantly. Our method is able to

identify this because either it does not remove or it removes few �lters from this layer,

as shown in Figure 5.6, which indicates the suitability of PLS to identify the relevant

�lters. It is important to mention that in the work by Li et al. [2017], the conclusion

that the �lters from the �rst layer are important was done by a human analyzing the

accuracy drop when removing these �lters. However, this is performed automatically

in our work.

1 13122 3 4 5 6 7 8 9 10 11 1 13122 3 4 5 6 7 8 9 10 11
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Figure 5.6. Heat map of the relation between the number of �lters removed, by layer, and the
iteration of the proposed method using di�erent �lters representations. Left. Max-pooling
2 × 2. Middle. Global Average pooling. Right. Global Max pooling. Warmer regions
indicate that more �lters were removed. In these �gures, the x-axis represents the VGG index
while the y-axis represents the pruning iteration.



5.3. Pruning Approaches 63

Another interesting aspect concerning VIP distributions is that the linear pro-

jection of PLS explains well the relationship between �lters and the class label. This

is because if there were a strong non-linear relationship, VIP would always assign a

low score to some �lters since they would not be explained by PLS. Thereby, �lters

from speci�c layers would always be removed. As shown in Figure 5.6, however, this

behavior did not occur, since �lters from di�erent layers were removed.

5.3.1.2 Iterative Pruning vs. Single Pruning

In this experiment, we show that it is more appropriate to execute our method it-

eratively, as illustrated in Figure 4.2, with a low pruning ratio (i.e., 10%) instead of

using a single pruning iteration with a high pruning ratio. In other words, if we intend

to remove i.e. 40% of �lters, it is better to execute some iterations of our method

with a low pruning ratio instead of setting a pruning ratio of 40% and execute only a

single iteration. To this end, we �rst execute �ve iterations of the proposed method

with a pruning ratio of 10%. Then, after each iteration, we compute the percentage

of removed �lters, pi. Finally, we use each pi as the pruning ratio to execute a single

iteration of the method.

According to the results shown in Table 5.3, performing our method iteratively

with a low pruning ratio is more e�ective than using it with a large pruning ratio,

which led to a higher drop in accuracy. For instance, by executing �ve iterations of

the method with a pruning ratio of 10%, we are able to remove 40% of �lters while

improving the network accuracy (indicated by negative values in Table 5.3). On the

other hand, by applying a single iteration with a pruning ratio of 40%, the accuracy

decreased 1.76 p.p..

Table 5.3. Drop in accuracy when executing our method with few iterations and a low
pruning ratio (Iterative Pruning), and when executing a single iteration with a high pruning
ratio (Single Pruning). Results on CIFAR-10 (test set). The �rst column is the percentage of
removed �lters in iterations 1, 3, 5, and 10, respectively. The arrows indicate which direction
is better.

Percentage of

Removed Filters (%)

Iterative Pruning

Accuracy Drop↓
Single Pruning

Accuracy Drop↓
10 −0.89 (it=1) −0.89
27 −1.08 (it=3) −0.03
40 −0.69 (it=5) 1.76

65 1.56 (it=10) 20.21
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Figure 5.7. Left. Single projection scheme. In this strategy, a single PLS model is learned
considering all �lters that compose the network at once. Right. Multiple projections scheme.
In this strategy, one PLS model is learned considering �lters layer-by-layer (i.e., one PLS per
layer).

5.3.1.3 Multiple Projections vs. Single Projection

This experiment shows the performance of our method when using the �lters layer-by-

layer and all �lters at once to learn PLS. While the former has a PLS model associated

with each layer, the latter has only one PLS model, as shows Figure 5.7.

Table 5.4 (last rows) shows the results of our pruning approach when using single

and multiple projections, called PLS(Single)+VIP and PLS(Multi)+VIP, respectively.

On the CIFAR-10 dataset, PLS(Multi)+VIP and PLS(Single)+VIP achieved similar

performance, where PLS(Multi)+VIP obtained a drop in accuracy 0.08 p.p. better than

PLS(Single)+VIP. On both versions of ImageNet, however, PLS(Multi)+VIP attained

a drop in accuracy worst than PLS(Single)+VIP.

The results above indicate that learning PLS projection considering all �lters, at

once, is more suitable for pruning �lters. The reason for these results is that �lters

coming from di�erent layers degrade network performance in di�erent ways [Li et al.,

2017]. Therefore, removing p% of �lters of each layer (as is done in PLS(Multi)+VIP)

is more critical than removing p% of all �lters3. This remark reinforces the usage of

PLS(Single)+VIP. Thus, we use PLS(Single)+VIP (hereafter referred to as PLS+VIP)

in the remaining experiments.

3Remove p% considering all �lters at once is di�erent from removing p% of �lters for each layer.
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Table 5.4. Drop in accuracy using di�erent criteria for determining �lter importance.
PLS(Multi)+VIP indicates our method projecting the �lters layer-by-layer. PLS(Single)+VIP
indicates our method projecting all the �lters that compose the network at once. Negative
values denote improvement regarding the original (unpruned) network. The best results are
in bold. The arrows indicate which direction is better.

Filter Importance

Criterion

CIFAR-10

Acc. Drop↓
ImageNet 32× 32

Acc. Drop↓
ImageNet 224× 224

Acc. Drop↓
ℓ1-norm −0.69 6.22 -0.62

infFS [Ro�o et al., 2015] −0.69 6.31 −0.50
ilFS [Ro�o et al., 2017] 0.65 6.04 −0.36

infFSU [Ro�o et al., 2020] 0.48 6.30 −0.33
KL [Luo and Wu, 2020] −0.59 6.37 −0.41
HRank [Lin et al., 2020] −0.84 6.70 −0.47

ABS [Tan and Motani, 2020] −0.62 6.58 −0.42
PLS(Multi)+VIP -0.97 6.42 −0.50
PLS(Single)+VIP −0.89 5.81 −0.58

5.3.1.4 Comparison with other Pruning Criteria

In this experiment, we compare the proposed criterion (PLS+VIP) for assigning �lter

importance with other criteria and state-of-the-art feature selection techniques. To

this end, we use one iteration of pruning and follow the process suggested by Yu et al.

[2018], which consists of setting the same pruning ratio (10%) and modifying only the

criterion for selecting the �lters to be removed.

Table 5.4 shows the results obtained by di�erent pruning criteria on the CIFAR-

10 and ImageNet datasets. Compared to state-of-the-art pruning criteria [Luo and

Wu, 2020; Lin et al., 2020; Tan and Motani, 2020], PLS+VIP obtained the lowest

drop in accuracy. Compared to state-of-the-art feature selection [Ro�o et al., 2015,

2017, 2020], PLS+VIP also achieved superior results. In particular, only the ℓ1-norm

criterion on ImageNet 224× 224 outperformed our criterion. Observe that, even when

considering the multiple projections strategy, PLS(Multi)+VIP, we also outperformed

most criteria. The reason for these results is that PLS preserves �lters with high

relationship with the class label, which are the most important to the classi�cation

ability of the network.

Interestingly, in many settings (criteria × dataset), the drop in accuracy is neg-

ative, which means that the pruned network obtained an improvement in accuracy

compared to the original (unpruned) network. Such results are expected since pruning

has been demonstrated as a powerful tool for regularization, which might obtain su-

perior generalization than over-parameterized networks [Huang et al., 2016; Li et al.,
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2019a; Fan et al., 2020; Bartoldson et al., 2020].

Finally, it is important to note that, when evaluated on the original (224× 224)

ImageNet dataset, the drop in accuracy of the methods is small. In contrast, on the

32 × 32 version, the drop is notable. This behavior supports the employment of this

version, where we can evaluate the criteria in a more di�cult scenario. We emphasize

that the single di�erence between these versions of ImageNet is the image size.

5.3.1.5 Comparison with Existing Pruning Approaches

This experiment compares the proposed method with state-of-the-art pruning ap-

proaches. For this purpose, we report the results using di�erent pruning iterations.

We highlight that the results of previous methods were taken from their original pa-

pers. Table 5.5 and 5.6 summarize the results.

On the CIFAR-10 dataset, regardless of the architecture, our method obtained

the lowest drop in accuracy. In terms of FLOP reduction, only the recent approach

by Lin et al. [2020] achieved superior results. On the VGG16 architecture, the proposed

approach and the methods by Lin et al. [2020] and, Liu et al. [2017] achieved a FLOP

reduction above 90%. Such achievements, however, are not surprising since previous

works have argued that VGG is a redundant architecture [Luo et al., 2019], mainly

compared to ResNet architectures. Table 5.5 reinforces this remark, where the highest

FLOP reduction in ResNet is around 1.28× less than VGG.

Besides removing more FLOPs, our method is also computationally more e�cient

in terms of the number of �ne-tuning necessary. For instance, the methods by Hu et al.

[2016] and Huang et al. [2018] require 16 stages of �ne-tuning to prune VGG16. On the

other hand, our method achieves competitive results with only around �ve �ne-tuning

stages. Similar to our method, the approaches by Yu et al. [2018] and He et al. [2018b]

demand few �ne-tuning stages, however, we achieve a better trade-o� between FLOP

reduction and accuracy drop, as shown in Table 5.5.

On the ImageNet dataset, by pruning VGG16, with only three iterations of the

proposed method, we were able to achieve 1.75× more FLOPs reduction than most

pruning methods on similar accuracy drop. In particular, only the approach by Luo

et al. [2019] obtained a higher FLOP reduction than our method. On the ResNet50

architecture, our method achieves competitive results. However, compared to the most

recent pruning approaches, we achieved a lower FLOP reduction. It turns out that,

when pruning this architecture, our approach removed few �lters from 3×3 convolutions
layers within the bottleneck building block, which are the ones with the higher number

of FLOPs, thus we achieve lower FLOP reduction.
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Table 5.5. Comparison of existing pruning methods. Negative values denote improvement
regarding the original network. The best FLOP reduction and accuracy drop are shown in
bold. The arrows indicate which direction is better.

Method
FLOP

Reduction↑
Accuracy

Drop↓

VGG16 on

CIFAR-10

Hu et al. [2016] 28.29 −0.66
Li et al. [2017] 34.00 −0.10
He et al. [2019b] 35.90 0.34

Guo et al. [2020a] 54.89 −0.57
Huang et al. [2018] 64.70 1.90

Lin et al. [2020] 92.00 2.73

Liu et al. [2017] 95.70 3.35

Ours (it=1) 23.13 -0.89

Ours (it=5) 67.25 −0.63
Ours (it=10) 90.66 1.50

ResNet56 on

CIFAR-10

Yu et al. [2018] 43.61 0.03

He et al. [2018b] 50.00 0.90

He et al. [2019b] 52.60 0.10

He et al. [2018a] 52.60 1.33

He et al. [2020] 52.90 0.25

Chin et al. [2020] 53.00 0.20

Guo et al. [2020a] 54.89 −0.55
Lin et al. [2020] 74.10 2.54

Ours(it=1) 7.09 −0.60
Ours(it=5) 35.23 -0.90

Ours(it=11) 66.54 −0.38

ResNet110 on

CIFAR-10

He et al. [2018a] 40.80 0.30

Yu et al. [2018] 43.78 0.18

He et al. [2019b] 52.30 −0.17
He et al. [2020] 60.30 −0.11
Lin et al. [2020] 68.70 0.85

Ours(it=1) 6.85 −0.59
Ours(it=5) 33.16 -1.51

Ours(it=10) 60.17 −0.93

In summary, our strategy for removing �lters obtained one of the best trade-o�s

between FLOP reduction and accuracy drop. To better visualize such a trade-o�, we

plot the top 5 best pruning methods (according to FLOP reduction) and the proposed



68 Chapter 5. Experiments

Table 5.6. Comparison of existing pruning methods. Negative values denote improvement
regarding the original network. The arrows indicate which direction is better.

Method
FLOP

Reduction↑
Accuracy

Drop↓

VGG16 on

ImageNet(224× 224)

Hu et al. [2016] 19.69 0.84

He et al. [2017] 20.00 1.7

Wang et al. [2018b] 20.00 2.00

He et al. [2018b] 20.00 1.40

Luo et al. [2019] 69.81 1.88

Ours(it=1) 11.02 −0.58
Ours(it=3) 35.73 1.75

Ours(it=5) 58.51 3.69

ResNet50 on

ImageNet(224× 224)

Hu et al. [2016] 19.69 0.84

He et al. [2017] 20.00 1.7

Wang et al. [2018b] 20.00 2.00

He et al. [2018b] 20.00 1.40

Li et al. [2019a] 50.00 0.36

He et al. [2019b] 53.50 0.55

Guo et al. [2020a] 55.71 −0.28
He et al. [2020] 60.80 0.83

Luo and Wu [2020] 72.86 1.41

Lin et al. [2020] 76.03 3.29

Ours(it=1) 6.13 -1.92

Ours(it=5) 27.45 −0.31
Ours(it=10) 44.50 1.01

approach in Figure 5.8. From Figure 5.8 (left), it is possible to note that our method

always provides a better solution (i.e., it is a non-dominated solution) considering

accuracy drop or FLOP reduction. On the other hand, In Figure 5.8 (right), some

strategies outperformed our method in both accuracy drop and FLOP reduction.

Based on the aforementioned discussion, we have shown that the proposed method

achieves a superior reduction in FLOPs. This is an e�ect of the layers where it removes

the �lters. According to Figure 5.9 (left), the layers 2, 4, 6, 7, 9 and 10 of VGG16 have

the higher number of FLOPs. In general, the existing methods fail to eliminate �lters

from these layers. For instance, the methods proposed by Li et al. [2017] and Huang

et al. [2018] remove a large number of �lters from the layers 9 to 13 (Figure 5.9 (right)),

but they remove a small number of �lters from other layers. On the contrary, our
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Figure 5.8. Comparison of existing pruning methods. Left. Results on the CIFAR-10
dataset. On this dataset, our method always provides a better solution (i.e., it is a non-
dominated solution) considering one of the performance metrics: accuracy drop (y-axis) or
FLOP reduction (x-axis). Right. Results on the ImageNet (224 × 224) dataset. In both
�gures, negative values in the y-axis denote improvement regarding the original, unpruned,
network. The arrows indicate which direction is better.
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Figure 5.9. Left. Number of �oat point operations (FLOPs) per layer of the VGG16
network. Right. Percentage of removed �lters in each layer using di�erent pruning methods.
Values computed from the VGG16 network on the CIFAR-10 dataset.

method eliminates a large number of �lters from all layers, as shown in Figure 5.9

(right). In particular, we eliminate more than 50% of �lters from layers 2 to 10, which

are the ones with the large number of FLOPs, and more than 25% from the other layers.

Hence, we are able to achieve a higher FLOPs reduction than existing state-of-the-art

methods, which are biased in eliminating �lters of particular layers.
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5.3.1.6 Pruning Lightweight Networks

In this experiment, we assess the performance of removing �lters from lightweight

networks. Table 5.7 shows the results when using one, three and �ve iterations of

pruning on MobileNetV1 and MobileNetV2. On the CIFAR-10 dataset, we were able

to remove up to 60% FLOPs with a negligible drop in accuracy, i.e., it is within one

percentage point. To achieve a similar FLOP reduction on ImageNet, the drop in

accuracy was substantially higher. In particular, on this dataset, MobileNetV1 had

a signi�cant drop in accuracy even when considering few (i.e., three) iterations of

pruning, thus, suggesting that it is a bit sensitive to pruning on ImageNet.

Table 5.7. Results when pruning �lters from lightweights architectures. Negative values
denote improvement regarding the original network. The best FLOP reduction and accuracy
drop, for each dataset, are shown in bold. The arrows indicate which direction is better.

Iteration
FLOP

Reduction↑
Accuracy

Drop↓

MobileV1 on

CIFAR-10

1 17.73 −0.22
3 42.89 0.04

5 60.99 0.12

MobileV2 on

CIFAR-10

1 13.24 -0.37

3 24.23 −0.18
5 48.20 −0.07

MobileV1 on

ImageNet (224x224)

1 14.16 0.44

3 37.81 2.67

5 59.71 5.61

MobileV2 on

ImageNet (224x224)

1 15.15 -0.51

3 34.77 0.70

5 50.52 2.61

5.3.1.7 Time Issues

In this experiment, we demonstrate the improvement in prediction time provided by

our strategy for removing �lters. For this purpose, we compare the average prediction

time of the original VGG16 and its prediction time after running one, �ve and ten

iterations of pruning. Figure 5.10 shows the average time considering 30 executions for

predicting a single sample from the CIFAR-10 dataset.

According to Figure 5.10, after one iteration of pruning, the improvement in

prediction time is marginal, but statistically di�erent. On the other hand, with �ve
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Figure 5.10. Average prediction time (lower is better) of the original network and it after
running one, �ve and ten pruning iterations. Black bars denote the con�dence interval. Values
are computed using VGG16 architecture on CIFAR-10.

and ten iterations of pruning the improvement is visually higher. In particular, on

the paired t-test, all the times were statistically di�erent, indicating that for di�erent

pruning iterations, the improvement in prediction time, de-facto, happens.

5.3.2 Generalization Ability

Our next experiment evaluates the generalization ability of pruned models when trans-

ferred to other datasets. For this purpose, we prune the ResNet56 architecture on

ImageNet 32 × 32 employing di�erent pruning iterations. Then, we �ne-tune (i.e.,

adjust the weights) and evaluate the pruned architectures on the CIFAR-10 dataset.

Table 5.8 summarizes the results.

According to Table 5.8, when applied to transfer learning, the pruned models

obtain similar accuracy to the original model (see the last column in the table). Specif-

ically, the di�erence between the accuracy of the original and the pruned models is less

than one percentage point, which means that it is negligible. In particular, these results

are consistent even when we consider more iterations of pruning [Blalock et al., 2020].

Table 5.8. Generalization ability (transfer learning) of pruned models. The arrows indicate
which direction is better.

Architecture
Accuracy on

Transfer Learning↑
Di�erence to

(unpruned) ResNet56↓
ResNet56 95.44 �

ResNet56 + Pruning (it=1) 95.20 0.23

ResNet56 + Pruning (it=3) 95.12 0.31

ResNet56 + Pruning (it=5) 94.90 0.53
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Figure 5.11. Loss Landscape of ResNet56 (left) and its pruned version (right). Both models
exhibit similar landscapes, which indicates that they tend to achieve the same generalization
ability.

Additionally, they demonstrate that pruning preserves the generalization power of con-

volutional networks. To reinforce this claim, we plot the loss landscape of ResNet56

and its pruned version in Figure 5.11. According to previous works [Li et al., 2018;

Guo et al., 2020b], the loss landscape is capable of showing the generalization power

of convolutional networks, for which the �atter landscape the better generalization.

Based on this observation, Figure 5.11 reinforces that pruning preserves the general-

ization ability of convolutional networks, as the loss landscape of both ResNet56 and

its pruned version exhibits similar dynamics.

5.3.2.1 Qualitative Results

Our last experiment shows that the regions in the image which are important to predict

the class label are preserved after pruning a network with our method.

Figure 5.12 shows the attention maps of the VGG16 network on images from

the ImageNet dataset. It is possible to note that our method preserves the important

regions (warmer regions), which are the ones where the object is located. In addition,

sometimes, our method locates class-discriminative regions better than the original

network, e.g., Figure 5.12 (a)-(c). This is an e�ect of PLS+VIP, which focuses on

keeping �lters with high relationship with the class label.
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(a) (b) (c) (d) (e) (f)

Figure 5.12. Attention maps of the VGG16 network. From top to down. Input images;
Attention maps from the original network; Attention maps from the pruned network.

5.3.2.2 Final Remarks

We demonstrate that is possible to remove unimportant, or least important, �lters

by estimating their importance using PLS. These results con�rm our hypothesis that

the relationship between �lters and the class label on a low-dimensional space (PLS

criterion) can be employed to identify potential �lters to be removed.

Compared to existing criteria for determining �lter importance as well as state-

of-the-art feature selection techniques, PLS achieves the lowest drop in accuracy. Com-

pared to state-of-the-art pruning approaches, our strategy for removing �lters achieves

one of the best trade-o�s between FLOP reduction and accuracy drop. In particular,

on some architectures, we obtain a large FLOP reduction while improving network

accuracy.

Limitations. One concern about the proposed method to remove �lters is the large

memory consumption when applied to large datasets. This limitation takes place be-

cause we generate a matrix describing the �lter (features) representation for each sam-

ple of the dataset, and this matrix needs to be in memory in advance. Speci�cally,

the dimensions of this matrix are #features (�lters) × # samples. Intuitively, on large

datasets, its second dimension becomes large, thus requiring more memory consump-

tion.

5.3.3 Pruning Layers in Convolutional Networks

In this section, we introduce the experiments of the proposed strategy for removing

layers from convolutional networks. We �rst introduce two ways of removing layers:
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iterative or single pruning. Then, we compare the proposed criterion for de�ning layer

importance with existing pruning criteria and state-of-the-art pruning approaches, re-

spectively. Next, we assess the e�ectiveness of removing layers from lightweights archi-

tectures. Afterward, we present results when layers and �lters are removed from the

network. Finally, we demonstrate improvements in inference time and �nal remarks.

Throughout this section, the terms layers and modules are used interchangeably.

5.3.3.1 Iterative Pruning vs. Single Pruning

Similar to remove �lters, when removing layers, we can consider two strategies. (i)

Iterative pruning: remove a low percentage of layers iteratively. (ii) Single pruning:

remove a high percentage of layers at once.

In this experiment, we demonstrate the behavior of pruning on these two strate-

gies. For this purpose, as in Section 5.3.1.2, we perform some iterations of the iterative

pruning, where for each iteration we remove 10% of the modules, and measure the per-

centage of structures (modules) removed per iteration. Then, we use these percentages

to set a single iteration of pruning. Table 5.9 shows the results. According to this ta-

ble, iterative pruning provided better results than single pruning, as it removed a large

percentage of modules with the lowest drop in accuracy. Speci�cally, iterative pruning

was able to remove up to 55% of the modules with improvement in accuracy (−0.65
p.p.) while single pruning decreased accuracy by 0.71 p.p.. Such results are expected

since iterative pruning performs more �ne-tuning stages. For example, to prune 55%

of the modules, iterative pruning requires ten stages of �ne-tuning while single pruning

requires only one iteration of �ne-tuning. In particular, single pruning always requires

only one stage of �ne-tuning regardless of the percentage of modules removed. Inter-

estingly, the drop in accuracy of the single pruning strategy is less than one percentage

point. Thereby, single pruning can be more appropriate to large datasets and deeper

Table 5.9. Drop in accuracy (in percentage points) when executing our method with few
iterations and a low pruning ratio (Iterative Pruning), and when executing a single iteration
with a high pruning ratio (Single Pruning). Results on CIFAR-10 (test set). The arrows
indicate which direction is better.

Percentage of

Removed Modules (%)

Iterative Pruning

Accuracy Drop↓
Single Pruning

Accuracy Drop↓
10 −0.84 (it=1) −0.84
22 −0.93 (it=3) −0.34
37 −0.76 (it=5) 0.03

55 −0.65 (it=10) 0.71
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networks, where �ne-tuning is time-consuming. We refer the reader to Appendix A for

details of the time for �ne-tuning.

5.3.3.2 Comparison with other Pruning Criteria

In this experiment, we compare our criterion (PLS+VIP) for assigning layer importance

with other criteria and state-of-the-art feature selection techniques, which can be em-

ployed to de�ne layer importance as well. To this end, we follow the same process when

comparing PLS+VIP with other criteria for pruning �lters, which consists of using a

single pruning iteration and modifying only the criterion for assigning importance.

Table 5.10 shows the results obtained by di�erent pruning criteria on the CIFAR-

10 and ImageNet datasets. According to the results, on CIFAR-10, our criterion for

determining layer importance achieved the best drop in accuracy. On the low-resolution

version of ImageNet, our criterion outperformed only the criterion by Lin et al. [2020].

On the 224 × 224 version of ImageNet, all criteria had similar performance with im-

provement in accuracy, but our criterion obtained the lowest increase in accuracy. In

general, the criterion by Luo and Wu [2020] achieved one of the best drops in accuracy

across the datasets.

Even though our criterion underperforms some criteria, it is important to em-

phasize that PLS+VIP is computationally more attractive. For example, the feature

selection techniques (infFS, ilFS, infsFSU) require an adjacency matrix representing all

pairs of features, consuming substantial computational resources. The rank approach

by Lin et al. [2020] (HRank) is time-consuming since the feature map rank is estimated

using the SVD technique. Finally, KL-divergence (KL) is one of the most computa-

Table 5.10. Drop in accuracy using di�erent criteria for determining layer importance.
Negative values denote improvement regarding the original (unpruned) network. The best
results are in bold. The arrows indicate which direction is better.

Layer Importance

Criterion

CIFAR-10

Acc. Drop↓
ImageNet 32× 32

Acc. Drop↓
ImageNet224× 224

Acc. Drop↓
infFS [Ro�o et al., 2015] −0.68 1.50 −2.03
ilFS [Ro�o et al., 2017] −0.46 1.12 −2.11

infFSU [Ro�o et al., 2020] −0.50 2.03 −2.03
KL [Luo and Wu, 2020] −0.32 1.00 −2.06
HRank [Lin et al., 2020] −0.73 2.35 −2.03

ABS [Tan and Motani, 2020] −0.54 0.96 −2.11
PLS+VIP −0.84 2.25 −1.92
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tionally expensive criteria since it requires a forward prediction for each structure of

the network.

5.3.3.3 Comparison with Existing Pruning Approaches

In this experiment, we compare the proposed strategy for pruning layers with state-

of-the-art pruning approaches that focus on removing the same structure, Table 5.11.

We discuss the results employing the single prune iteration since it is more suitable for

deeper networks and large datasets, as we discussed before. In addition, we restrict our

discussion to ResNet110 on CIFAR-10 and ResNet50 on ImageNet (224 × 224) since

these settings are the most reported in the context of pruning layers.

According to Table 5.11, on both datasets, our method is the one with the best

trade-o� between drop in accuracy and FLOP reduction. On CIFAR-10, our method

achieved a surprisingly 74.75 FLOP reduction with an accuracy drop within one per-

centage point. On ImageNet, we achieve around 3× more FLOP reduction compared

to Veit and Belongie [2020] and, Huang and Wang [2018]. It is worth mentioning that

the approaches by Veit and Belongie [2020] and, Wu et al. [2018] are dynamics strate-

gies, which means that the FLOP reduction is conditioned to the input presented to

the network; thereby, they can be prohibitive to �xed-resources environments. For

example, consider a scenario where it is possible to execute only 35% of the FLOPs of

a network, which means that we need to reduce 65% of the FLOPs to run it on such

a scenario. To the images where the pruned network surpasses this value, the system

can present fails as well as compromising other components. On the other hand, our

Table 5.11. Comparison of existing pruning methods that focus on removing layers. Negative
values denote improvement regarding the original network. The symbol ⋆ indicates mean
FLOP reduction. The best FLOP reduction and accuracy drop are shown in bold. The
arrows indicate which direction is better.

Method
FLOP

Reduction↑
Accuracy

Drop↓

ResNet110 on

CIFAR-10

Veit and Belongie [2020] 18.00⋆ 0.62

Huang and Wang [2018] 50.47 0.26

Wu et al. [2018] 65.00⋆ -0.39

Ours 74.75 0.82

ResNet50 on

ImageNet(224× 224)

Wang et al. [2018b] 12.00⋆ 0.00

Veit and Belongie [2020] 15.00⋆ -0.20

Huang and Wang [2018] 31.00 0.95

Ours 45.28 0.67
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Figure 5.13. Comparison of existing pruning methods. Left. Results on the CIFAR-10
dataset. Right. Results on the ImageNet (224×224) dataset. On both datasets, our method
always provides a better solution (i.e., it is a non-dominated solution) considering one of the
performance metrics: accuracy drop (y-axis) or FLOP reduction (x-axis). Negative values
in the y-axis denote improvement regarding the original, unpruned, network. The arrows
indicate which direction is better.

strategy does not su�er from this problem since the FLOP reduction is the same for

all images.

To better visualize the trade-o�s between accuracy and FLOP reduction, we plot

the results of Table 5.11 in Figure 5.13. From this �gure, it is possible to note that

our method always provides a better solution (i.e., it is a non-dominated solution)

considering accuracy drop or FLOP reduction.

5.3.3.4 Pruning Lightweight Networks

In this experiment, we assess the performance of removing modules from lightweight

networks, Table 5.12. Di�erent from previous experiments on lightweight architectures,

here, we consider only MobileNetV2. It turns out that MobileNetV1 is a plain network

and to prune layers the architecture needs to be residual, as we explain in Section 3.2.2.

To reduce the computational cost, we discuss the results considering only the sin-

gle pruning strategy with di�erent pruning ratio. Speci�cally, due to implementation

details, MobileNetV2 has only �ve possible modules to be removed. Thus, we set the

prune ratio such that it removes 1, 2, 3, and 4 modules. It is worth mentioning that

MobileNetV2 on ImageNet has two downsampling layers at the beginning of architec-

ture, implying in di�erent FLOP reduction when compared to architecture applied to

CIFAR-10.

According to Table 5.12, on both datasets, the proposed approach is able to

remove more than 26% of the modules with a negligible drop in accuracy. More im-
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Table 5.12. Results when pruning layers from lightweights architectures. Negative values
denote improvement regarding the original network. The best FLOP reduction and accuracy
drop are shown in bold. The arrows indicate which direction is better.

Pruning

Ratio

FLOP

Reduction↑
Accuracy

Drop↓

MobileV2 on

CIFAR-10

0.06 4.60 −0.14
0.13 9.20 0.16

0.19 16.31 -0.30

0.26 26.60 0.04

MobileV2 on

ImageNet (224× 224)

0.06 6.84 -0.83

0.13 16.74 −0.21
0.19 21.16 −0.08
0.26 25.66 0.31

portantly, these results suggest that lightweight networks are not sensitive to layer

removal, thus enabling further improve their performance in terms of latency.

It is important to mention that when pruning �lters from MobileNetV2, the

FLOP reduction is higher (up to 48.20%, see Table 5.7). It turns out that we can

remove, at most, �ve modules from MobileNetV2 while pruning �lters can eliminate

�lters from all modules, thus obtaining a higher FLOP reduction. Despite this, we

shall see that pruned networks obtained from the removal of layers attain considerably

better prediction time than those from the removal of �lters.

5.3.3.5 Pruning Multiple Structures

Pruning �lters and layers are orthogonal strategies and, therefore, they could bene�t

each other. In this experiment, we assess the e�ectiveness of removing both structures.

For this purpose, we follow a two-step mechanism: we �rst remove layers and, then,

we remove �lters. In practice, we use ResNet56 with 55% of its modules removed

(the network of Table 5.9, last row) as input to our pruning �lter method introduced

in Section 4.1.1. It is worth mentioning we could remove �lters �rst, however, the

removal of layers provides a network with lower computational cost and latency, which

reduces memory requirements and speeds-up the �ne-tuning stage. Additionally, our

assessment is restricted to ResNet110 on the CIFAR-10 dataset, as it is the most

reported setting for both layer and �lter pruning.

Table 5.13 summarizes the results. Compared to the top-performance strategies

that remove either �lters or layers, our strategy for pruning both structures attains

signi�cantly higher FLOP reduction with negligible loss in accuracy.
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Table 5.13. Comparison of our strategy for removing multiple structures with methods
that remove �lters or layers, but not both. The best FLOP reduction and accuracy drop
are shown in bold. Negative values denote improvement regarding the original network. The
arrows indicate which direction is better.

Method
FLOP

Reduction↑
Accuracy

Drop↓

ResNet110 on

CIFAR-10

Wu et al. [2018] 65.00 −0.39
Lin et al. [2020] 68.70 0.85

Ours (Filters only) 60.17 -0.93

Ours (Layers only) 74.75 0.82

Ours (Filters + Layers) 76.37 0.98

5.3.3.6 Time Issues

Our last experiment shows the improvement in prediction time by pruning layers. To

this end, we compare the average prediction time of original, unpruned, ResNet50 with

its pruned version considering di�erent pruning ratio. Figure 5.14 (left) shows the

prediction time average time considering 30 executions for predicting a single sample

from the ImageNet dataset.

In practice, remove layers provides pruned networks with better prediction time

than removing �lters, even taking into account the same FLOP reduction. To demon-

strate that, in Figure 5.14 (right), we plot the prediction time resulting from the removal

of �lters and layers on the same FLOP reduction. It is possible to observe that remov-
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Figure 5.14. Left. Average prediction time (lower is better) of the original (unpruned)
network and it after removing layers using di�erent pruning ratio (p). Black bars denote the
con�dence interval. Right. Prediction time of pruned networks where layers or �lters, but not
both, are removed. On the same FLOP reduction, by removing layers provides substantially
better prediction time.
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ing layers provides better inference time than removing �lters, even when the latter

obtains more FLOP reduction. It turns out that removing layers reduces prediction

latency � to compute convolutions in one layer, the model must wait for the output of

all previous layers. In other words, less sequential processing improves parallelization,

leading to faster prediction time. Therefore, by removing layers we achieve substan-

tially better predictive time than removing �lters, as shown in Figure 5.14 (right).

5.3.3.7 Final Remarks

We demonstrate that is possible to remove unimportant layers by estimating their im-

portance using PLS. These results con�rm our hypothesis that the relationship between

layers and the class label on a low-dimensional space (PLS criterion) can be employed

to identify unimportant layers to be removed. Compared to other criteria for assigning

layer importance, PLS achieves competitive results while being more e�cient.

In this category of pruning, most approaches are dynamic strategies, where the

computational cost is conditioned to input presented to the network. Such strategies

can be prohibitive to environments with a �xed computational budget. On the other

hand, we show that it is possible to obtain pruned networks to which the computational

cost is not conditioned to the input.

Finally, we show that strategies that remove layers and �lters could bene�t from

each other, leaning to substantial improvements in computational performance.

Limitations. Despite the remarkable results in compressing networks, it is not possible

to remove all layers composing a network. This problem takes place due to inconsis-

tent dimensions between consecutive layers, i.e., the output of a layer is incompatible

with successive layers. For example, we can remove only 33% of the modules of Mo-

bileNetV2. We believe that more sophisticated networks such as the ones generated

by neural architecture search can be even more prohibitive, thus preventing us from

improving their e�ciency by pruning layers.

5.4 Neural Architecture Search

In this section, we introduce the experiments of the proposed strategy for designing

convolutional architectures automatically. We �rst introduce the in�uence of the initial

architecture (speci�cally its depth) on our search space, compare the proposed criterion

for de�ning stage importance with state-of-the-art feature selection techniques, and as-

sess the e�ectiveness of the proposed weight transfer mechanism, respectively. Then, we

compare the built convolutional networks with human-design and NAS architectures.



5.4. Neural Architecture Search 81

Next, we compare the proposed NAS method with state-of-the-art NAS approaches

and demonstrate how to build architectures on large datasets, respectively. Finally, we

show the generalization ability of our discovered architectures, their performance when

combined to compose an ensemble and �nal remarks, in this order.

Throughout this section, training from scratch refers to train the architectures

with random initialization for 200 epochs. Additionally, when using the proposed

weight transfer technique, the architectures are �ne-tuned for 50 epochs. For fairness

with previous works, which adjust their �nal architecture using additional epochs [Dong

and Yang, 2019; Brock et al., 2018; Elsken et al., 2018], at the end of each iteration

of Algorithm 4 the candidate architecture is further trained for 100 epochs. Finally,

unless stated otherwise, we are considering our NAS approach with residual modules.

5.4.1 In�uence of Initial Depth

Our �rst experiment evaluates the in�uence of the depth b0 of the initial architecture

(F in step 1 of Algorithm 4). To this end, we vary b0 from 2 to 10 in steps of 2 and

measure the performance of the resulting architecture after running one iteration of

our method.

According to Table 5.14, we observe that large values of b0 lead to accurate

architectures, but the computational cost increases substantially as well. For example,

for b0 = 10 the candidate architecture after one iteration of Algorithm 4 achieves an

accuracy of 92.12 with 1.10 million parameters and 149 million FLOPs. With b0 = 6,

on the other hand, the �rst candidate architecture obtains an accuracy of 92.03 leading

to signi�cantly fewer parameters and FLOPs. Note that this behavior also occurs in

residual networks. For example, ResNet56 (b = 9) is only 0.2 percentage points (p.p)

more accurate than ResNet44 (b = 7), see Table 5.16 (�rst and fourth rows).

Based on Table 5.14, the initial model using b=6 achieves a good compromise

Table 5.14. In�uence of the initial number of modules b0 on the �rst candidate architecture.
The arrows indicate which direction is better.

b0 Depth
Parameters↓
(Million)

FLOPs↓
(Million)

Memory↓
(MB)

Accuracy ↑
(200 epochs)

2 23 0.36 45 3.81 91.23

4 31 0.40 64 5.31 91.57

6 43 0.60 92 7.58 92.03

8 63 0.95 139 11.56 91.98

10 67 1.10 149 12.34 92.12
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Table 5.15. Accuracy on CIFAR-10 (200 epochs) of our method using di�erent criteria for
determining stage importance. The best accuracy for each iteration is shown in bold.

Iteration

Criterion 1 2 3 4 5

infFS [Ro�o et al., 2015] 91.59 92.09 92.02 92.36 92.45

ilFS [Ro�o et al., 2017] 91.94 92.06 92.10 92.08 92.52

infFSU [Ro�o et al., 2020] 90.42 92.26 91.95 92.41 92.64

PLS+VIP 92.03 92.38 92.62 92.53 92.58

between accuracy and computational cost. Speci�cally, this model was the one that

obtained an accuracy above 92% with the lowest computational cost; thus, we employ

it as the initial model in the remaining experiments.

5.4.1.1 Importance Criteria

This experiment assesses the quality of the candidate architectures discovered applying

PLS and the infFS framework to measure the importance of the stages.

According to Table 5.15, the proposed method using PLS designs more accurate

candidate architectures. While the superiority of PLS could be attributed at �rst to the

fact that it is supervised, in contrast to infFS and infFSU, we also assessed a supervised

variant of infFS, ilFS, and observed the same trend (Table 5.15). This suggests that

PLS is more suitable for measuring the importance of the stages.

Figure 5.15 shows the distribution of modules resulting from di�erent criteria for

measuring the importance of architecture stages. The results show that the approach

used to measure importance has signi�cant impact on the �nal architecture. In addi-

tion, our method applying PLS, ilFS and InfFSU inserted more modules on the middle
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Figure 5.15. Number of residual modules, per stage (i.e. bi), after �ve iterations of the
proposed method using di�erent criteria for determining stage importance.
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Table 5.16. Comparison with human-designed architectures. Our architectures achieve
superior accuracy and are more e�cient. W. transfer indicates our weight transfer technique.
The best values are shown in bold. The arrows indicate which direction is better.

Architecture Depth
Param.↓
(Million)

FLOPs↓
(Million)

Memory↓
(MB)

Accuracy↑
(300 epochs)

ResNet44 44 0.66 97 8.14 92.83

Ours (it=1), scratch 43 0.60 92 7.41 93.38

Ours (it=1), W. transfer 39 0.56 83 7.00 93.32

ResNet56 56 0.86 125 10.42 93.03

Ours (it=3), scratch 59 0.69 130 10.32 93.36

Ours (it=3), W. transfer 51 0.90 111 9.16 93.61

ResNet110 110 1.7 253 20.67 93.57

Ours (it=5), scratch 67 0.88 149 11.65 94.27

Ours (it=5), W. transfer 59 1.23 139 11.31 93.51

stage, which means increasing its depth brings improvements to the architecture. Im-

portantly, this behavior is consistent with the work by Wang et al. [2018b], where they

demonstrate that removing layers from the middle stage degrades accuracy more than

other stages. This supports the fact that our approach is capable of identifying stages

that need become deeper (most important) and the ones that could be kept shallow

(least important).

Based on these results, in the next experiments, we report results considering

one, three and �ve iterations and 300 epochs of training. We observe that increasing

the number of iterations above �ve does not improve accuracy substantially enough

to justify the increase in computational cost. In particular, to the criteria infFSU

and PLS+VIP, the candidate architectures discovered using more than �ve iterations

obtained accuracy inferior to architectures in Table 5.15. We refer the reader to Ap-

pendix C (Tables C.1 and C.2) for the results of other iterations.

5.4.1.2 Weight Transfer

Our next experiment evaluates the behavior of the proposed NAS method when trans-

ferring knowledge (weights) from existing networks to our candidate architectures. For

this purpose, we �rst de�ne an existing (pre-trained) network to provide the weights

for the modules of the candidate architectures. In this work, we employ ResNet110 due

to its high accuracy. We highlight that since our candidate architectures are very shal-

low, we could employ shallower ResNets (e.g., ResNet56) and still avoid the restriction

that the depth of the candidate architecture cannot exceed the depth of the network
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providing the weights (see Section 4.2).

Table 5.16 summarizes the results. Compared to training from scratch, our

method with the weight transfer technique yields higher performance architectures

in terms of depth, memory usage, number of FLOPs and parameters. The reason for

di�erent architectures when using training from scratch and the weight transfer tech-

nique (�ne-tuning) is that the weights of the networks are di�erent and in�uence the

importance score directly. This leads to the insertion of modules on di�erent stages

throughout iterations.

Besides designing higher-performance architectures, an advantage of weight trans-

fer is that it reduces the computational burden of training the architectures from

scratch. Speci�cally, this strategy reduces the average time for each iteration from

17 to 3 hours. We emphasize that the time for generating our architectures is faster

than previous works, which require many days on several GPUs even when training

for a few epochs (i.e., 20) [Zoph et al., 2018; Baker et al., 2017; Real et al., 2017]. For

example, the approaches by Baker et al. [2017] and, Real et al. [2017] require 10 days

to discover competitive architectures. It is worth mentioning that our method could be

made even faster by training/�ne-tuning architectures for only a few epochs, as sug-

gested by previous works. On the other hand, this strategy can yield poor architectures,

harming the search process [Dong and Yang, 2020; Sciuto et al., 2020].

In summary, the proposed weight transfer technique speeds-up our NAS approach

considerably, which enables searching architectures directly on large datasets. However,

when using this technique the candidate architectures can take advantage of well-

trained networks. Therefore, to make a fairer comparison with other NAS, unless

stated otherwise, we are considering our method with training from scratch.

5.4.1.3 Comparison with human-designed architectures

As we mentioned previously, human-designed architectures are generally composed of

stages with uniform depth. Our method, on the other hand, designs architectures by

adjusting the depth for each stage based on its importance. To demonstrate that this

process leads to more e�cient and accurate networks, in this experiment, we compare

our discovered architectures to their human-designed counterpart.

Table 5.16 compares our architectures with residual modules to existing residual

networks [He et al., 2016]. Compared to these networks, our architectures achieve

superior performance in terms of the number of parameters, FLOPs, memory usage

and accuracy. In particular, with one iteration our discovered architecture achieves

comparable accuracy to ResNet110, having less than half of its computational cost.
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Figure 5.16. Carbon emission for training architectures (the lower the better). From itera-
tion one to �ve, our architectures have their carbon emission increased slightly whereas from
ResNet44 to ResNet110 the increase is notably higher. CO2eq indicates the global warming
potential of various greenhouse gases as a single number.

More importantly, these results show that adjusting depth on a stage-by-stage basis

enables increasing capacity (re�ected by accuracy) of networks without compromising

their e�ciency.

Following a recent trend [Lacoste et al., 2019; Schwartz et al., 2020; Strubell et al.,

2019], we also measure the carbon emission for training architectures. For this purpose,

we use the Machine Learning Emissions Calculator4 and report the CO2-equivalents

(CO2eq), which indicates the global-warming potential of various greenhouse gases as a

single number. According to Figure 5.16, our candidate architectures emit notably less

carbon, even taking into account shallow versions of ResNet. Compared to ResNet110,

our �nal architecture trained from scratch emits 41% less CO2. Observe that, from

iteration one to �ve, our architectures have their carbon emission increased slightly

whereas from ResNet44 to ResNet110 the increase is notably higher. This occurs be-

cause our architectures are computationally more e�cient, leading to a considerably

faster training stage. Moreover, ResNets (as well as most human-designed architec-

tures) have the same depth for all stages. Our architectures, on the other hand, had

the depth of stages adjusted according to its importance, avoiding unnecessary growth

in computational cost.

5.4.2 Combination with other NAS approaches

As we mentioned earlier, our method can employ modules discovered by other NAS

approaches. We highlight that the NAS approaches that focus on discovering cells

de�ne the depth of stages uniformly (similar to human-designed architectures). In this

4https://mlco2.github.io/impact/
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Table 5.17. Performance of networks built with the proposed method and cell modules
discovered by NAS. The best values are shown in bold. The arrows indicate which direction
is better.

Architecture Depth
Param.↓
(Million)

FLOPs↓
(Billion)

Memory↓
(MB)

Accuracy↑
CIFAR-10

NASNet169 169 2.3 2.7 71.26 94.34

Ours (it=1) 109 1.3 1.8 45.20 94.55

NASNet205 205 2.8 3.2 86.37 94.37

Ours (it=3) 133 1.5 2.2 56.96 94.63

NASNet241 241 3.3 3.8 101.47 94.51

Ours (it=5) 181 2.3 2.9 78.87 94.74

experiment, we show that using these modules coupled with our strategy provides even

better architectures.

Table 5.17 shows the results of our method applying the cells by Zoph et al. [2018]

as modules. Similar to residual modules, our architectures based on cells outperform

those based on stages with uniform depth. Compared to the original NASNet (b = 6 for

all stages � 241 layers deep) by Zoph et al. [2018], with one iteration, our discovered

architecture achieves superior accuracy having 60%, 52% and 55% fewer parameters,

FLOPs and memory usage.

5.4.3 Comparison with state-of-the-art NAS

This experiment compares our method with state-of-the-art NAS approaches.

According to Table 5.18, our method is the more cost-e�ective NAS approach in

terms of the number of evaluated models and amount of GPUs required. Compared

to Baker et al. [2017] and, Real et al. [2017], our method designs competitive archi-

tectures by evaluating a signi�cantly smaller number of models, enabling the proposed

method to run in a few hours on a single GPU. Speci�cally, our method evaluates one

order of magnitude fewer models. This is because instead of analyzing a large pool

of architectures like most approaches, we increment previous architectures iteratively

while taking into account the importance of the components to be inserted. This advan-

tage enables our method to scale to large datasets, while most NAS approaches might

be prohibitive even when employing morphism and other optimization techniques [Ha

et al., 2017; Dong and Yang, 2020]. Compared to approaches that also evaluate a small

number of models [Elsken et al., 2018; Kandasamy et al., 2018; Jin et al., 2019], our

method achieves the best tradeo� between accuracy and number of GPUs required.
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Table 5.18. Comparison with state-of-the-art NAS approaches. Results taken from previous
works. The best values are shown in bold. '�' indicates the metric is not reported by the
original paper. The arrows indicate which direction is better.

Model
Evaluated↓
Models

GPUs↓
Param.↓
(Million)

Accuracy↑
CIFAR-10

Zoph et al. [2018] 20,000 800 2.5 94.51

Baker et al. [2017] 1,500 10 11.1 93.08

Real et al. [2017] 1,000 250 5.4 94.60

Brock et al. [2018] 300 1 4.6 94.47

Dong and Yang [2019] 240 1 2.5 96.25

Yang et al. [2020b] 128 1 3.6 97.38

Jin et al. [2019] ≈60 1 � 88.56

Elsken et al. [2018] 40 5 19.7 94.80

Kandasamy et al. [2018] 10 4 � 91.31

Chen et al. [2019] � 1 10.5 97.75

Li et al. [2020b] � 1 3.90 96.21

Ours (Res. modules) 11 1 1.7 94.27

Ours (Cell modules) 11 1 2.3 94.74

Ours (Ensemble) � � 7.27 95.68

In summary, our method achieves competitive results using both residual and cell

modules. When considering our best setting (cell modules with �ve iterations, see Ta-

ble 5.17), only the most recent approaches [Elsken et al., 2018; Dong and Yang, 2019;

Chen et al., 2019; Yang et al., 2020b; Li et al., 2020b] obtain superior accuracy. We

emphasize that our training process employs a simple SGD optimizer with standard

data augmentation, while other NAS approaches employ sophisticated optimizers and

regularization techniques (e.g., SGDR [Loshchilov and Hutter, 2017] and Scheduled-

DropPath [Zoph et al., 2018]). Although we could use these setups, they render it

more di�cult to identify which aspects actually lead to the improvement in NAS, as

argued by Dong and Yang [2020]. Thus, we prefer to maintain the training as simple

as possible.

Finally, our method built more parameter-e�cient architectures even without

considering the computational cost in the searching process. This occurs since most

NAS approaches focus on discovering components of the architecture while keeping a

uniform distribution of depth of the stages. Instead, our method adjusts this depth

based on its importance leading to shallower, and hence more e�cient, architectures.
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Table 5.19. Accuracy of networks transferred from a small dataset (i.e., CIFAR-10) to large
datasets. The higher the accuracy the higher the generalization ability. The best accuracy is
shown in bold.

Architecture TinyImageNet ImageNet 32× 32

ResNet110 69.94 68.89

Ours (Res. modules) 72.34 70.09

NASNet241 79.20 80.67

Ours (Cell modules) 79.23 79.39

5.4.4 Learning Architectures on Large Datasets

Since our approach explores few candidate architectures, it is scalable to large datasets.

To reinforce this, we apply the proposed method to discover architectures on the large

ImageNet (224 × 224) dataset. We use bottleneck residual blocks [He et al., 2016] as

modules and the weight transfer technique. Due to limitations for training NAS-based

architectures, we do not consider cell modules.

Our �nal architecture obtained a top-5 accuracy of 90.23, which is less than one

percentage point inferior to the architecture by Dong and Yang [2019]. Although it

achieved a lower accuracy, an advantage of our method is that it can be applied on

large datasets without requiring careful parameter setting since we are using the same

parameters found on CIFAR-10. This advantage is desirable when no resources are

available for tuning such parameters. We highlight that the approach by Dong and

Yang [2019] fails to design networks directly on ImageNet, as it needs careful tuning

and di�erent hyper-parameters.

5.4.5 Generalization Ability

An alternative to learning architectures on large datasets is to design them on small

datasets and then transfer them to large datasets. The accuracy of the resulting archi-

tecture (trained from scratch) can be used to estimate its generalization ability (i.e.,

transferability), which is a desirable property in NAS [Zoph et al., 2018]. In this exper-

iment, we assess this generalization ability of our architectures. For this purpose, we

follow the same process by Zoph et al. [2018], which consists of taking an architecture

found for CIFAR-10 and training it from scratch on other datasets.

Table 5.19 shows the top-5 accuracy obtained on the Tiny ImageNet and Im-

ageNet 32 × 32 datasets. For both datasets, when using residual modules, our ar-

chitectures outperformed those based on stages with uniform depth. Speci�cally, our

architecture obtained an accuracy up to 2.4 p.p superior to ResNet110. With cell
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modules, our architecture and NASNet241 achieved similar results. In summary, these

results show that our architectures present high generalization ability.

5.4.6 Ensemble of Architectures

Motivated by the fact that an ensemble of candidate architectures can obtain better

accuracy than the �nal architecture alone [Elsken et al., 2018], our last experiment

shows the performance of our method employing this strategy.

Our ensemble is composed of the candidate architectures presented in Tables 5.16

and 5.17, achieving an accuracy of 95.68 with 7.27 million parameters. Compared to

the ensemble of Elsken et al. [2018], which obtains an accuracy of 95.60 with 88 million

parameters, our ensemble is marginally more accurate having 12× fewer parameters.

In particular, our ensemble is more parameter-e�cient even when compared to a single

architecture of Elsken et al. [2018] (see Table 5.18).

5.4.7 Final Remarks

We demonstrate that it is possible to design high-performance convolutional architec-

tures by inserting layers (i.e., adjusting the depth) based on their importance. This

importance is assigned by PLS and con�rms our hypothesis that the relationship be-

tween layers and the class label on a low-dimensional space (PLS criterion) can be

employed to de�ne layer importance. Compared to previous NAS approaches, our

method is signi�cantly more e�cient since it evaluates one order of magnitude fewer

models. Our discovered architectures are on par with the state of the art and present

high generalization ability, as they can be learned on a small dataset and successfully

transferred to large datasets.

Limitations. Since our NAS relies on prede�ned modules, we are not able to discover

all components of the architecture (e.g., number of �lters and connections) from scratch.

Additionally, due to the incremental essence of our NAS (an architecture i must wait

for the architecture i − 1), we cannot parallelize the search. Thus, even when more

resources (i.e., GPU) are available for parallel processing, our method is not able to

take advantage of such resources.

5.5 Latent HyperNet

In this section, we introduce the experiments of our strategy for combining multiple

layers from convolutional networks. We �rst describe the convolutional networks used
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to assess the quality of the proposed method and how to de�ne what layers to combine,

respectively. Next, we present the improvements achieved by combining multiple layers

and the computational cost of this process. Afterward, we show the importance of

project the multiple features onto a compact space and demonstrate the performance

of our method on lightweight architectures, in this order. Finally, we discuss time issues

and �nal remarks.

5.5.1 Convolutional Networks

To demonstrate that our LHN is e�ective across di�erent architectures, throughout

the experiments, we employ it on di�erent convolutional networks such as VGG [Si-

monyan and Zisserman, 2015], ResNet [He et al., 2016] and MobileNet [Sandler et al.,

2018]. Unfortunately, these architectures are unsuitable for activity recognition based

on wearable sensor data due to the structure of the data. Therefore, to this task,

we propose three di�erent architectures (Arch1, Arch2 and Arch3 ), which vary in the

number of �lters and layers, and �lter dimensions, as shown in Table 5.20. Following

the work by Chen and Xue [2015], after each convolutional layer, we apply a 2 × 1

max-pooling operation.

We highlight that the proposed convolutional architectures are only used on the

activity recognition task, where there are no well-de�ned architectures.

Table 5.20. Con�gurations of the convolutional architectures apply to activity recognition.
After each convolutional layer, a 2× 1 max-pooling operation is employed.

Number of

Layers

Number of

Filters per Layer

Filter Dimensions per Layer

(height × width)

Arch1 2 24, 32 12× 2, 12× 2

Arch2 3 24, 32, 40 6× 1, 8× 1, 10× 1

Arch3 4 24, 32, 40, 48 12× 1, 12× 1, 6× 1, 2× 1

5.5.2 De�ning Layers to be Combined

Because modern architectures are very deep (dozens or even hundreds of layers), a

typical step in HyperNet approaches is to select only a subset of the layers to be

combined. Besides reducing computational cost, this step might provide better results

since adjacent layers are correlated [Kong et al., 2016].

To determine what layers to combine, we employ the same procedure as suggested

by Kong et al. [2016], which consists of generating a small set of possible combinations
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Table 5.21. Accuracy on CIFAR-10 (validation set) using di�erent combinations of layers.
FC denotes the employment of the �rst fully connected layer of the VGG16 architecture.
The better accuracy is shown in bold. The symbol '�' denotes that it was not possible to
execute the method in the respective setting due to incompatible dimensions between 2D
(layers 41, 45, 49) and 1D (FC layer) features maps.

(a) VGG16 layers.

Layers HyperNet LHN

41 + 45 87.02 87.00

41 + 49 87.46 87.06

45 + 49 87.64 87.90

41 + 45 + 49 87.44 86.94

41 + 45+FC � 86.70

41 + 49+FC � 88.12

45 + 49+FC � 87.40

41 + 45 + 49+FC � 86.78

(b) ResNet20 layers.

Layers HyperNet LHN

53 + 60 86.08 79.04

53 + 67 86.48 85.88

60 + 67 87.10 86.10

53 + 60 + 67 86.36 86.68

and evaluating the accuracy of the HyperNet for each combination. To further reduce

the number of combinations, we examine only intermediary and deep layers. Table 5.21

(a) and (b) show the accuracy of the HyperNets when combining di�erent layers of

VGG16 and ResNet20, respectively.

According to Table 5.21 (a), on the VGG16 network, the HyperNet by Kong et al.

[2016] attained the best results combining the layers 45 and 49. Our method, on the

other hand, obtained the best results combining the layers 41, 49 and the �rst fully

connected layer (FC). On the ResNet20 network, Table 5.21 (b), the HyperNet by Kong

et al. [2016] achieved the best results combining the layers 60 and 67. Similarly, our

LHN obtained the best accuracy combining the layers 60, 67 and 53. Note that, while

our method enables combining any layer that composes the network, the approach

of Kong et al. [2016] is limited to combine convolutional layers only.

The results above consider one PLS model per layer (as explained in Section 4.3).

An alternative to this modeling is to concatenate all the feature maps provided by all

the layers (the ones to be combined) and then, learn a single PLS model, as illustrated

in Figure 5.17. However, the memory consumption increases signi�cantly since the

result of this concatenation is a high dimensional space and could unfeasible the em-

ployment of LHN on resources-constrained applications. For example, on VGG16, the

concatenation of the layers 41, 49 and FC yields a feature space with around 3× more

dimensions when compared to the scheme layer-by-layer. We observe that the accuracy

of both strategies is similar; therefore, it is more e�cient to learn PLS layer-by-layer.
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Convolutional Network

Classi�er
Latent HyperNet 

(LHN)

Concatenation

XW

Figure 5.17. Latent HyperNet considering a single PLS projection. After setting the layers
to be combined (represented by black boxes), we concatenate their features maps yielding a
data matrix X. Then, we learn a single PLS projection (matrix W ) using X. Finally, we
project (XW ) and present the low-dimensional feature maps to a classi�er. In this example,
PLS projects the high-dimensional feature maps onto two dimensions.

Once found the best combinations of layers on CIFAR-10, we apply them in the

remaining experiments, including experiments on the ImageNet dataset.

Di�erent from convolutional networks designed to image applications, in activity

recognition, the convolutional networks are very shallow. For example, the deepest

architectures do not exceed 3-4 layers [Chen and Xue, 2015; Ha et al., 2015; Ha and

Choi, 2016; Xu et al., 2018]. Therefore, on activity recognition, we combine all the

layers composing the convolutional network.

5.5.3 HyperNet Improvements

In this experiment, we evaluate the improvements achieved by the HyperNets ap-

proaches. To make a fair comparison and show the improvement obtained by the

exploration of di�erent layers only, we use the same classi�er employed by the original

convolutional network, an MLP classi�er (fully-connected layers with softmax activa-

tion). In this way, the improvements are not biased by the classi�er.

Image Classi�cation. Table 5.22 shows the improvements in accuracy achieved by

the HyperNets approaches using multiple layers from VGG16 and ResNet20. According

to this table, on CIFAR-10, the approach by Kong et al. [2016] was not able to improve

the accuracy compared to the original network. In contrast, our LHN obtained a

marginal improvement.
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Table 5.22. Improvements in accuracy achieved by the HyperNets. Negative values denote
a decrease in accuracy regarding the original network. The better method is shown in bold.
The arrows indicate which direction is better.

CIFAR-10↑ ImageNet (32× 32)↑

VGG16
HyperNet [Kong et al., 2016] −0.22 0.01

LHN (Ours) 0.05 0.66

ResNet20
HyperNet [Kong et al., 2016] -0.02 3.60

LHN (Ours) −0.13 2.65

On the ImageNet dataset, the approach by Kong et al. [2016] improved the ac-

curacy of VGG16 and ResNet20 in 0.01 p.p. and 3.60 p.p., respectively. On the other

hand, LHN improved the accuracy of VGG16 and ResNet20 in 0.66 p.p. and 2.65 p.p..

We emphasize that the layers combined in ImageNet are the ones selected on CIFAR-10

(see Table 5.21).

In summary, HN and LHN attained similar results, which reinforces the ability of

PLS to model multiple levels of features when compared to time-consuming operations,

such as the ones used in HyperNets (e.g., convolutions). To reinforce this claim, we

show the behavior of the softmax distribution (output of the softmax layer) when both

strategies assign a sample to its correct and incorrect label. Figure 5.18 shows these

distributions. From these �gures, it is evident that both strategies obtain similar soft-

max distributions. Even though the behavior in Figure 5.18 has been observed across

di�erent samples, we measure the divergence between the distributions considering all

samples of CIFAR-10. For this purpose, similar to Luo and Wu [2020], we compute
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Figure 5.18. Left. Distribution of the softmax layer when a sample is assigned to its correct
category. Right. Distribution of the softmax layer when a sample is assigned to an incorrect
category. Dashed line indicates the expected (corrected) label. We omitted the y-axis values
due to di�erent scales.
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the KL-divergence between the softmax of HN and LHN for each sample and average

its values. This value was signi�cantly small, 0.0001, con�rming that the distributions

are very similar.

Activity Recognition. On the activity recognition task, it was not possible to com-

pare our method with the approach by Kong et al. [2016] due to the design of the convo-

lutional networks. For example, convolutional networks applied to activity recognition

often employ large �lters [Chen and Xue, 2015; Ha et al., 2015; Xu et al., 2018], yield-

ing feature maps much smaller in subsequent layers and prohibiting the combination

among layers. On the contrary, LHN enables us to employ layers that provide feature

maps of di�erent sizes, as we show by combining convolutional and fully connected

layers (see Table 5.21 last rows).

Table 5.23 shows the improvements achieved by LHN on di�erent architectures.

In this table, the ith LHN represents LHN using the proposed ith architecture (de�ned

in Table 5.20). As shown in Table 5.23, the proposed method was able to enhance

all networks, except Arch2 on USCHAD. On the paired t-test, LHN obtained an ac-

curacy statistically superior to the original network except on the USCHAD dataset.

In particular, LHN was able to improve up to 9.57 p.p. the accuracy. Considering all

datasets in Table 5.23, LHN was able to improve the architectures 1 and 3, on average,

4.30 p.p. and 1.17 p.p., respectively. Moreover, on the architecture by Chen and Xue

[2015] (LHNC), the use of LHN improved the accuracy, on average, in 1.01 p.p..

5.5.4 Computational Cost

Even though improving accuracy, HyperNet approaches incur a high computational

cost. In this experiment, we compare the computational cost, measured by FLOPs, of

Table 5.23. Improvements in accuracy achieved by LHN on di�erent architectures. The
ith LHN represents LHN using the proposed ith architecture (de�ned in Table 5.20). LHNC
indicates LHN using the architecture by Chen and Xue [2015]. The numbers enclosed in
square brackets denote con�dence interval (95% con�dence). The symbol '�' denotes that it
was not possible to evaluate the architecture on the respective dataset due to its design �
the feature map achieves zero size in deep layers. The better accuracy improvement is shown
in bold.

USCHAD WISDM UTD-MHAD1 UTD-MHAD2

LHN1 2.96 [ 1.7, 4.1] 0.22 [−0.5, 0.9] 9.57 [7.1, 12.0] 4.45 [1.3, 7.5]

LHN2 −1.04 [−6.8, 4.7] 0.13 [−0.7, 0.9] � �

LHN3 0.80 [−2.1, 3.7] 1.55 [ 0.9, 2.1] � �

LHNC 1.55 [−1.7, 4.8] 0.45 [−0.1, 1.0] � �
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the HyperNets approaches.

According to Table 5.24, considering all settings (architectures × datasets), our

LHN requires fewer FLOPs than Kong et al. [2016]. Speci�cally, our method has, on

average, 1, 690, 368 fewer FLOPs than Kong et al. [2016]. It turns out that we use simple

projections to combine layers while Kong et al. [2016] apply convolution operations,

which increases the number of FLOPs substantially. We empathize that, compared

to Kong et al. [2016], our method always uses one additional layer (see Table 5.21 -

bold values), which reinforces its e�ciency in combining layers.

Table 5.24. Floating point operations (FLOPs) of HyperNets approaches. Values are in
million. The lowest FLOPs is shown in bold. The arrows indicate which direction is better.

Method CIFAR-10↓ ImageNet (32× 32)↓

VGG16
HyperNet [Kong et al., 2016] 313.54 314.05

LHN (Ours) 313.22 313.72

ResNet20
HyperNet [Kong et al., 2016] 43.91 44.42

LHN (Ours) 40.85 41.36

5.5.5 Importance of Dimensionality Reduction

The core of our LHN is the dimensionality reduction step, which projects high-

dimensional feature maps onto a compact space. In this experiment, we show the

importance of this step. To this end, we measure the results of LHN without the di-

mensionality reduction step on the CIFAR-10 and USCHAD datasets. More concretely,

we present the feature maps from layers directly to the classi�er rather than projecting

them using PLS.

By removing the dimensionality reduction, the accuracy decreased 30 and 0.09

p.p., on average, on the activity recognition and image classi�cation tasks, respectively.

This behavior takes place because of the high dimensionality generated from the con-

catenation of the feature maps, rendering the learning stage more complex since the

network needs to learn a larger number of parameters. For example, employing the

VGG16 architecture on LHN without dimensionality reduction, the number of param-

eters increased from 15 million to 17 million. In contrast, by using the dimensionality

reduction technique, we generate a low-dimensional feature space, which aids the learn-

ing phase and reduces the computational cost as well.
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Table 5.25. Accuracy of LHN on CIFAR-10 (test set) using di�erent combinations of layers
from lightweight networks. The combinations of layers that achieved improvement regarding
the original network are shown in bold.

(a) MobileNetV1 layers.

Layers LHN

67 + 70 87.46

67 + 73 87.59

67 + 76 87.73

70 + 73 87.52

70 + 76 87.71

73 + 76 87.62

67 + 70 + 73 87.48

67 + 70 + 76 87.75

67 + 73 + 76 87.72

70 + 73 + 76 87.62

67 + 70 + 73 + 76 87.58

(b) MobileNetV2 layers.

Layers LHN

131 + 137 89.48

131 + 143 89.43

131 + 148 89.37

137 + 143 89.65

137 + 148 89.43

143 + 148 89.51

131 + 137 + 143 89.48

131 + 137 + 148 89.39

131 + 143 + 148 89.46

137 + 143 + 148 89.55

131 + 137 + 143 + 148 89.48

5.5.6 Latent HyperNet on Lightweight Networks

Our next experiment evaluates the performance of LHN on lightweight networks.

To this end, we employed the popular MobileNetV1 [Howard et al., 2017] and Mo-

bileNetV2 [Sandler et al., 2018] architectures. As before, we examine the accuracy of

LHN when considering di�erent combinations of layers, as shown in Table 5.25. In this

table, bold values indicate the combinations where LHN achieved better accuracy than

the original network.

On the MobileNetV1 architecture, LHN was able to improve accuracy in 54%

combinations. However, on MobileNetV2, LHN did not obtain any improvement con-

sidering all combinations. It worth noting that MobileNetV1 is a plain network while

MobileNetV2 is a residual-based architecture. Thereby, these results are similar to the

ones found in CIFAR-10 (see Table 5.22), where LHN improved accuracy over VGG16

(plain network) but underperformed accuracy over ResNet20 (residual network).

Besides MobileNets, we also assess LHN on a pruned network, which in turn has

become a lightweight (e�cient) architecture. We consider the pruned network in which

we remove layers and �lters of its architecture (speci�cally, the network of Table 5.13

last row). On di�erent combinations of layers, LHN was not able to improve accuracy.

According to previous results, these results are not surprising since LHN on residual

architectures (ResNet and MobileNetV2) presented poor results. However, we observe

that the pruned architecture was more sensitive to the combination of layers, as it
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obtained substantial inferior accuracy.

5.5.7 Time Issues

Since LHN performs a projection (dimensionality reduction) after each layer, it intro-

duces an extra cost at the prediction stage. In this experiment, we show that this cost is

negligible, rendering LHN computationally e�cient compared to the traditional convo-

lutional network. To demonstrate that, we perform the paired t-test on the prediction

time considering 30 executions.

Figure 5.19 shows the average prediction time and the con�dence interval of

the original convolutional network and the ones using LHN. On the paired t-test,

the prediction times of the original network and LHN were statistically equivalent,

indicating that the employment of LHN does not compromise the prediction time.
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Figure 5.19. Average prediction time (lower values are better) of the original network (red
bars) and LHN (gray bars). The proposed LHN does not compromise the prediction time
since its time is statistically equivalent to the original convolutional network time. Black bars
denote the con�dence interval.

5.5.8 Final Remarks

We demonstrate that an e�cient yet e�ective way of combining multiple levels of fea-

tures is to project them on the latent space of PLS. Compared to time-consuming op-

erations, we demonstrate that PLS projection enhances data representation (re�ected

by accuracy) at negligible additional cost. More importantly, these results con�rm our

hypothesis that the relationship between network structure and the class label on a

low-dimensional space (PLS criterion) can be employed to combine multiple levels of

representation distributed across the network.
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Limitations. Despite promising results, our strategy for exploring multiple layers

exhibits some limitations. For example, to employ a network with LHN to other

datasets (or tasks), we need to retrain the PLS from scratch since the number of

categories and the average of data (Z-score) are di�erent, which might lead to notable

divergence in the latent space. In other words, the PLS model learned on one dataset

does not ensure the maximum covariance between data and labels in another dataset,

thus the latent data might not be discriminative. Other HyperNets, however, can only

recondition the weights of the operations (i.e., convolutions) applied to multiple layers.

Furthermore, our LHN also does not allow that the weights of the network and the

projection matrix be trained jointly. Thus, it is suitable for applications where the

network can be used simply as a feature extractor.

5.6 Covariance-free Partial Least Squares

In this section, we compare the proposed incremental Partial Least Squares, named

Covariance-free Incremental Partial Least Squares (CIPLS), with other methods as

well as with the traditional PLS. Afterward, we present the in�uence of higher-order

components on the classi�cation performance. Finally, we discuss the time complexity

of the methods, their performance on a streaming scenario and compare our method

on the feature selection context.

5.6.1 Comparison with Incremental Methods

This experiment compares the proposed CIPLS with other incremental dimensionality

reduction methods. Table 5.26 summarizes the results.

Table 5.26 shows that, on the LFW dataset, CIPLS outperformed SGDPLS and

IPLS in 1.18 and 1.48 p.p., respectively. Similarly, on the YTF dataset, CIPLS outper-

formed SGDPLS and IPLS in 0.88 and 1.88 p.p., in this order. In particular, on these

datasets, the results of CIPLS were statistically superior to IPLS and SGDPLS. As

we argued before, to perform the paired t-test on face veri�cation, we use 90% con�-

dence. However, by using 95% con�dence, our CIPLS still presented results statistically

superior.

On the ImageNet dataset, the di�erence in accuracy compared to IPLS was of

0.07 and 1.35 p.p., for the 32× and 224 × 224 versions, respectively. It is important

to mention that we do not consider SGDPLS on these datasets due to convergence

problems and the high computational cost. Also, due to memory constraints, it was

not possible to run the traditional PLS on the ImageNet datasets.
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Table 5.26. Comparison of existing incremental methods in terms of accuracy. The symbol
'�' denotes that it was not possible to execute the method on the respective dataset due
to memory constraints or convergence problems (see the text). PLS denotes the use of the
traditional PLS. The closer to the accuracy of the baseline (PLS), the better. The numbers
enclosed in square brackets denote con�dence interval (95% con�dence).

LFW YTF
ImageNet

32× 32

ImageNet

224× 224

CCIPCA 89.87 [89.17, 90.55] 81.48 [80.07, 82.88] 40.30 52.58

SGDPLS 90.60 [89.95, 91.24] 83.22 [82.07, 84.36] � �

IPLS 90.30 [89.60, 90.99] 82.22 [80.96, 83.47] 43.24 65.74

CIPLS (Ours) 91.78 [91.08, 92.47] 84.10 [82.82, 85.37] 43.31 67.09

PLS 92.47 [91.87, 93.05] 85.96 [84.47, 87.44] � �

5.6.2 Comparison with Partial Least Squares

As suggested by Weng et al. [2003], we compare the incremental methods with the

traditional approach as baseline (in our case, traditional PLS). According to Table 5.26,

besides providing better results than IPLS and SGDPLS, CIPLS achieved the closest

results to traditional PLS. For instance, on LFW, the di�erence in accuracy between

PLS and CIPLS was 0.69 p.p. while on YTF it was 1.86 p.p.. In contrast, the di�erence

in accuracy between PLS and SGDPLS is higher � 1.87 p.p. on LFW and 2.74 p.p.

on YTF. In addition, the di�erence in accuracy between PLS and IPLS is among the

highest, 2.17 and 3.74 p.p. for the LFW and YTF datasets, respectively. In particular,

the results for PLS and CIPLS are statistically equivalent, while IPLS and SGDPLS

present results statistically inferior compared to PLS.

It should be noted that the results of IPLS are closer to CCIPCA than PLS since

only the �rst component of IPLS maintains the relationship between independent and

dependent variables. On the other hand, the proposed method preserves this relation

along higher-order components, which provides better discriminability, as seen in our

results.

5.6.3 Higher-order Components

In this experiment, we assess the discriminability of the higher-order components of

CIPLS compared to each of the other incremental methods. For this purpose, we follow

a process suggested by Martínez and Kak [2001], which consists of removing the �rst

component of the latent space before presenting the projected data to the classi�er.

This evaluates the performance of the remaining components, not only the �rst one



100 Chapter 5. Experiments

which tends to be better. By performing this process, our method outperformed IPLS

on average5 in 32.48 p.p.. Observe that when all the components are used, CIPLS

outperformed IPLS in 1.77 p.p.. This larger di�erence when removing the �rst compo-

nent is an e�ect of the better discriminability achieved by the components extracted

by CIPLS. As we have argued, CIPLS preserves the relationship between dependent

and independent variables across higher-order components, yielding more accurate re-

sults. Compared to SGDPLS, CIPLS outperforms it in 24.83 p.p. when using only the

higher-order components.

Figure 5.20 reinforces the above discussion, where it is possible to note that

CIPLS yields more discriminative components when compared to other incremental

Partial Least Squares methods.

5Value computed considering the accuracy of all the datasets.

Figure 5.20. Projection on the �rst (x-axis) and second (y-axis) components using dif-
ferent dimensionality reduction techniques. Top-left. PLS projection. Top-right. IPLS
projection. Bottom-left. SGDPLS projection. Bottom-right. CIPLS projection. Our
CIPLS separates the feature space better than IPLS and SGDPLS, which are state-of-the-art
incremental PLS-based methods. Blue and red points denote positive and negative samples,
respectively.
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5.6.4 Time Issues

To demonstrate the e�ciency of CIPLS, in this experiment, we compare its time com-

plexity to compute the projection matrix with the incremental methods evaluated.

Following Weng et al. [2003] and, Zeng and Li [2014], we report this complexity w.r.t.

dimensionality of the original data (m), number of samples (n), number of compo-

nents (c) and number of PCA components (L - required only by IPLS and CCIPCA).

Table 5.27 shows the time complexity of the methods.

According to Table 5.27, our method presents a low time complexity for estimat-

ing the projection matrix. The complexity of CIPLS is not only on the same class as

CCIPCA, which is the fastest among the compared methods, but it also has a very

small constant factor. This constant factor is the number of components, c for CIPLS

and L for CCIPCA. In our experiments, we found that the optimal constant factor for

the former is negligible (i.e., c = 2). In other words, c < L on practical applications

and this is a known advantage of PLS, where it has been shown to require substantially

less components to achieve its optimal accuracy than PCA [Schwartz et al., 2009].

To show the e�ciency (on practical terms) of our CIPLS, we report the average

computation time (considering 30 executions) of the methods for estimating the projec-

tion matrix to one new sample. To make a fair comparison, we set c = 2 for all methods

and for the other parameters we use the values where the methods achieved the best

results in validation. As shown in Figure 5.21, SGDPLS is the slowest incremental PLS

method, which is a consequence of its strategy for estimating the projection matrix,

where for each sample the convergence step is run T times. Our experiments showed

that T ≥ 100 is required for good results.

By performing the paired t-test, the time for estimating the projection matrix of

our method was equivalent to CCIPCA, which is the fastest incremental dimensionality

reduction. Also, our method statistically faster than IPLS and SGDPLS. Therefore,

Table 5.27. Comparison of incremental dimensionality reduction methods in terms of time
complexity for estimating the projection matrix. m, n denote dimensionality of the original
data and number of samples, while c, L and T denote number of PLS components, number
of PCA components and convergence steps, respectively.

Time Complexity

CCIPCA [Weng et al., 2003] O(nLm)

SGDPLS [Arora et al., 2016] O(Tcm)

IPLS [Zeng and Li, 2014] O(nLm+ c2m)

CIPLS (Ours) O(ncm)
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Figure 5.21. Average prediction time (in seconds) for estimating the projection matrix,
lower values are better. Black bars denote the con�dence interval.

CIPLS is the fastest among the compared incremental PLS methods.

5.6.5 Incremental Methods on Streaming Scenario

As we argued before, incremental methods can be employed on streaming applications,

where the training data are continuously generated. To demonstrate the robustness

of our method on these scenarios, we evaluate the methods on a synthetic streaming

context, as proposed by Zeng and Li [2014]. The procedure works as follows. First, the

training data are divided into k blocks, where k = 20. The idea behind this process

is to interpret each block as a new instance of arriving data. Then, we create a new

training set and insert each kth block at a time. Each time we insert a new block, we

learn the projection method and evaluate its accuracy on the testing set. For instance,

when adding the tenth block, all the 1, 2, ...10 blocks are being used as training. It is

important to mention that a block contains more than one sample, however, this does

not modify the strategy of the incremental methods, which is to estimate the projection

matrix by using a single sample at a time.

Figure 5.22 (left) and (right) show the results on LFW and YTF, respectively. On

the LFW dataset, until the �fth block, it is not possible to determine the best method

since the accuracy presents high variance, however, from the sixth block onwards, our

method outperformed all other methods. On the YTF dataset, our method achieved

the highest accuracy for all blocks. These results show that the proposed method is

more adequate for streaming applications than existing incremental PLS methods.
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Figure 5.22. Comparison of incremental methods on a streaming scenario. Left. Results
on Labeled Faces in the Wild (LFW). Right. Results on Youtube Faces (YTF). The x-axis
denotes the data arriving sequentially (see the text).

5.6.6 Comparison with Feature Selection Methods

Our last experiment evaluates the performance of CIPLS as a feature selection method.

Table 5.28 shows the results for di�erent percentages of kept features on LFW and YTF.

According to Table 5.28, CIPLS is on par with the state-of-the-art feature selec-

tion techniques. For example, on LFW the di�erence in accuracy, on average, from

CIPLS to infFS and ilFS is of 0.15 and 0.25 p.p., respectively. Compared to infFSS

and infFSU, this di�erence is 0.05 and 0.26 p.p., in this order. Interestingly, on YTF

for some percentages of kept features (e.g., 15% and 50%), CIPLS outperforms ilFS,

infFSS and infFSU. We highlight that these methods were designed speci�cally for

feature selection.

Finally, the di�erence, on average, between CIPLS and PLS is of 0.26 and 0.14

p.p. on the LFW and YTF datasets, respectively. Moreover, the largest accuracy

di�erence between PLS and CIPLS is only 0.4 p.p., on LFW with 15% of features

kept. This result reinforces that the proposed decompositions to extend the NIPALS

and enable the employment of VIP are a good approximation of the original method.

Based on the results shown, it is possible to conclude that, besides dimensionality

reduction, our CIPLS achieves state-of-the-art results in the context of feature selection.

5.6.7 Final Remarks

We demonstrate that is possible to extend the PLS algorithm for incremental opera-

tion and enable computation of the projection matrix using one sample at a time while
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Table 5.28. Comparison of feature selection methods using di�erent percentages of kept
features. The better method is shown in bold.

LFW YTF

Percentage of Kept Features Percentage of Kept Features

15 20 50 15 20 50

infFS [Ro�o et al., 2015] 91.58 92.03 92.23 86.68 87.14 87.30

ilFS [Ro�o et al., 2017] 91.67 92.25 92.23 86.94 86.84 87.54

infFSU [Ro�o et al., 2020] 91.70 92.30 92.15 86.60 87.14 87.16

infFSS [Ro�o et al., 2020] 91.62 91.62 92.33 86.50 86.80 87.22

PLS+VIP 91.67 92.13 92.38 86.82 87.18 87.68

CIPLS (Ours)+VIP 91.55 91.80 92.18 86.92 87.02 87.40

still presenting the main property of traditional PLS, namely preserving the relation

between dependent and independent variables. These results con�rm our hypothesis

that using simple algebraic decomposition it is possible to preserve the properties of

traditional PLS in its incremental version. Compared to existing incremental partial

least squares methods, CIPLS achieves superior performance besides being computa-

tionally e�cient. In the context of feature selection, the proposed method is able to

achieve comparable results to the state of the art.

Limitations. The major limitation of CIPLS is the numerical instability when em-

ploying many components. It turns out that during the algebraic decomposition (Equa-

tion 4.2) of the �rst components the numbers become extremely small leading to un-

stable computation that is propagated and accumulated to higher-order components.

We observe these issues mainly when using features from deep networks, which often

present high numerical precision (32 bit �oating point representation). Moreover, we

note that IPLS exhibited even worse numerical instability. Such issues are not re-

stricted to CIPLS, other incremental methods also su�er from this problem [Maalouf

et al., 2019; Madras et al., 2020]. In particular, even convolutional networks can present

numerical instability when using large learning rates [He et al., 2019a].
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Conclusions

Modern convolutional networks are computationally expensive, hindering applicability

on resource-constrained environments. Motivated by this, in this thesis, we proposed

strategies for reducing the computational cost of convolutional architectures by remov-

ing, inserting and combining their structures. Throughout our work, we showed that

Partial Least Squares is a powerful tool for measuring the importance of the struc-

tures of convolutional networks. With the estimation of this importance, we were

able to identify and remove unimportant structures composing the convolutional net-

works. We showed that the relationship between a speci�c structure and its class label

on a low-dimensional space (PLS criterion) can be employed to determine potential

structures to be removed. Besides, by using this importance, we were able to insert

structures to design high-performance convolutional networks. We demonstrated that

it is possible to discover e�cient architectures by inserting layers in the stages of an

architecture based on their importance. In this context, we showed that estimating

such importance using the PLS criterion is an e�ective way of determining how deep

an architecture should be. Finally, with the importance estimated by PLS, we were

capable of combining multiple levels of representation distributed across the network

to improve data representation. We showed that an e�ective way of projecting multiple

levels of features is to project them on a compact space provided by PLS.

The results achieved by the proposed strategies con�rm our central hypothesis

that the relationship between structures (speci�cally their outputs) and the class label,

on a low-dimensional space (PLS criterion), can be e�ectively employed to estimate

the importance of the structures composing a convolutional network. From a practi-

cal perspective, the proposed strategies promote e�cient convolutional networks to a

broad range of supervised computer vision tasks. In addition, they can be employed

according to di�erent hardware budgets. For example, our strategies for removing

105
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layers, designing architectures automatically and combining multiple layers are more

proper to memory-constraint scenarios and large datasets, as they are more e�cient to

estimate the importance of the structures composing a convolutional network. When

more resources (i.e., memory and time for �ne-tuning) are available, our strategy for

removing neurons is a clear alternative to obtain high-performance architectures since

it signi�cantly reduces the computational cost with a negligible drop in predictive abil-

ity. In particular, for some datasets, this approach reduces the computational cost

while improving the predictive ability.

Despite promising results, our strategies are not without their limitations. Our

method to remove neurons demands large memory consumption when applied to large

datasets. This is because it generates a representation describing the neurons for each

sample of a dataset, which becomes computationally expensive in terms of memory

when a large number of samples is available. Our method to eliminate layers prohibits

us to consider removing all layers from a convolutional network. This limitation takes

place due to incompatible dimensions between the remaining layers. Our method to

discover architectures does not take advantage of parallel processing. It turns out that

due to its incremental essence, we cannot parallelize the neural architecture search even

when more hardware resources (i.e., GPUs) are available. Our method to combine mul-

tiple layers is not suitable for transfer learning tasks, which means the LHN learned

on a dataset (i.e., task) is not applicable to another dataset. The reason for this limi-

tation is that the number of categories and the average of data can be di�erent, which

might lead to notable divergence in the latent space. Regardless of these drawbacks,

our strategies promote e�cient convolutional networks, facilitating the applicability of

such models on resource-constrained scenarios.

Besides the drawbacks and limitations above, one major concern about our strate-

gies is that PLS is infeasible on large datasets since it requires all the data to be in

memory in advance, which is often impractical due to hardware limitations. To handle

this, we proposed an incremental Partial Least Squares that learns a compact rep-

resentation of the data using a single sample at a time. The results achieved by this

strategy con�rm our hypothesis that using simple algebraic decomposition it is possible

to preserve the properties of traditional PLS in its incremental version, thus enabling

applicability on large datasets while maintaining discriminability.

It is worth mentioning that, due to the nature of Partial Least Squares, all strate-

gies developed in this thesis is limited to supervised tasks.

Throughout our research, we assessed the e�ectiveness of our approaches on sev-

eral convolutional architectures and supervised tasks for computer vision. Our re-

sults are on par with the state of the art and, in most cases, they have the best
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trade-o� between accuracy and computational cost. More speci�cally, our pruning ap-

proaches achieved a high computational cost reduction with negligible accuracy loss.

Our approach to automatically design convolutional networks built high-performance

architectures requiring considerably fewer computational resources than existing neu-

ral architecture search approaches. Our strategy for combining layers of convolutional

networks attained the best trade-o� between accuracy and computational cost. Our

incremental Partial Least Squares achieved the best performance in both accuracy and

complexity compared to other incremental versions of Partial Least Squares.

Future Work

The current research presented encouraging results, but many promising problems

remain open to be addressed. Here, we discuss some possible future directions for each

strategy of this research.

Pruning Convolutional Networks. During our investigation into removing struc-

tures of convolutional networks, we considered architectures such as plain and residual

networks. Recent works have proposed more sophisticated and e�cient networks, for

example, the ones provided by neural architecture search [Howard et al., 2019; Dong

and Yang, 2020]. It is unknown if such architectures are more sensitive to pruning or

if they present a high redundancy in their structures. Thereby, we believe that remov-

ing structures from architectures designed automatically is an interesting direction for

future work. In this context, similar to Cai et al. [2020], another branch for research is

to combine neural architecture search and pruning, where instead of evaluating a large

set of candidate architectures, we could create a dense architecture (e.g., taking into

account all possible connections between layers) and, then, remove their structures.

Neural Architecture Search. To limit the search space, our neural architecture

search explores only depth. However, we believe that other components, such as the

number of �lters and sample resolution, could also be learned stage-by-stage. Through-

out our experiments, we consider two types of modules to compose the stages of the

candidate architectures: residuals and cells discovered by Zoph et al. [2018]. We be-

lieve that exploring other types of modules, as well as their combinations, is another

potential area for investigation.

HyperNet. While our HyperNet aims at improving data representation, we believe

that multiple levels of information can aid to identify easy and hard samples. This

is motivated by previous observations that several classi�ers, when placed on di�erent

levels of the network, can discover hard and easy samples [Dhurandhar et al., 2020].
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Once discovered hard and easy samples, it is possible to adjust the training budget

based on this characteristic of the samples. For example, we can dedicate less training

resources (i.e., epochs) to easy samples and make the opposite to hard samples. In this

context, we believe that the proposed Latent HyperNet can be an e�cient and e�ective

way of identifying these samples.

Incremental Partial Least Squares. Our incremental Partial Least Squares

(named Covariance-free Incremental Partial Least Squares � CIPLS) is restricted to

binary problems. To operate on multi-class problems, it is necessary to learn one

CIPLS model for each class following a one-versus-rest scheme. Therefore, we believe

that extending CIPLS to multiclass problems is a promising line of research. Finally,

despite the positive results of linear models, we believe that investigating the behavior

of nonlinear (i.e., its kernel version) incremental Partial Least Squares is an interesting

direction for future research.
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Appendix A

Time for Training/Fine-tuning

Table A.1 and A.2 show the time (in hours) for training/�ne-tuning the architectures

employed in our research. For the ImageNet dataset, Table A.1, this time was computed

with the data stored in a Solid State Drive (SSD). For the CIFAR-10 dataset, Table A.2,

this time was computed with all the data in memory.

Table A.1. Time for training/�ne-tuning di�erent architectures on ImageNet 224× 224.

Architecture
Time (hours) for

Fine-Tuning (1 epoch)

VGG16 3.63

MobileNetV1 3.67

MobileNetV2 4.52

ResNet50 5.34

Table A.2. Time for training/�ne-tuning di�erent architectures on CIFAR-10.

Architecture
Time (hours) for

Fine-Tuning (1 epoch)

VGG16 0.0283

MobileNetV1 0.0250

MobileNetV2 0.0402

ResNet56 0.0458

ResNet110 0.0827
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Appendix B

Pruning Structures

Current deep learning frameworks implement the convolutional operation as tensor

operations to take advantage of parallel processing of the GPUs. For this purpose, a

layer i store its input (the output of i− 1 layer) and output tensor. Below we explain

how these tensor operations in�uence in removing �lters and layers.

Pruning Filters. When pruning �lters from the layer i, we need to remove the

connections of tensors and ensure that the dimensions will match. Such a requirement

prohibits us to prune some layers, as illustrated in Figure B.1. In this �gure, blue

boxes indicate the layers we can prune and the red box indicates the layer we cannot.

64 x 256

256 x 64

64 x 64

256

256

48 x 256

256 x 32

32 x 48

256

256

After
Pruning

Figure B.1. Left. Layers before removing �lters. Right. Layers after removing �lters. In
both �gures, left and right values in each box represent the output (i..e, the number of �lters
composing the layer) and input tensor, in this order.

To the layers that we can prune, we need to remove the �lters of tensors of input

and output. For example, in Figure B.1, we remove 16 and 32 �lters from the �rst

and second layers, respectively. Note that, when removing such �lters, the next (i+1)

layer had its input tensor changed. Finally, we are not able to prune the last layer
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because it will generate an incompatible match in the element-wise addition operation

(represented by '+'). For example, let us consider we remove 56 �lters from this layer.

It turns out that we would have 200 �lters in this layer and the element-wise will fail

because it expects an operation between two tensors with 256 �lters each.

Pruning Layers. The process to remove layers consists in connecting the output

tensor of a layer i to the input tensor of a layer i + j. For example, Figure B.2

illustrates a single module of ResNet50 (top leftmost) and the removal of the �rst (case

1), second (case 2) and third (case 3) layer of this module. In this �gure, the cases 1

and 3 generate incompatible dimensions between the input and output tensor; thus we

cannot remove such layers. In practice, considering this module, we can remove only the

second layer (case 2). Following this implementation, to a convolutional architecture

with six modules we can remove only six layers. Instead, we can prune entire modules.

To this end, we need to connect the output tensor of a module to the input tensor

of another module, as shown in Figure B.2 (bottom). In this implementation, to a

convolutional architecture with six modules, we can remove up to 12 layers (4 modules

with 3 layers each). It is important to mention that the �rst and last module of the

stage cannot be removed due to incompatible dimensions of tensors. Thus, given a

Case 1 Case 3
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256 x 64

64 x 64
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256

Module bith
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64 x 
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      x 64
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 6
4
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25
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 x

 6
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25
6256 256

Module b1 Module b2 Module b3

Figure B.2. Top. Module before removing layers (leftmost) and possible layers to be
removed. Red arrows indicate the is impossible to execute the removal. Bottom. Example
of pruning considering entire modules instead of layers. In this example module b2 was
removed. To this end, we connect the output of the module b1 to the input of module b3.
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stage of k modules, we can remove at most k − 2 modules. Finally, this limitation

restricted us to remove only �ve modules of MobileNetV2.



Appendix C

Neural Architecture Search

Tables C.1 and C.2 show our candidate architectures considering residual and cells

by Zoph et al. [2018] as modules, respectively.

Table C.1. Performance of our discovered architectures considering residual modules. W.
transfer indicates our weight transfer mechanism. The best accuracy is shown in bold. The
arrows indicate which direction is better.

Iteration
Training

Strategy
Depth

Param.↓
(Million)

FLOPs↓
(Million)

Memory↓
(MB)

Accuracy↑
(200 epochs)

1
Scratch 43 0.60 92 7.41 92.03

W. transfer 39 0.56 83 7.00 92.88

2
Scratch 51 0.65 111 8.88 92.38

W. transfer 43 0.71 92 7.61 92.64

3
Scratch 59 0.69 130 10.32 92.62

W. transfer 51 0.90 111 9.16 92.92

4
Scratch 63 0.84 139 11.09 92.53

W. transfer 51 1.08 130 10.52 92.76

5
Scratch 67 0.88 149 11.65 92.58

W. transfer 59 1.23 139 11.31 92.39
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Table C.2. Performance of our discovered architectures considering cell modules. The best
accuracy is shown in bold. The arrows indicate which direction is better.

Iteration Depth
Param.↓
(Million)

FLOPs↓
(Billion)

Memory↓
(MB)

Accuracy↑
(200 epochs)

1 109 1.3 1.8 45.20 92.06

2 121 1.4 2.0 52.81 91.93

3 133 1.5 2.2 56.96 92.03

4 157 1.9 2.5 67.92 92.60

5 181 2.3 2.9 78.87 92.78
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