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RESUMO

Esta tese trata do problema de projeto simultaneo de controladores e mecanismos dinamicos
de acionamento baseados em eventos para a classe de sistemas de controle nao lineares via
rede representados por modelos politépicos quasi-LPV. O principal objetivo desta proposta
é obter condicdes de projeto simultaneo, via LMls, tais que o nimero de eventos gerados
seja reduzido tanto quanto possivel. Em particular, sao estudados dois tipos de mecanismos
dindmicos de acionamento baseados em eventos: o continuo e o periédico. No caso de
mecanismos dinamicos de acionamento continuos, considera-se um controlador com ganho
escalonado e as condicOes de projeto simultaneo siao construidas a partir da teoria de Lyapunov.
Particularmente, a nova lei de acionamento proposta é tal que é possivel cancelar completamente
o efeito induzido pelo assincronismo dos parametros, ja que os parametros do controlador
sao calculados em termos do estado disponibilizado pelo mecanismo de acionamento via rede
de comunicacdo. Posto isto, a partir do tratamento adequado do efeito de assincronismo,
consideram-se relaxacoes adicionais para reduzir o conservadorismo das condicdes LMI de
projeto simultaneo. Finalmente, demonstra-se também que a estratégia proposta nao produz
comportamento de Zendo. No caso de mecanismos dindmicos de acionamento peridédicos,
considerando a teoria de Lyapunov-Krasovskii, novas condicoes de projeto simultdaneo sao
obtidas para garantir estabilidade do sistema em malha fechada com um controlador linear.
Além disso, o efeito de retardo no tempo induzido pela rede é explicitamente levado em conta
no projeto. Em ambos os casos, como os projetos se baseiam na representacao local quasi-LPV
da planta n3o linear, obtém-se estimativas da regido de atracdo dentro do dominio compacto
onde a representacdo local é valida. SimulacGes numéricas sdo apresentadas para ilustrar
a efetividade das condicoes de projeto simultaneo propostas em garantir a estabilidade do
sistema em malha fechada requerendo um nimero reduzido de eventos quando comparados a

mecanismos estaticos projetados via emulacdo e projeto simultaneo.

Palavras-chave: Sistemas de controle via rede. Sistemas n3o lineares. Controle baseado em

eventos. Desigualdades matriciais lineares. Sistemas lineares com parametros variantes.



ABSTRACT

This thesis concerns the co-design of controllers and dynamic event-triggering mechanisms for
the class of nonlinear networked control systems represented by polytopic quasi-LPV models.
The main objective of this proposal is to derive co-design conditions, via LMls, such that
the number of generated events is reduced as much as possible. In particular, two dynamic
event-triggering mechanisms are studied: the continuous and the periodic. In the case of
dynamic continuous event-triggering mechanisms, a gain-scheduling control law is considered
and the co-design conditions are developed based on the Lyapunov theory. In particular, the
new proposed triggering law is such that it is possible to completely cancel out the effect of the
asynchronous parameters since the controller's parameters are computed in terms of the state
available from the triggering mechanism via the communication network. Then, based on the
adequate treatment of the asynchronism effect, extra relaxations are considered to reduce the
conservativeness of the LMI-based co-design conditions. Finally, it is proved that the proposed
strategy does not lead to Zeno behavior. In the case of dynamic periodic event-triggering
mechanisms, a new co-design condition is developed considering the Lyapunov-Krasovskii
theory to ensure the stability of the closed-loop system with a linear control law. The effect
of network-induced time delays is explicitly taken into account in the design. In both cases,
as the design conditions are based on the locally equivalent quasi-LPV representation of the
nonlinear plant, estimates of the region of attraction are obtained inside the compact region
where the local representation is valid. Numerical simulations are presented to illustrate the
effectiveness of the proposed co-design conditions to ensure the stability of the closed-loop
system requiring a reduced number of events when compared to static triggering mechanisms

designed via emulation and co-design.

Keywords: Networked control systems. Nonlinear systems. Event-triggered control. Linear

matrix inequalities. Linear parameter varying systems.
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1 INTRODUCTION

The point-to-point protocol is commonly assumed as communication architecture in
traditional feedback control systems. In this case, the plant is connected to the controller
via wires [1], and the design is often based on assumptions of perfect data transmissions [2],
as illustrated in Figure 1.1(a). Nevertheless, with the growing use of embedded controllers,
computer, and communication technology, which allows applications in smaller and less costly
systems, the sensors and control data are often transmitted through digital communication

channels [3].

Yy
P " C
Plant | Controller
U
(a)
y oo g
P — N C

Plant |« Network | Controller
A~ | | u
u L 1

Figure 1.1 — Block diagram representations of (a) traditional control systems based on
the point-to-point protocol and (b) networked control systems.

This scenario motivated the development of networked control systems (NCS), in which
systems that may be spatially distributed are interconnected with the presence of shared digital
communication networks [4, 5], as illustrated in Figure 1.1(b). In this case, the measured
signals y and u are sampled, converted to a digital format, and transmitted over the network
as i and 4, respectively. In contrast to traditional feedback control systems, in which the
plant, sensors, controllers and actuators are connected regarding the point-to-point protocol,
NCS offer the possibility of employing more flexible architectures, reduced installation costs
and better maintainability [4, 6]. As a result, NCS have been considered in several engineering
applications, such as car automation [7], microgrids [8], bilateral control of teleoperators [9],
unmanned vehicles [10], among others [4, 11, 12].

In spite of several advantages of NCS over traditional control systems based on point-
to-point architecture, the presence of shared communication networks often makes the stability
analysis and controller synthesis for NCS more challenging since non-ideal network-induced
phenomena should be properly taken into account [13]. The most common phenomena are
listed as follows:

a) Variable sampling/transmission intervals:
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Due to the presence of the shared network, instead of continuous measurements of
the output y and the control input u, as considered by traditional control systems,
in NCS, these signals are sampled, encoded in a digital format, transmitted over
the network, and then decoded for application. Data are transmitted at some
specific instants ¢, named transmission times. Traditionally, especially for digital
control systems, data are transmitted periodically with some pre-specified sampling
period h € Ry, ie., tx = kh. However, the assumption of a fixed sampling
period may be strong when NCS are concerned. As a result, efforts have been
cast to compute the maximum allowable transmission interval for which the NCS
stability is ensured [14, 15, 16] in a similar way as in sampled-data control systems
[17, 18, 19, 20]. Although time-triggered communication schemes based on fixed
sampling periods [21] or based on maximum allowable transmission intervals are
of easy implementation, they often lead to redundant transmissions to ensure

closed-loop stability or performance.
Network-induced delays:

The network-induced delays may be caused by the limited bandwidth, network
traffic congestion, and the transmission protocol. Delays may appear in both sensor-
controller and controller-actuator channels [5]. Even if network-induced delays may
be time-varying and random, they are usually interval-bounded [22]. Therefore,
alternatives to deal with their effects are mainly based on the characterization of

the maximum allowable delay for which the stability of the NCS is ensured [1].
Packet dropouts:

Network-induced packet dropouts often result from transmission errors in physical
network links, overloaded network traffic, and transmission time outs. Although
the effect of packet dropouts can be modeled regarding stochastic theory methods,
deterministic models are also available in the literature, which are especially useful
in case of communication failures induced by malicious attacks [23]. Their effects
can also be included together with those of network-induced delays and modeled as

time-varying delays assuming a bounded number of successive packet losses [1, 22].
Quantization:

In control applications based on digital communication, data are usually quantized
by elements called quantizers before transmitted. Quantizers are functions that
map real-valued functions into piecewise constant ones over a finite set of values.
They can be either uniform [24, 25] or logarithm [26] and there are appropriate
methods do deal with the quantization effects depending on the considered quantizer
mechanism [1, 22]. The data quantization generally induces an error between the

measured signal and its corresponding quantized representation.
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The inherent network-induced effects have conducted to efforts to cast the analysis
and synthesis problems for NCS taking them into account, but aiming to reduce the network
resources consumption while still preserving desired control performance requirements. To avoid
wasting of scarce communication resources frequently encountered in applications involving
time-triggered control, instead of purely time specifications, resource-aware control techniques
have been proposed to determine the instants when transmissions should occur to preserve
stability or performance of the closed-loop system based on internal signals of the plant, such

as state or output information [27].

The resource-aware control includes event-triggered control (ETC) [28, 29, 30] and
self-triggered control [31, 32]. In self-triggered control, the mechanism computes the next
sampling instant without requiring the constant monitoring of plant information, which allows
self-triggering mechanisms to be used in an application without dedicated hardware. In ETC,
the state information can be monitored (continuously or sampled), and a feedback mechanism
is introduced into the sampling and communication process to determine the sampling instant
when the state information deviates more than a certain threshold from the last sampled
information or a desired value, offering the possibility of immediate compensation [27]. This

work focuses on ETC.

The general ETC setup considered in this work is shown in Figure 1.2, where a static

state feedback control law C is employed to stabilize the continuous-time plant P.

Figure 1.2 — Representation of an ETC control setup, where P is the continuous-time
plant, C is a static state feedback controller, A is the communication channel,
x(t) is the continuous state measurement, x(jh) is the sampled state
measurement, x(tk) is the most recently transmitted state measurement,
Z(t) is x(tx) possibly affected by network-induced effects, u(t) is the control
input.

The sampler component is assumed to be periodically time-triggered with a fixed
sampling time h € R-o. Then, the sampled state measurement is sent to the event-generator,
which is referred to in this work as event-triggering mechanism (ETM). The ETM determines
the appropriate instant to transmit the state, via a general purpose communication network N/,

to the zero-order hold mechanism (ZOH), which converts the discrete signal into a piecewise
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continuous one to be available to the controller C. In Figure 1.2, the dotted lines indicate that
data flow occurs only at the event times ¢, k € Ny, appropriately determined by the ETM.
As the communication network may not be used exclusively for the control task, it may induce

time-delays or even cause data loss [33].

1.1 Event-triggered control: literature review

The idea of event-based sampling behind ETC systems naturally arises in some engi-
neering applications like: motion control, where signals of interest (as angles and positions)
are measured via encoders that transmit a pulse when one of these signals change by a specific
amount [34]; and systems with pulse frequency modulation [35, 36], where the control signal
can only be either a positive or negative pulse with specific size, then the controller decides
when these pulses should be applied with the correct sign. Moreover, it is interesting to mention
that the human manual control is closer to the event-driven than time-driven control, since new
human control actions are usually taken only when the measured signal deviates sufficiently

from the reference.

The ETC system theory, as regarded in this work, has been mainly developed since the
publication of the two seminal papers of Astrém & Bernhardsson [34] and Aarzén [37]. Astrém
& Bernhardsson [34] developed an event-based sampling scheme for first-order stochastic
systems, by comparing the proposed event-based strategy with traditional periodic sampling in
terms of closed-loop variance and sampling rate, their findings showed up the better performance
achieved with the event-based sampling. Aarzén [37] proposed an event-based PID controller
aiming to ensure similar closed-loop performance as a conventional PID controller, but with
reduced CPU utilization. The simulations and laboratory results indicated that it was possible
reducing CPU usage with the event-based PID with minor performance degradation. Although
these papers are acknowledged in the literature, the results are limited to the mentioned specific
classes of dynamical systems and the authors highlight the interests in developing a system
theory for ETC [37] and the need to extend the results for more general classes of dynamical

systems [34].

The approaches to formulate ETC problems can be categorized into optimization-
based and Lyapunov-based approaches. In optimization-based approaches, the ETC design is
formulated as an optimization problem whose performance is expressed as an objective function,
or cost, to be optimized [38, 39, 40, 41]. In Lyapunov-based approaches, with an appropriate
model of the event-triggered NCS, the asymptotic stability, input-to-state (ISS) stability, or
L,-stability of the closed-loop system can be studied regarding arguments of the Lyapunov
stability theory [42].

Also, as discussed by Peng & Li [43], the main modeling tools for event-triggered NCS are:
hybrid system models [44, 45, 46, 47, 6, 48, 49, 30], perturbed models [28, 29, 50, 51, 52, 53],
and time-delay models [54, 55, 56, 1]. In the hybrid system model, the continuous and
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discrete behaviors of ETC systems are explicitly described in the model. The perturbed system
model is obtained considering the transmission error as an internal perturbation. Although the
perturbed model can be viewed as a less complex description, it provides less insights about the
discontinuous nature of ETC systems. Finally, in the time-delay approach, a delayed control
input is introduced to describe the aperiodic sampling. Also, it is an appropriate representation

to be employed for systems with network-induced delays [1].

From the analytical point-of-view, the work of Tabuada [28] is well recognized in the
ETC literature of Lyapunov-based approaches. Motivated by techniques employed to study
problems related to control under communication constraints [24, 26, 57], the author proposed
an ETM to determine the instants when control tasks should be executed whenever the
norm of the error between the current and last transmitted state information becomes large
when compared to the current state norm. The idea is developed for nonlinear systems and
particularized for linear time-invariant (LTI) systems. The following class of nonlinear systems

is considered:

#(t) = f(2(t), u(d)), (1.1)

where z(t) € R™ is the state, u(t) € R™ is the control input, and f : R” x R™ — R" satisfies
the assumptions for existence and uniqueness of solutions. Based on the assumption that there

exists a state feedback control law

u(t) = k(z(t)), (1.2)

where Z(t) represents the last state available to the controller, that ensures the perturbed

closed-loop system

#(t) = f2(t), k(x(t) + e(t))) (1.3)

to be ISS stable with respect to the transmission error e(t) = Z(t) —z(t), ETC design conditions
are provided to ensure the closed-loop ETC system to be asymptotically stable. Another key
contribution of this paper is the characterization and the formal proof of the existence of
a positive minimum inter-event time (MIET) to avoid the existence of Zeno behavior! and
ensures its applicability since communication networks do not have infinite bandwidth to support
inter-event times arbitrarily close. As a result, a crucial property to guarantee the proper ETC
implementation is the existence of a positive MIET in order to exclude Zeno behavior. Due to
the above-mentioned aspects, the work of Tabuada [28] has motivated many subsequent works
on ETC. In fact, according to the bibliometric analysis performed by Aranda-Escolastico et
al. [59], Tabuada [28] is the most cited paper in the field?.

1

Zeno behavior is a concept related to the solution of hybrid dynamical systems [58]. In the context of ETC
systems, it stands for the occurrence of an infinite number of events in a finite time, i.e., the execution
times become arbitrarily close resulting in an accumulation point [28, 6].

Tabuada [28] counts with 1484 citations reported by Aranda-Escolastico et al. [59] and more than 2800
citations reported by the Google Scholar database.
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1.1.1 Continuous and periodic ETC

The ETC schemes can be distinguished in terms of how the state (or output) measure-
ment is monitored by the ETM. The two main categories discussed here are continuous [28],
and periodic [60, 47].

The continuous event-triggered control (CETC) setup is illustrated in Figure 1.3.
In contrast to the setup shown in Figure 1.2, the state measurement x(t) is continuously
monitored by the ETM, since there is no sampler mechanism in this case. It leads to the
following continuous ETM [28]:

to=0, tepy = inf{t >t : D(z(t),2(t)) <0}, VkeN, (1.4)

where ['(z, %) is an event-function which depends on the current state measurement z(t) and
the last state information available to the controller by the ETM via communication network,
Z(t). By assuming that there is no delay induced by the network, one has Z(t) = z(t;), Vt €
[tk,trs1), where t; is the last time in which a state measurement has been transmitted.
See [61, 62, 63, 27, 64, 29, 65, 50, 53] for applications of CETC schemes.

(1) C u(t) | p (1)
Controller Plant
Event-triggering
mechanism

LN
Zero-order hold ' Network :<

Figure 1.3 — Representation of a CETC control setup, where P is the continuous-time
plant, C is a static state feedback controller, N is the communication
channel, z(t) is the continuous state measurement, xz(ty) is the most
recently transmitted state measurement, Z(t) is z(t;) possibly affected by
network-induced delays, and w(¢) is the control input.

Although CETC strategies are easy to implement, they have some evident limitations.
For instance, the event-function I'(x, %) requires continuous state measurement instead of a
sampled one as considered in Figure 1.2, which can be impractical for digital implementations,
since continuous sensors have to be used. Also, to ensure the existence of a positive MIET may
be not trivial, or even not possible, if the plant is subject to disturbances, or an output-based
ETM is employed. For instance, Wang & Lemmon [66] studied ETC in distributed NCS
accounting for the effects of packet loss and transmission delays regarding an input-to-output
analysis, but a positive MIET is not provided in the case of disturbances. Yu & Antsaklis [67]
studied the event-triggered output feedback control of NCS under communication delays and

signal quantization and, from a passivity-based analysis, they showed that Ls-stability can be
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achieved in the presence of these network imperfections. However, it is pointed out by Borgers
& Heemels [44] that the CETC setup of Yu & Antsaklis [67] might not have a positive MIET

in the presence of external disturbances and measurement noise.

The problems of output-based CETC with guaranteed L£.,-gain and decentralized
triggering were studied by [63] and [68] focusing on LTI networked control systems. Based on
an impulsive model of the event-triggered NCS, the authors provided conditions to guarantee
L -stability for the closed-loop system subject to disturbances and it is shown the existence
of a positive MIET (for each node of the decentralized architecture). Nevertheless, with the

proposed ETM, only practical stability is ensured in the absence of disturbance.

The effect of external disturbances and measurement noises over the MIETs of several
CETC setups [28, 61, 27, 62] has been studied in detail by Borgers & Heemels [44]. The
authors introduced different event-separation properties for ETC systems represented by hybrid
models with state and output-based event-triggered closed-loop systems and continuous event-
generators with relative, absolute, and mixed thresholds. It is shown that even if a positive
MIET is found for the system in the absence of disturbance and measurement noise, it might

not be possible to preserve it in the presence of arbitrarily small disturbances.

An effective alternative to improve robustness of CETC setups is to introduce a waiting
time, or dwell-time [69], to enforce the existence of a positive MIET. This strategy is generally
referred to as CETC with time-regularization. In this case, the continuous ETM in (1.4) is

modified to:
to=0, trp =inf{t >t +7T :T(x(t),2(t)) <0}, VkeN, (1.5)

where T € R represents the waiting time and clearly avoids accumulation points. The CETC
with time-regularization has been effectively employed for both linear [70, 71, 72, 48, 73, 74, 51]
and nonlinear [75, 45, 76, 6, 46, 77] ETC systems. Another approach employed to CETC
with time-regularization is based on the formulation of the closed-loop system as a switched
time-delay model [78, 79]. In spite of the advantages of CETC with time-regularization over
standard CETC, such as the possibility to guarantee £,-stability in the presence of disturbances
[45, 6] and to consider output-based ETMs [51, 52], the disadvantage of requiring continuous
state measurements also makes CETC with time-regularization hard to be implemented in
digital platforms.

The periodic event-triggered control (PETC) has been proposed to avoid this limitation
of CETC-based approaches [80]. It combines the simplicity of traditional periodic time-triggering
with the effectiveness of ETC in reducing the number of transmissions. The PETC setup is

illustrated in Figure 1.2 and a periodic ETM can be defined as follows:
to =0, try1 =min{t >t :(z(t),2(t)) <0,t € {jh},j € N}, (1.6)

where the trigger-function I'(z, Z) receives the state measurement only at the multiples of the

sampling time h € R., naturally excluding Zeno behavior. PETC strategies have been mainly
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developed for linear systems [60, 55, 81, 82, 47, 83, 84, 85, 86, 87], and linear switched systems
[88], but also for nonlinear systems [89, 90, 91, 92, 93, 94, 95|, polynomial systems [96], and
Takagi-Sugeno (TS) fuzzy models [97, 98, 81, 99, 2, 100, 101, 56, 102, 103, 104, 105], which
can provide exact or approximate local representations of nonlinear systems [106, 107]. Moreover,
ETC strategies for discrete-time systems [108, 109, 110, 3, 111, 112, 113, 114, 115, 116] can
also be viewed as PETC strategies, even though inter-event behavior is not explicitly taken

into account in the analysis.

1.1.2 Static, adaptive, and dynamic ETC

ETC schemes can also be distinguished in terms of the trigger-function, which can be
static, adaptive or dynamic. In static ETC, the transmission instants are determined based on
the static trigger-function I'(z, Z) of the current state measurement and the last transmitted
state. For instance, the three ETMs introduced before in (1.4), (1.5), and (1.6) are static.

To illustrate the static CETC operation, the strategy proposed by Tabuada [28] is briefly
discussed in the sequel. The ISS property holds for the closed-loop nonlinear system (1.3), if
there exists a continuously differentiable function V' : R™ — R, called ISS Lyapunov function,
such that [28]:

ay([lz]]) < V(z) < as(|lz]]) (1.7a)
?;f(x,k(aﬂre)) < —a(fl=[l) +~(lell), (1.7b)

where aq, ag, a,7 € K. Thus, if the event-function I'(z, Z) in (1.4) is selected as

Lz, e) = aa([lz]]) = v([lel)), (1.8)

for some o € (0,1), while a new transmission does not occur, the inequality condition
v(|lel]) < oa(]|z]|) is fulfilled until the error e(t) increases until (1.4) is satisfied again. In this
case, from (1.7b), the ETM enforces the following inequality:

ov
5 @), k() +et) < —(1 = o)alllz@)]) <0, V€ [ty tir), kEN,
thus ensuring that the zero equilibrium of the closed-loop system under the continuous ETM

(1.4) is asymptotically stable.

Aiming to reduce the number of transmitted events without huge modifications on
the ETC setup, new improved trigger-functions have been proposed based on the inclusion of
dynamic variables. Notice that most of the references mentioned above concerns static ETC,

with a few exceptions to be mentioned in the sequel.

One of the alternatives to introduce dynamics into the trigger-function is considering a
time-varying weighting function instead of a constant weight . This class of ETC strategies

will be referred to as adaptive ETC and it has been mainly developed in the context of PETC
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systems [117, 118, 119, 120, 121, 122, 123, 124, 114]. More recently, [125] studied L
adaptive CETC with a time-regularization for linear systems subject to stochastic deception

attacks. A general form for the adaptive ETM is illustrated as follows:
to =0, trp1 =1inf{t >ty : T(x(t),e(t),o(t)) < 0}, (1.9)

where
I'(z,e,0) = oa(||z]]) = v(llel),

being o € (0, 1) a threshold which evolves according to some specified stable internal dynamics:
5(t) = Qo(t), elt)) (1.10)

with initial condition o(0) € (0,1). The function €(o, e) is generally defined as:

mm@:;(i—%)mmm

where 0y > 1 is a design parameter. In contrast to the static ETM in (1.4), the adaptive law
given in (1.10) allows the threshold to be dynamically adjusted. When the error e(t) approaches
to 0, then &(t) — 0, enforcing o(t) to converge to a constant value. If the initial condition is
defined such that o(0) = 1/0y, then ¢(t) = 0, Vt € R>q, and the adaptive ETM reduces to

the static version.

To analyze the stability of the closed-loop system (1.3) under the adaptive ETM
(1.9)—(1.10), consider the following Lyapunov function:
1
w%%a)zxdxy+§a% (1.11)
where V'(z) is the ISS Lyapunov function defined in (1.7). The time-derivative of (1.11) along
the trajectories of (1.1) is given by

v
Oz

S—ﬂwdﬂm+7WdMD+<£®—angdﬂm, (1.12)

where the last inequality follows from property (1.7b). While a new event is not transmitted,
the condition (||Z(t) — z(t)||) < o(t)a(]|z(t)]) is fulfilled until the error Z(t) — x(t) increases

W(a(t), o(t)) (@(t), k(z(t) + e(t))) + a(t)a(?)

up to condition (1.9) is satisfied again. In this case, it follows from (1.12) that

W(z(t),o(t)) < —o(t)(og — Da(||z(t)||) <0, VtE [ty tr), k €N, (1.13)
thus ensuring that the origin of the closed-loop system (1.3) equipped with the adaptive ETM
in (1.9)—(1.10) is asymptotically stable.

Another approach to introducing dynamics into ETMs is the dynamic ETC [126, 29, 30].

Although dynamic ETC can also be referred to as adaptive ETC in the literature, such as in
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the work of Hu et al. [111] for discrete-time systems, the term dynamic ETC is more common

in the literature and, for this reason, it is preferred in this work.

Girard [29] has considered the same class of nonlinear systems as [28], i.e., the plant
described in (1.1) with the state feedback control law (1.2) and the same assumptions about
the ISS property or, equivalently, the existence of the function V'(x) given in (1.7). The author
has proposed a dynamic CETC strategy based on the following ETM:

to =0, try1 =inf{t > tx:n(t) + 60T (x(t),e(t)) <0}, VkeN, (1.14)

where I'(z, e) is defined as in (1.8), § € R is a design parameter and 7(t) € R is a dynamic

variable that evolves according to the following differential equation:

(t) = =0(n()) + oa(llz(B)]]) = ~y(lle@®)D), (1.15)

where 7(0) = ny € R is the initial condition, 6 € K, ¢ € (0,1) and «,~ are defined
as in (1.7b). In this case, the solution 7(t) can be viewed as a filtered version of the static
trigger-function (1.8). The main advantage of dynamic ETC over static ETC relies on the
possibility of ensuring the same closed-loop performance as its static counterpart but requiring
a fewer number of transmitted events, which implies in less usage of communication resources
in NCS. Indeed, an interesting result provided by [29, Proposition 2.3] is that, under the same
initial conditions, the next transmission time given by the dynamic ETM is larger than or equal
to that given by its static counterpart. As a consequence, the existence of a positive MIET
follows directly if such a MIET exists for the static version of the dynamic ETM under study,
as shown in [29, Theorem 1].

The stability of the closed-loop system (1.3) equipped with the dynamic ETM (1.14)-
(1.15) is studied regarding the following Lyapunov function proposed by [29]:

W(z,n) =V(z)+n, (1.16)

where V() is the ISS Lyapunov function defined in (1.7). The time-derivative of (1.16) along
the trajectories of (1.1) is given by

v

= 5 f (@), B(x(t) + e(t)) +(b). (1.17)

W (a(t), n(t))
From inequality (1.7b) and the dynamics of 7(¢) given in (1.15), it follows that
W(a(t),n(t)) < (1= a)alllz®)l]) = d(n(t) <0, Vt€ [t trr)- (1.18)

Since 7(t) is assumed to be positive, one can conclude that W (z,n) is a Lyapunov function
that ensures that the zero equilibrium of the closed-loop system (1.3) under the dynamic ETM
in (1.14)—(1.15) is asymptotically stable. Notice that as # — oo the dynamic ETM in (1.14)
reduces to the static ETM in (1.4).
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Given the advantages of dynamic ETMs, different ETC strategies have been proposed.
For dynamic CETC [126, 30, 29, 127, 128, 129], beyond the previously discussed work in [29],
Postoyan et al. [30] studied two different dynamic ETMs for nonlinear ETC systems based on
the hybrid system theory analysis of the closed-loop system. The first dynamic ETM introduces
a dynamic threshold variable to relax the static condition I'(x,2) < 0. The second approach
is based on a state-dependent clock variable that is defined to adapt transmissions to the
system state. This clock variable evolves according to a differential equation inspired by the

time-triggering strategy proposed by [130].
Based on the proposal of [29], Wang, Zheng & Zhang [127] studied the dynamic ETC

and dynamic self-triggered control of nonlinear stochastic systems to ensure the stochastic
stability of the closed-loop system, by proving the existence of a positive MIET. Zuo et al. [128]
developed dynamic ETC and self-triggered control schemes with anti-windup compensation
for LTI systems subject to saturation. To exclude Zeno behavior, a decaying exponential
variable is introduced into the trigger-function, preventing the existence of accumulation points.
Yi et al. [129] proposed dynamic ETC and self-triggered control schemes for consensus of
multi-agent systems modeled as single integrators. It is shown that the average consensus is
achieved exponentially without Zeno behavior. Wu et al. [131] investigated the distributed
event-triggered consensus problem for general linear multi-agent systems under a strongly
connected communication graph, providing the conditions to ensure the absence of Zeno
behavior. Finally, Wang et al. [132] tackled the problem of dynamic event-triggering fault
estimation and accommodation for the class of LTI systems with external disturbance and
subject to actuator fault. The avoidance of Zeno behavior is proved for the output-based
dynamic ETM. In all the mentioned works, the efficiency of the dynamic schemes are put
in evidence in contrast to their static versions. More recently, Huong, Huynh & Trinh [133]
tackled the problem of dynamic continuous event-triggered state observer design for a class of
nonlinear systems with Lipschitz nonlinearities subject to time delays and disturbances, Zhang
et al. [134] developed a dynamic event-triggered resilient control for linear NCS subject to
denial-of-service attacks, and the dynamic event-triggered L., control has been studied by Li,

Ma & Zhao [135] for linear switched affine systems under limited communication resources.

The idea of dynamic ETMs was also exploited for dynamic CETC with time-regularization
[45, 6, 136, 137, 138, 139, 140, 73, 74, 141]. Dolk, Borgers & Heemels [45] proposed a dynamic
event-triggered state feedback control strategy for nonlinear systems subject to disturbances
and, based on the hybrid systems modeling, they derived conditions to ensure the L,-stability
of the closed-loop system and evaluated the trade-off between transmission intervals and
guaranteed performance, showing that, for a given L,-gain, the average inter-event times
obtained with the dynamic ETM are larger than those achieved with static ETM. This strategy
was employed for linear systems [136], extended for the case of output-based and decentralized
dynamic ETC of nonlinear NCS [6], for ETC of nonlinear NCS considering the effect of packet

losses [137], denial-of-service attacks [138], event-triggered quantized control of linear NCS
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with distributed output sensors [141], and applied to ETC of string-stable vehicle platooning

[139] and consensus seeking of linear multi-agent systems subject to time-varying delays [140].

Also based on the hybrid systems modeling analysis, Borgers, Dolk & Heemels [73]
have employed matrix Riccati differential equations to derive linear matrix inequality (LMI)
conditions for Ly-stability analysis of linear systems subject to communication delays. In this
work, less conservative results were obtained with a piecewise quadratic Lyapunov functional.
Finally, based on a perturbed system model, LMI-based conditions for observer-based feedback

control design under a dynamic ETM with time-regularization are provided in [74].

The use of dynamic ETMs in the context of PETC was considered by Borgers, Dolk
& Heemels [47], where new dynamic event-generators were proposed for the class of linear
systems subject to disturbances. Based on the hybrid systems formalism, a Lyapunov-based
condition is derived to ensure the L,-stability of the closed-loop system with guaranteed
Lo-gain. For the plant in the absence of disturbances, exponential stability with decay rate
is ensured. Liu & Yang [86] studied dynamic ETC for LTI systems subject to disturbances.
Regarding a time-delay model of the closed-loop system and an appropriate Lyapunov-Krasovskii
functional (LKF), LMI-based conditions are derived to ensure Ly-stability of the closed-loop
system with guaranteed Ly-gain. Also, Luo, Deng & Chen [87] proposed a dynamic PETC for
linear stochastic systems subject to communication delays ensuring the mean-square exponential
stability. For that, two approaches are concerned in this work: the first considers an impulsive
switched system approach and the stochastic stability of the impulsive switched system is
studied considering a time-dependent discretized Lyapunov function, the second is based on a
switched time-delay model of the closed-loop ETC system whose stochastic stability is studied
by means of a time-dependent LKF. The reduction on the number of transmitted events and
the consequent enlargement of inter-event times is demonstrated in all the above mentioned

works when dynamic ETMs are compared with static ones.

1.1.3 ETC design approaches

The efficacy of ETC systems depends on the appropriate design of the ETM and the
controller C, as illustrated in Figure 1.2. As extensively discussed in this section, the main
objective of ETC systems is to ensure the closed-loop system performance while reducing
the number of transmitted events aiming to increase the efficiency of the usage of network
communication resources often scarce in NCS. There are essentially two approaches to ETC

design: emulation and co-design.

Emulation-based design approaches are performed in two steps. Firstly, a controller
is designed to ensure the stability or specified performance for the closed-loop system in the
absence of the ETM and communication network, i.e., by assuming point-to-point links as
illustrated in Figure 1.1(a). Then, the second step is to take into account the presence of the

ETM and the effects induced by the presence of a communication network to design the ETM
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in order to preserve the properties ensured by the previously designed controller [130, 27, 43].
As the ETM design is separated from the control design, the main advantage of this approach
is that the ETM can be designed for a wide variety of control design methods, making the
ETM design flexible. Nevertheless, this independence may limit the closed-loop performance of

the ETC system and demands more transmissions than necessary.

The co-design approach is an alternative to overcome the limitations of emulation-based
approaches by performing simultaneous design of the ETM and the control law. However, co-
design is often recognized as a challenging problem since it may involve non-convex optimization
or multi-objective optimization problems [142] due to the possible conflicting constraints related
to the closed-loop performance and the enlargement of inter-event times [48, 143]. Another
drawback of co-design is that the analysis is often limited to specific classes of controllers
and ETMs.

The ETC co-design approach has been developed for the different ETC strategies. For
static CETC, it has been proposed a co-design condition to design a linear state feedback control
law for local stabilization of LTI systems subject to input saturation based on a perturbed model
of the closed-loop system [50]. Also, [144] investigated the co-design for absolute stabilization

of Lur'e systems using state feedback controllers.

For static CETC with time-regularization, [145] studied the co-design of output feedback
controllers for stabilization of linear systems. This study was extended later to L,-stabilization
of linear systems subject to disturbances [48]. The conditions of [48] has been improved by
[143], which proposed relaxed co-design conditions providing larger inter-event times. Also
based on the hybrid system formalism, a co-design condition was proposed by [49] for the same
class of systems and controllers studied by [50]. [49] derived a co-design condition to ensure
local exponential stability and LQ performance. The co-design of an observer-based feedback
control law and an output-based ETM for linear systems was studied by [72]. In the case of
nonlinear systems, [52] focused on the co-design of observer-based event-triggered control for
the class of linear systems with cone-bounded nonlinear inputs, illustrating the effectiveness
of the proposal for logarithmic quantization and saturation functions. In the case of dynamic
CETC with time-regularization, one can mention the work of [74] concerning the co-design of
observer-based controllers and output-based dynamic ETMs for stabilization of linear systems.
Also, a particular result is provided for the case when full state is available for measurement.

All these works are based on the hybrid system formalism.

Some of the early efforts to obtain ETC co-design conditions were made in the context of
static PETC. [55, 54, 81] have proposed conditions to perform the simultaneous design of state
feedback controllers and periodic ETMs for LTI systems aiming to ensure the Lo-stability of the
closed-loop system represented as a time-delay model. In this case, the co-design conditions
are derived based on appropriate LKFs together with the Jensen's integral inequality. The

reciprocally convex combination lemma [146] is employed by [54] to provide a less conservative
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result. An outstanding feature of this methodology is the possibility to easily take network-
induced delays into account. The co-design of output feedback controllers and adaptive
periodic ETMs was investigated by [124] for stabilization of linear systems. In this work, an
improved condition is obtained using an augmented LKF and the Wirtinger-based integral
inequality [147].

The idea of introducing waiting time to a static PETC scheme was recently exploited
by [88] for linear switched NCS with input saturation. The closed-loop system is formulated as
a time-delay switched system and the co-design condition was derived regarding multiple LKF

method and dwell-time technique [69].

For the class of TS fuzzy models, co-design conditions have been proposed to both
static PETC [97, 98, 99, 100, 56, 148, 103, 102, 149, 105] and adaptive PETC [117, 118, 119,
120, 121, 122, 123, 124, 150, 151, 114].

In the context of dynamic PETC, [86] derived a co-design condition for state feedback
controllers and dynamic ETMs for LTI systems subject to disturbances aiming to ensure the

Lo-stability of the closed-loop time-delay model.

By exploiting the linearity of LTI systems, partial linearity of Lur'e systems or linear
systems with cone-bounded nonlinear inputs, or local linearity of TS fuzzy models, all the
aforementioned works on ETC co-design have derived numerically implementable co-design
conditions expressed in terms of LMIs, which can be efficiently solved by convex optimization
methods [152, 153].

1.2 Motivation

Gain-scheduling control techniques are recognized as effective tools to solve analysis
and synthesis problems related to nonlinear systems [154, 107, 155, 156]. In the particular
case of quasi-linear parameter varying (LPV) scheduling, a local polytopic differential inclusion
is obtained by subsuming the bounded nonlinear expressions of the plant into parameters
that compose the polytopic model. These state-dependent parameters are thus considered
to parameterize gain-scheduled control laws to stabilize the nonlinear plant. The two main
modeling approaches employed to that purpose are the quasi-LPV and TS models. The
quasi-LPV model is a particular class of LPV systems [19, 157, 158] whose parameters depend
only on endogenous signals, such as the state. References [107, 156] have discussed about
the use of the sector nonlinearity approach [159, 106, 107], a common method to obtain TS
fuzzy models, to obtain polytopic quasi-LPV models of nonlinear systems. In this sense, [107]
discuss the close relation between polytopic quasi-LPV models [160, 161, 18, 162, 163] and
TS fuzzy models [164]. However, based on optimization techniques, one can obtain TS fuzzy
models that provide only approximate representations for nonlinear systems, but in this case

the designed gain-scheduled controller may not provide the expected performance requirements
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from the design when applied to the nonlinear plant. For this reason, the class of polytopic

quasi-LPV models of nonlinear systems is preferred in this work.

Based on the discussion in Section 1.1, it is evident the interests in considering ETC to
improve the efficiency of NCS due to its efficacy in reducing the required number of transmitted
data to ensure the closed-loop stability or performance, thus saving scarce communication
resources. Nevertheless, the literature review has revealed a lack on ETC of nonlinear systems,

especially considering dynamic ETC co-design approaches.

Moreover, proposers of control methodologies have become increasingly aware of
the need for providing numerically implementable design conditions, among which those of
convex optimization framework are preferred, both in linear and nonlinear contexts, in the
latter, generally based on gain-scheduling control techniques. Although there are ETC design
methodologies expressed in terms of LMIs, most part of the ETC design conditions are not
based on constructive nor numerically implementable methods, mainly when dealing with

nonlinear systems. Thus, the first motivation of this thesis is:

(i) to propose novel constructive co-design conditions, via LMls, for nonlinear sys-
tems represented by polytopic quasi-LPV models equipped with dynamic triggering

mechanisms.

In particular, LMI formulations of PETC co-design conditions are based on the time-delay
model of the closed-loop ETC system [55, 1]. In this case, sufficient co-design conditions are
obtained by employing appropriate manipulations to rewrite the infinite-dimensional condition
into a finite set of LMIs to be numerically solved. However, depending on the employed
manipulation, co-design conditions may present different degrees of conservativeness. One of
the sources of conservativeness is the manipulation to obtain quadratic upper-bounds to get the
LMls. To reduce such conservativeness, it can be considered improved LKFs, Bessel-Legendre

integral inequalities, and the delay-dependent reciprocally convex lemma [165].

Nevertheless, most conditions for PETC co-design are still based on the Jensen's
inequality together with the standard reciprocally convex lemma [146], which often lead to
more conservative conditions than results based on the Wirtinger-based integral inequality or
high-order Bessel-Legendre inequalities. However, their applications in the context of ETC
design are still limited. A few exceptions are [99, 117, 103, 121, 123], which consider the
Wirtinger-based integral inequality, but also with the standard reciprocally convex lemma. Also,
Oliveira et al. [56] proposed a co-design condition for output-based static PETC of TS fuzzy
models using the auxiliary function-based integral inequality and the standard reciprocally
convex lemma; Wang et al. [166] employed the second-order Bessel-Legendre inequality and the
delay-dependent reciprocally convex lemma [165, 167] for static PETC co-design for stabilization
of linear active vehicle suspension systems; and Yan et al. [104] proposed integral-based static
PETC co-design condition for TS fuzzy models considering the Bessel-Legendre inequality.

However, the conditions in [104] were derived regarding the Bessel-Legendre inequality proposed
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by [168] for linear time-delay systems with constant delays. The extension for systems with
time-varying delays was given later in [165]. Also, even though the conditions are given for
arbitrary order Bessel-Legendre inequality, the only numerical example is provided for the
first-order case, which reduces the application to a Jensen's integral inequality-based condition.

The second motivation of this work is:

(77) to employ an improved LKF together with the delay-dependent reciprocally con-
vex lemma and the Wirtinger-based integral inequality to derive PETC co-design

conditions for stabilization of nonlinear systems represented by quasi-LPV models.

Moreover, if a gain-scheduled controller is considered in the ETC setups shown in
Figures 1.2 or 1.3, as the state measurement Z(t) is updated to the controller only at specific
event times t; determined by the ETM possibly affected by the communication network
imperfections (induced delays, quantization, packet loss), the scheduling functions to compute
parameters of the gain-scheduled controller may differ from that of the polytopic quasi-LPV
model, leading to the so-called asynchronous scheduling functions or asynchronous parameters.
This is another source of conservativeness in LMI-based ETC design conditions to the class
of quasi-LPV models with gain-scheduled controllers, since in this case it is not possible to
directly employ LMI relaxations often considered in the non-networked case, as in [169, 170]. If
this asynchronous phenomenon is not properly accounted, the gain-scheduling control structure
reduces to a traditional linear control law, thus increasing conservativeness of the design

condition, possibly affecting the solution's feasibility and the efficiency of the ETC strategy.

The existing alternatives to cope with the asynchronism often assume given bounded
deviations between the controller's and plant’s parameters [2]. However, especially in the
case of event-based implementations, ensuring these given bounds are not violated during
operation is not an easy task and, in general, most of the works on ETC of TS fuzzy models
do not concern this issue [2]. To deal with this drawback, the approach in [98] ensures the
parameter's deviation enforcing a maximum allowable sampling period, while the approach
in [103] introduces an extra condition into the event-triggering scheme to enforce the deviation
bounds. However, the conservativeness of the co-design conditions in these works depends on
the assumed deviation bounds, such that as long as the deviation bounds are reduced to obtain
less conservative results, more transmissions are expected, which may lead to “unnecessary”
transmissions. The triggering strategy proposed by [171] for discrete LPV systems deals with
asynchronous parameters without assuming deviation bounds by incorporating information on
the mismatch induced by the asynchronism into the trigger rule. Unfortunately, the method
can not be directly applied to quasi-LPV systems, since no local convergence analysis is
provided. More recently, considering a CETC with a maximum allowable sampling period,
an exact discretization approach has been proposed by [172] to develop co-design conditions
for continuous-time quasi-LPV systems avoiding the mismatch between the parameters. The

enforced maximum allowable sampling period required to employ the exact discretization
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approach may also increase the number of transmissions. Thus, the third motivation of this

work is:

(7i1) to propose a methodology to deal with the asynchronous phenomenon induced by
the event-based sampling without assuming any pre-specified deviation bounds or

maximum allowable sampling periods.

Finally, when quasi-LPV or TS fuzzy models are employed to design gain-scheduled
controllers for local stabilization of nonlinear systems, it is of interest to obtain an estimation
of the region of attraction inside the region in which both the polytopic model and the control
law remain valid. However, the previously mentioned ETC co-design approaches for TS fuzzy
models do not provide such a characterization, which may lead to implementation issues when
the designed controller is employed to the actual nonlinear system, since there is no guarantee
that the state trajectories will not evolve outside the modeling region [21, 20, 173] (see [174]
for a deeper discussion on this topic). Moreover, in the case of network-induced delays affecting
the communication, the first data packet is delivered to the plant with some delay, and during
this time the state trajectory can also evolve outside the modeling region. In the worst case,
it may even leave the actual region of attraction of the closed-loop equilibrium. Thus, this
phenomenon should be properly addressed to estimate the region of attraction. Then, the

fourth motivation of this thesis is:

(1v) to derive local co-design conditions for nonlinear systems equipped with dynamic

ETC schemes represented by quasi-LPV models.

1.3 Objectives

Based on the aforementioned motivations, the general objective of this work is stated

as follows:

To propose dynamic event-triggered control strategies for local stabilization of

nonlinear networked control systems represented by polytopic quasi-LPV models.

As pointed out in Section 1.1, one of the crucial properties for the application of ETC
strategies is the existence of a positive MIET to exclude the occurrence of Zeno behavior.
Also, it was noticed a lack of ETC for nonlinear systems, especially concerning the co-design
approach, even more in the case of dynamic ETC strategies. In the case of ETC design
conditions formulated in the form of LMIs, it was discussed in Section 1.2 the demand for
less conservative conditions and, within the context of event-triggered gain-scheduling control,
the necessity of appropriately cope with the existing asynchronism between the scheduling
functions and, consequently, the parameters of the gain-scheduled controller and the polytopic

quasi-LPV model. Therefore, the following specific objectives are regarded:

(¢) To develop constructive and less conservative numerically implementable LMI-based

conditions to perform the co-design of dynamic ETC schemes;
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(77) To provide effective solutions to cope with the asynchronous phenomenon between

the parameters of the gain-scheduled controller and the polytopic quasi-LPV model;

(7i1) Whenever possible, to consider the presence of network-induced delays affecting the

communication network;

(1v) To formulate convex optimization problems to introduce performance indexes in the

ETC design aiming to reduce the number of transmissions;

(v) To derive local co-design conditions to ensure the applicability of the dynamic ETC

scheme for nonlinear systems represented by quasi-LPV models.

1.4 Thesis outline and contributions

The work's organization and the related contributions of each chapter are described as

follows:

Chapter 2 concerns the problem of dynamic CETC of nonlinear systems represented by
quasi-LPV models. A co-design condition is proposed to perform the design of a gain-scheduled
controller and the dynamic ETM. The closed-loop system is represented as a perturbed model
and the co-design condition is obtained based on the Lyapunov stability theory aiming to ensure
the local asymptotic stability of the closed-loop system. By taking advantage of the continuous
availability of the state measurement, the trigger-function is appropriately defined in order to
cancel out the influence of asynchronous parameters, which allows to derive a less conservative
LMI-based co-design condition. A convex optimization problem subject to LMI constraints is
proposed to enlarge the inter-event times. For the proposed strategy, it is shown the existence
of a positive MIET that prevents the occurrence of Zeno behavior and an estimate of the region
of attraction of the closed-loop equilibrium is obtained, enabling the CETC implementation.

The results presented in this chapter have been published in Coutinho & Palhares [175].

Chapter 3 concerns dynamic PETC of nonlinear systems represented by quasi-LPV
models. By taking into account the effect of network-induced delays, the closed-loop system is
represented by a time-delay model and the co-design is formulated regarding the Lyapunov-
Krasovskii stability theory. A co-design condition is proposed to ensure the local stability of the
closed-loop system by using the Wirtinger-based integral inequality and the delay-dependent
reciprocally convex lemma, as it has been recently proposed in the PETC context by Coutinho
& Palhares [176].

In both Chapters 2 and 3, convex optimization problems subject to LMI constraints are
proposed to enlarge the inter-event times of the ETC system. Moreover, numerical simulations

are performed to illustrate the effectiveness of the proposed co-design conditions.

Finally, the main contributions of this work are summarized and concluding remarks

and suggestions for future work are provided in Chapter 4.
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2 CANCELLATION-BASED DYNAMIC CETC

This chapter investigates the co-design of gain-scheduled state-feedback controllers and
dynamic continuous ETMs for nonlinear NCS represented by quasi-LPV models. The co-design
condition is derived based on the Lyapunov stability theory aiming to ensure the asymptotic
stability of the closed-loop ETC system. To cope with the asynchronous phenomenon between
the controller and quasi-LPV model parameters induced by the action of the ETM, the trigger-
function of the dynamic CETC scheme is appropriately defined to cancel out the influence
of asynchronous parameters, which allows deriving a less conservative LMI-based co-design
condition. Moreover, a convex optimization problem subject to LMI constraints is proposed
to enlarge the inter-event times. Also, for the proposed CETC, it is shown the existence of
a MIET, which prevents the occurrence of Zeno behavior and enables its implementation.
Numerical examples are provided to illustrate the advantages of the proposed dynamic CETC

co-design approach over emulation-based approach and its static counterpart.

This chapter is organized as follows. The problem is formulated and stated in Section 2.1.
The cancellation-based CETC, the proof of the existence of the MIET, the proposed dynamic
CETC co-design condition, and its particularization for static CETC co-design are provided in
Section 2.2. Numerical examples concerning two physical models are presented in Section 2.3

to illustrate the proposal’s effectiveness. Finally, conclusions are presented in Section 2.4.

2.1 Problem formulation

Consider the following class of nonlinear systems
z(t) = A(x(t))z(t) + B(x(t))u(t) (2.1)

where z(t) € 2 C R™ is the state, u(t) € R™ is the control input, A : ¥ — R™" and
B: 2 — R™™, B(x) # 0,Yx € 2, are continuous matrix-valued functions. The nonlinear
terms in the state-dependent coefficients of A(x) and B(x) are denoted by z; : ¥ — R,
J € Ng,, and called scheduling functions. Furthermore, & C R" is a convex polytope
containing the origin. Notice that, without loss of generality, it is assumed that the origin is

the equilibrium point of interest.

As the scheduling functions z;(x), are continuous functions and & is a compact set,

then there exist bounds such that:

2) < zi(x) <z, je€Ng, (2.2)

77

By following the sector-nonlinearity approach [159, 106, 107, 162], based on the bounds



Chapter 2. Cancellation-Based Dynamic CETC 35

defined in (2.2), each scheduling function z;(z) can be equivalently written as:
zi(z) = wé(x)z? + w{(x)zjl = Z wj-,(x)z;j, (2.3)

where the state-dependent weighting functions are defined by

U}é(I) = %7 w{(ﬁ) =1- wO(x)v

with 0 < wfj () <1,1;€B, j € Ng,. Then, for all z € Z, the nonlinear system (2.1) can
be equivalently described by the following polytopic quasi-LPV model:

#(t) = Y wi(z(t) (Aix(t) + Bu(t)) , (2.4)

icBp

where the state-dependent parameters are defined by
p .
wie) =[] wi, (@) (25)
j=1

being i = (i1, ...,7,) € BP. By definition, notice that the convex sum property holds for the

parameters:
Z W1<LU) =1, 0< Wl(ﬂf) <1, ie ]ng’
icBr

such that the matrices
Ai = A(CL’) wi(z)=1, Bi = B(l‘) wi(z)=1>

define the vertices of the polytopic quasi-LPV model (2.4).

The following gain-scheduling state-feedback control law is considered to stabilize
system (2.1):

u(t) = K(2(1)2(t) = > w;(2(t) K (t), (2.6)

where Z(t) is the state information available to the controller by the ETM, and the state-
dependent matrix K :  — R™*" is assumed to depend on the scheduling functions of (2.1)
such that a gain-scheduled controller with gains Kj = K(Z)|w,;)=1 can be parameterized in

terms of the parameters w;(%).

In this chapter it is considered the setup shown in Figure 1.3, where the plant P is
the nonlinear system (2.1), the triggering mechanism is connected to the controller C, which
in this case is the gain-scheduling control law (2.6), through a general-purpose network N
The time sequence {tx}ren When the state measurement is transmitted to the controller is
determined online by the ETM.
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2.1.1 Perturbed model of the closed-loop system

After substituting (2.6) into (2.1), the closed-loop system becomes
t(t) = A(z(t)x(t) + B(x(t) K (2(t))2(t), Vt € [tk trt1)- (2.7)

When a data sample is transmitted at the event time ¢, the state available to the controller
is updated to Z(t) = x(tx), Yt € [tg,tx+1). As a zero-order-hold is employed, Z(t) is kept

constant until the next event time t;.1, which induces the transmission error
e(t) =2(t) — x(t), Vt€E [tr,tpr1).

Thus, the closed-loop system (2.7) can be equivalently rewritten in terms of the transmission

error as follows

(1) = [Al(t)) + Bz () K (2(1))] 2(t) + B(x(t)) K (x(t))e(t)
+ B(x(t) [K (x(t) + e(t)) — K (x(t)] (x(t) + e(t)), VtE [trtesr).  (2.8)

The influence of the asynchronous scheduling functions is put in evidence in the term K(z + e)
of (2.8). The closed-loop dynamics in (2.8) can be interpreted as the composition of one
part parameterized only in terms of z, and another one which depends on the asynchronous
scheduling functions evaluated on & = x + e. The structure derived in (2.8) is exploited in the

next section to construct the proposed ETM.

Remark 2.1. If a linear state-feedback control law u(t) = K3 (t) was employed, the closed-loop
dynamics would be reduced to

#(t) = [A(x(t)) + B(x(t)) K] x(t) + B(x(t))Ke(t), Vt € [t tisr).

In this case, there is no asynchronous phenomenon affecting the closed-loop system, which
makes the developments to obtain LMI-based co-design conditions amenable when compared
to the case in (2.8). Although the use of linear state-feedback controllers is attractive from

this point-of-view, it may introduce conservativeness to the design.

As far as the control law (2.6) must be designed to ensure the origin of the closed-loop
system (2.7) is asymptotically stable, it is of interest to determine the region of attraction of
the origin. However, analytically obtaining that region is not an easy task [18, 42], for this
reason, a problem of interest is to obtain an estimate of the region of attraction % ensuring
that closed-loop trajectories starting in % converge asymptotically to the origin and do not
evolve outside the domain Z in which the polytopic representation (2.4) is valid. Then, the

control problem we are interested in is stated as follows.

Problem 2.1. Design a gain-scheduled controller (2.6) and a dynamic continuous ETM such
that:
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(i) the origin of the closed-loop system (2.7) is asymptotically stable;

(ii) the number of events generated by the dynamic continuous ETM is reduced as much as

possible.

2.2 Main results

This section presents the proposed dynamic ETM and the formal proof of Zeno-freeness
that allows its practical application. Then, a sufficient condition to perform the simultaneous
design of the dynamic ETM and the gain-scheduled controller (2.6) is proposed, which solves
item (i) of Problem 2.1. Finally, an optimization problem is proposed to enlarge the inter-event

times, which solves the item (i7) of Problem 2.1.

2.2.1 Proposed dynamic CETC scheme

Consider the following dynamic continuous ETM
to =0, tpp1 = inf{t >ty : n(t) + 00 (x(t),e(t)) <0}, Vk € N, (2.9)
where 0 € R is a design parameter and the trigger function I'(z, e) is defined as follows
[(z,e) =" Wa —e'Ze — ((x,¢), (2.10)
with
((z,e) = 22" PB(z) (K(z +¢e) — K(z)) (z +e),

and =, U, P € R™" are symmetric positive definite matrices. The term z'(¢)Uxz(t) —
e’ (t)Ze(t) can be viewed as a measure of deviation between the last sampled and the current
states [51] and ((z,e) is introduced to cope with the influence of asynchronous scheduling
functions in the developments to derive an LMI-based co-design condition. The dynamics of

the internal variable 7)(t) is defined as follows

(t) = =An(t) + T(z(t), e(t)), (2.11)
where 7(0) = 1y € Rx( is the initial condition and A € R is a design parameter related to
the decaying rate of 7(t).

The following lemma provides a result related to the positive definiteness of 7(t). This

property will be crucial for the definition of an appropriate Lyapunov function candidate.

Lemma 2.1. Given symmetric positive definite matrices =, W, P € R"*" and 1,0 € R,
then n(t) >0,Vte [tk, tk+1), Vk € N.

Proof. The proof follows similar steps as [29, Lemma 2.2]. Consider the dynamic ETM (2.9).
It directly ensures that 7(t) + 0T'(x,e) > 0, Vt € [tg, txr1). If 6 =0, then n(t) > 0 is ensured



Chapter 2. Cancellation-Based Dynamic CETC 38

from the last inequality. If 6 # 0, one has from (2.11) and (2.9) that n(t) > — ()\ + %) n(t),
n(0) = no,Vt € [tx,try1). By the comparison lemma [42, Lemma 3.4], the solution 7(¢)

is greater than or equal to the solution of 7j = — ()\+ %) 7(t), with 7(0) = no, which is
n(t) = noef(’”%)t. As 7j(t) > 0, then n(t) > 0, for all ¢ € [tg,tx+1), Vk € N. This concludes
the proof. n

Remark 2.2. For a sufficiently large value of 0, the dynamic ETM (2.9) reduces to the

following static version which is completely independent of (t)
to =0, tpy1 = inf{t > t; : I'(z,e) < 0}, Vk € N, (2.12)

with I'(x, e) given in (2.10).

The existence of a MIET for the proposed dynamic CETC scheme is proved in the follow-
ing lemma. It excludes the existence of Zeno behavior and enable the practical implementation
of the proposed ETM.

Lemma 2.2. Consider the closed-loop nonlinear system (2.7) with the dynamic ETM (2.9)-
(2.11). Given symmetric positive definite matrices =, ¥, P € R™™ and 1,0 € R, there
exists a MIET 7 € Ry such that t;.; —t, > 7, Vk € N.

Proof. The lemma is proved in two parts. First, by using similar arguments as [29, Prop. 2.3],
it is possible to prove that for a given z(t;) € 2 C R" and n(t;) > 0, ¢, < t&,, holds,
where 5| and t{,, are the event instants determined by the static and dynamic rules given in
(2.12) and (2.9), respectively. Then, in the sequel we prove that ¢;,, — ¢} > 7, which implies

that the inter-event times given by (2.9) are also lower bounded by 7, i.e., ¢, —t{ > 7.

By following similar arguments as [51, Theorem 3.2], consider the static triggering-

mechanism (2.12) rewritten as
G(xz,e) >1—V(x,e),

with G(z,e) == (e"=Ze)/(x"Wz), and V(z,e) = ((x,e)/(x " ¥x). When a sample occurs at
t = tg, one has e = 0 and G(z,e) = V(z,e) = 0. Before a new event is triggered, G(x,e)
must evolve from 0 to 1 — V(x,e), or, alternatively, new events are not transmitted while
G(z,e) <1—V(x,e). Since G(z,e) > 0,Vt € [ty,trt1), then V(z,e) < 1 in the same time
interval. Noticing that G(z,e) < A

||||;((?)|Illz' with A = ;méxgi, no event is triggered while

8
~—~

~
SN—
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By following similar steps as the proof of [28, Thm. IIl.1], the dynamics of ” ““ is

bounded as follows

d(He(t)H)_ W) 2T (i) o))
i \J=0l) = Te@ll@l ~ =OFE 0]
le@E®I . @1z 1]
S e@lle@l T @ @]
[l Je®)]
= (1 * ||x<t>||> le@)] (213)

Since the state-dependent matrices A(x), B(x), and K(Z) are bounded for all z,% € 2, it is
possible to find a constant L € R such that

[E@) = [I(A(z) + B(x)K(2)) 2(t) + Bx) K (2)e(t)|| < L([l@)] + [le@]) . (2.14)

It follows from (2.13) and (2.14) that

EGIAE eI’
(1 o) e oo < 2 (14 ) (2.15)

Then, by defining o(t) = 1200 "it follows from (2.13) and (2.15) the estimate

p(t) < L(1+o(t)*, (2.16)

from which it is possible to conclude that ¢(t) < ¢(t, 1), where ¥(t,1y) is the solution of
the initial value problem ¢ (t) = L (1 + v(t))?, with ©(0, 1) = to.
The following two cases are thus distinguished for the analysis:

(1) 0 < V(x,e) < 1: In this case, as G(z,¢e) < 1, G(z,e) takes more time to evolve

from 0 to 1 — V(z, e) than ¢(¢,0) to reach i 1 —V(z,e) for the first time.
(77) V(x,e) < 0: In this case, 1(t,0) take less time to evolve from 0 to \F than to
ﬁ 1 —V(x,e), since 1 —V(x,e) > 1. Thus, after an event is triggered, G(x, e) takes more

time to evolve from 0 to 1 than v(¢,0) to reach \%

Then, the inter-event times are bounded by the time that v takes to evolve from 0

to %\ where A = min (1, 1 —V(x, e)). It means that the inter-event times are bounded

by the solution 7 € R+ of 9(7,0) = % Since the solution of the initial value problem is

¢(Tw O) =1 L

, it implies that

A
 LVA+ LA

which is not null and there exists € € R such that that 7, —#; > 7 > ¢ > 0. By invoking

(2.17)

[29, Prop. 2.3], one can conclude that, for the same initial condition, the MIET of the dynamic
ETM (2.9) is greater than or equal to that of the static ETM (2.12), thus excluding the
existence of Zeno behavior. This concludes the proof. m
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Remark 2.3. Notice from (2.17) that the MIET, 7, has an inverse relation with A = ;“‘?‘X((\Izjg.
Thus, if Ayax(Z) is minimized and A\ (V) is maximized, then A is reduced, possibly enlarging

the inter-event times.

2.2.2 Co-design condition

The proposed sufficient condition to co-design the dynamic CETC scheme (2.9) and
the gain-scheduled controller (2.6) is stated in the sequel.

Theorem 2.1. Given 6,1y € R>q, and X\ € R+, if there exist matrices IN(J e R™" j e BP,
and symmetric positive definite matrices E, ﬁl, X € R™™", such that the following LMIs are
satisfied

Z Tij <0, Vm,ne Ber, (218)

(i,J)eZ(m,n)
where
He (AiX + BiK;) BiK; X
Ty = * —= 01,

* * =0

[1]

then, the origin of the closed-loop system (2.7) equipped with the dynamic CETC scheme
(2.9)«(2.11) is asymptotically stable with K; = K; X!, j e B, 2= X 12X, & = U1,
P = X!, and Lyapunov function

Wi(x,n) =V(z)+mn, (2.19)

with V(x) = x" Pz. In addition, a guaranteed region of attraction is given by the bounded

region
X ={reR" neRso: W(x,n) <c ceRypl, (2.20)

where the level set given by ¢ < ¢* = max,cy V(x) ensures that any state trajectory x(t)

starting at
Fy={x eR":V(z) <c—no, n < c} (2.21)

never leaves the region 9.

Proof. Assume that the LMIs (2.18) are feasible. From convexity of the state-dependent
parameters, the LMIs in (2.18) imply [162, 21]:

> > wilz)wy(z) Ty

icBP jeBP

= > > Wm(iv)wn(m)( > )Tij) <0. (2.22)

meBrt neBrt (13)e2(
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Since X is a nonsingular matrix, (2.22) can be multiplied by diag(X !, X~ T) on the left
and on the right, which results in
05 X 'BEK; X' I
SN wilm)wi(x) | x —XT'EXTY 0| <0, (2.23)

i€BP jeBP T
1SR * * -y

where ©;; = He ((X LA+ X 1B, KX )) By performing the change of variables K; =
KX ' jeB, Z2=X""EX"", W =0 P= X" bySchur complement lemma, inequality
(2.23) is equivalent to

He (PA(z) + PB(z)K(z)) + ¥V PB(x)K(x)

* J—

<0. (2.24)

(1]

By multiplying (2.24) by [xT(t) eT(t)} on the left and its transpose on the right, it follows
that

20" ()P [(A(z) + B(w) K (x)) a(t) + B(2) K (z)e(t)]
e’ (H)Ze(t) + z" (1) Wx(t) < 0. (2.25)

For some given 19,0 € R>g, and A € R, Lemma 2.1 ensures that 7n(t) > 0, Vt € [tg, tr+1),
Vk € N. Then, inequality (2.25) implies

v ()P [(A(z) + B(2)K(x)) 2(t) + B(x) K (z)e(t)]
6T(t) e(t) +a' (H)Ta(t) — A(t) <0. (2.26)

By adding the term ((z, e) on both sides of (2.26), one has

@' (t)Px(t) + ' (t)Pi(t) +n(t) <0, (2.27)

where &(t) and 7)(t) are given in (2.8) and (2.11), respectively. Consider W (x,n) as in (2.19),
from Lemma 2.1, W (z,n) is a positive definite and radially unbounded function and inequality
(2.27) ensures W (z,7n) < 0. Therefore, W (x,n) is a Lyapunov function and the origin of the
closed-loop system (2.7) with the dynamic ETM (2.9)—(2.11) is asymptotically stable. Let
¢ < *=maxyeq V(z), Z be as in (2.20) and Z, be as in (2.21). As Z is bounded and
contained in Z x R, then every trajectory (z,7) starting in % remains inside it and converges
asymptotically to the origin. Thus Z is an estimate of the region of attraction [42, Chpt.4].
Also, taking z(0) € %y, then V(x(0)) < W(x(0),n0) = V(2(0)) + 1o < ¢, and the state x(t)
never leaves &. This concludes the proof. O

Corollary 2.1. [f there exist matrices E € R™ ", j € BP, and symmetric positive definite
matrices E, \I/, X € R"™ ", such that the LMIs (2.18) are feasible, then the origin of the
closed-loop system (2.7) equipped with the static ETM (2.12) is asymptotically stable with
K; = IN(jX’l, jeEBr, == X1EX"1 U ="U"! and P = X!, with Lyapunov function
given by V(z) = 2" Px. Furthermore, an estimate of its region of attraction is given by the
bounded region %, in (2.21) with ny = 0.
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Proof. The proof follows similar steps as the proof of Theorem 2.1 until inequality (2.25).
Then, by adding ((z, €) on both sides of (2.25), one has V'(z) < —I'(z,e), with V(z) = 2" Px
and I'(z, e) given in (2.10). Since for all t € [ty,try1), VE € N, the triggering mechanism
(2.12) ensures I'(z,e) > 0, it implies that V(x) <0, Vt € [tg,trs1). Also, at t = t, one has
V(x) < —x"(t)¥z(t) < 0. Thus, the origin of the closed-loop system (2.7) with the static
ETM (2.12) is asymptotically stable. This concludes the proof. ]

Remark 2.4. If a linear state-feedback control law as u(t) = K3 (t) is considered, there
is no asynchronous phenomenon affecting the closed-loop system (2.8), which makes the
developments to obtain the LMI-based co-design conditions amenable when compared to the
gain-scheduled case. Although the use of linear state-feedback controllers can be attractive
from this point-of-view, it may introduce conservativeness to the co-design condition. Also
notice that the relaxation in (2.22) can only be employed because the proposed ETM (2.9)-
(2.11) can completely cancel out the influence of asynchronous scheduling functions. This
relaxation allows to properly design the gain-scheduled controller (2.6) since it avoids checking
the negativeness of the left-hand side of (2.22) for all vertices, preventing the gain-scheduled

structure from reducing to a linear one, that is, K; = K,Vj € B”.

2.2.3 Enlargement of inter-event times

As discussed in Remark 2.3, to obtain larger inter-event times and, consequently, reduce
the number of generated events, \.x(Z) should be minimized and A, (W) maximized. To
achieve this goal, by following a similar strategy to the one considered by [51, 52, 53], a convex

optimization problem subject to LMI constraints is proposed as follows:

min _ tr(Z4 ¥ + Q) (2.28)
QX EU,K;
- I
subject to [ © <0 (2.29)
* =X

and LMls in (2.18),

where () is a symmetric positive definite matrix. The objective function in (2.28) is defined

aiming to minimize the eigenvalues of (), =, and U. From Schur complement lemma, one
has that (2.29) is equivalent to X' < (. Then, the minimization of tr(Q) implies the

minimization of the eigenvalues of X ~!. Also, since the triggering matrices are given by

—_—

2 = X'2X"!and U = U!, the solution of the optimization problem tends to reduce

_ )\max(E)
A o )\min(\I/)

possible to argue that the inter-event times of the proposed dynamic and static CETC schemes

, once Apax(Z) is minimized and A, (¥) is maximized. From Remark 2.3, it is

can be enlarged.
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2.2.4 Estimate of the region of attraction

Once the optimization problem (2.28) has been solved, it is necessary to determine the
estimate of the region of attraction # given in (2.20). Consider the polytopic region 2 in

the half-space representation:
2 ={zeR": |b/z| <1, b €R", i €Ng,,}, (2.30)

where n; is half of the number of faces. The largest region Z is determined choosing [42,
Chpt. 8]

. 1
min -—-—=———.
1<i<ng b P10,

(2.31)

" =maxV(z) <
x€9
Notice that if gy = 0, the set of initial conditions %, in (2.21) is enlarged.

2.3 Numerical examples

In this section, two physically motivated numerical examples are provided to illustrate
the effectiveness of the proposed co-design conditions.
2.3.1 Example 1: van der Pol oscillator

Consider the forced van der Pol oscillator system [30]:

o1 (t) = 22(2)

(2.32)
Bo(t) = (1 — 22()) w2 (t) — z1(t) + ul(t),

where it is assumed the modeling region 2 = {z € R? : |z;| < 79,7 € N<y}. The set of
differential equations (2.32) can be easily put in the format of (2.1) as follows:

[xl(t)] _ [0 1 ] [:cl(t)
9 (t) =1 1—22(t)| |z=2(t)

By selecting the scheduling function z;(z) = z?, which is bounded within Z by 2z = 0 and

+ || u). (2.33)

1

2! = r?, the matrices A(x) and B(z) can thus be written as:

0 1
-1 1

0

0
, and B(z) =
. _J (v)

Alz) = [ T a() {g] ,

+ 21($) |:

from where it is clear their affine dependence with respect to z;(x).

Then, by following the sector-nonlinearity approach, the system (2.33) can be equiva-
lently represented within & by the following polytopic quasi-LPV model as (2.4)

z(t) = wo(x) (Agx(t) + Bou(t)) + wi(x) (A1x(t) + Bru(t)),
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where the state-dependent parameters are

r2 —x3(t
wolw) = DI 0y = 1 wo(a),
0
and the vertices matrices are
[0 1 0]
Ay = , By = ,
0 1 1] 0

(2.34)

o N
A = CB= Y.
—1 1—7‘8

Here, the modeling region is defined with 7y = 5. By solving! the optimization problem (2.28),

the following control gains and triggering matrices are obtained

Ky = [—0.559 —3.5} VK, = [—6.05 —301],
~[1.36 1.34 v 0.951 0.333 . 2.08 0.41 (2.35)
1134 6.39]° 0.333 1.81 |’ 0.41 1.83]

(1]

On the other hand, for a linear state feedback control law, the optimization problem
(2.28) is feasible with

K =[-1.608 —3.435], P=
0.253 1.46

3.99 0.253]

Also, consider the emulation condition [177, Corollary 5.2] for sampled-data nonlinear systems
in the polytopic representation (2.4) with a linear control law u(t) = Kx(t). By solving it with
a = 0.01 and the control gain obtained, the closed-loop stability is certified with a maximum

sampling interval of 0.242s.

The proposed ETC co-design approach is compared with the sampled-data emulation
approach in [177, Corollary 5.2]. Let %1 and %5 denote, respectively, the sets of state initial
conditions for the ETM system with the gain-scheduled controller and the linear controller,
both with 7y = 0; and % 5 the set with the emulation condition in [177, Corollary 5.2]. Based
on (2.31), the largest set of initial conditions %, is obtained with ¢j = 43.759, % is
achieved with ¢ = 36.039, and %, 3 with ¢ = 21.802. These regions are depicted in Fig. 2.1,
in which it is clearly observed that %, ; is larger than %2 and %3, and also %3 C Zo 2.
This illustrates the conservativeness reduction provided by the gain-scheduling structure (as
discussed in Remark 2.4) and by the proposed co-design approach when compared to an

emulation approach.

The effectiveness of the proposed co-design approach is also evaluated in terms of average

inter-event times computed? from 60 simulations performed with the initial conditions z(0) =

1 The optimization problem is solved in MATLAB environment using the LMI parser YALMIP [153] and the
semidefinite programming solver Mosek.

2 The average inter-event time is the relation between the simulation time and the total number of events.
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Figure 2.1 — Regions of state initial conditions %y (in red), %, (in black), and % ;
(in magenta) obtained with [177, Corollary 5.2]. The initial conditions are
denoted by ‘x..

[4.28 cos(é—gi) 4.28 sin(%i)f, t € Ncgo, mo = 0, as shown in Figure 2.1, and simulation
time of 30s. Notice that only the origin of the closed-loop system, using the gain-scheduled
controller, has the asymptotic stability ensured for these initial conditions. The proposed static
and dynamic ETC co-design approaches are compared with the static ETM proposed by [28]
designed as in [30] by following the emulation-based approach with V' (z) = 0.00586792% +
0.0040791x 125 + 0.006368423, u = —x9 — (1 — 2%)xy, and W (e) = 2.222¢?, with e = & — w.
In this case, the triggering rule is W (e) > V(). The results are presented in Table 2.1.

Table 2.1 — Mean of average inter-event times, in seconds, for the different approaches.

Static ETC

ETM [28] 0.0301

Corollary 2.1 - gain-scheduling  0.6915

Dynamic ETC A=01 AX=03 AX=05
Theorem 2.1 (6 = 1) 0.8540 0.7643  0.7159
Theorem 2.1 (6 = 10) 0.8671  0.8157 0.7301
Theorem 2.1 (6 = 10?) 0.8842  0.8261  0.7227
Theorem 2.1 (8 = 10°) 0.8290 0.7594  0.7324

Notice that the proposed static and dynamic ETMs designed with the co-design approach
provided larger average inter-event times than the emulation-based approach [28]. Moreover,
the average inter-event times of the proposed ETC approaches are larger than the maximum
sampling interval of 0.242s obtained with the time-triggered approach [177, Corollary 5.2]. It
can also be noticed that the design parameters 6 and A\ can be adjusted to reduce the network
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usage, in particular, it is verified that the different dynamic ETC setups could provide larger
average inter-event times than the static ETC. Notice that as A increases, 7(t) tends faster
to the origin, which reduces the average inter-event times. Also, as 6 increases, the average
inter-event times increases when 6 = 102, then it is reduced when # = 10° because the dynamic
ETM (2.9) tends to the static one (2.12), as stated in Remark 2.2. Thus, the reported results
illustrate that the dynamic ETC saves more communication resources when compared to its

static counterpart.

To illustrate the application of the proposed CETC co-design approach, consider the
implementation of the static CETC scheme given in (2.12) with the control gains and triggering
parameters in (2.35). Figure 2.2 depicts the simulation performed during 30 s with initial
condition is z(0) = [4.2467 1.1155]". From Figure 2.2(a), it is possible to notice that the
states converge asymptotically to the equilibrium = = 0. The functions G(z,e) and 1 —V(x,e)
defined in the proof of the existence of a MIET in Lemma 2.2 are shown in Figure 2.2(b). The
arguments provided in Lemma 2.2 can be clearly observed since always that G(x,e) = 1—V(z, e)
a new event is transmitted, as it can be observed in Figure 2.2(c). To conclude, the control
input signal u(t) is shown in Figure 2.2(d), where it is clear the effect of the ZOH in the

compute of u(t).

— (1) —G(x,e)
—x5(t) —1—-V(z,e)
oL i 1
2 L o Lt
0 5 10 15 20 25 30 0 5 10 15 20 25 30
(a) States (b) Functions G(z,e) and 1 — V(z,¢)
1 . . . . . oF —_ :
08} :
= 06F .
| > -10
T o4} s
= -15
0.2
-20
0 L 1 1 1 1 1
0 5 10 15 20 25 30 0 5 10 15 20 25 30
t t
(c) Inter-event times (d) Control input signal

Figure 2.2 — Simulation of the closed-loop system (2.32) with the gain-scheduling control
law (2.6) under the static ETM (2.12).

The simulation for the dynamic CETC co-deisgn approach is shown in Figure 2.3. In
particular, the time-series of the internal variable 7(t) is shown in Figure 2.3(a) together with
the state x(¢). Notice that () is non-negative for all ¢, as expected from Lemma 2.1, and
it converges to the equilibrium 1 = 0. The effect of 1(¢) produces the enlargement of the

inter-event times, as shown in Figure 2.2(b), because it can be seen as a buffer that stores
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unnecessary decrease of V() = 2" Pz. In this case, 30 events are generated and the maximum
inter-event time is 3.421s, while the one for the static CETC is only 0.99s. The control input
signal u(t) is shown in Figure 2.2(c).

10 T T T T T 4
sk —z1(t) |
X —Iz(t) ‘ 3
Bl —nt) ] <
4 i HQ,
<
2 -
1k
otk
. . . THTTIT “1’ TL’ IT .T? L 7
20 25 30 0 5 10 15 20 25 30
(a) States and triggering internal variable (b) Inter-event times
o . . .
= 10
3
-15
-20
0 EIS 1‘0 1‘5 2‘0 2‘5 30

(c) Control input

Figure 2.3 — Simulation of the closed-loop system (2.32) with the gain-scheduling control
law (2.6) under the dynamic ETM (2.9)—(2.11).

2.3.2 Example 2: rotational motion of a cart with an inverted pendulum

Consider the following rotational motion of a cart with an inverted pendulum system [178]

(2.36)
() = sin (21(8)) — 22(t) — cos (@1 (t))u(t),

where z1(t) is the pendulum angle with respect to the vertical axis and z(t) is the angular
velocity. As the trigonometric nonlinear terms sin (z1(t)) and cos (z1(t)) depend on the state
x1(t), one can define the following modeling region 2 = {z € R? : |z1| < 0y, |12] < 2}.
However, this system can not be put directly in the form (2.1). For that purpose, the

trigonometric function sin (1 (%)) is expanded in Maclaurin series, which results the factorization
sin (21 (1)) = 21 (2)21 (1),

where

) = 3 0

Then, (2.36) can be written as (2.1) as follows:
{:ﬁcl(t)] _ [ 0 1} [wl(t) 0

T cos (z1(t))

] u(t).
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By selecting the scheduling functions 2, (z) € [sin (6y)/00, 1] and 25(z) = cos (z1) € [cos (6y), 1],

Vo € 9, the matrices A(x) and B(z) can be written with an affine dependence with respect

0 1 0
Alz) = T) = )
(z) L’l(a:) —1] Blx) {—22@)]

Then, the polytopic quasi-LPV model (2.4) is thus defined by the state-dependent

to z1(z) and z(x):

parameters

with wh(z) = (1=21(a))/ (1= 2520}, wi(z) = 1-w(a), wd(@) = (1= z(w)/(1~cos (),

wi(z) =1 —wi(x), and the following vertices

0 1 0
Ago = Aot = | 4 (a0 , Boo = Bio = ;
n 1 — cos (o)
0 01 0 (2.37)
10 1 ) _1] 01 11 _1]

Notice that this system can not be modeled as a Lur'e-type system [144] nor a system
with cone-bounded nonlinear inputs [179, 52] since both matrices A(x) and B(x) are state-
dependent. This indicates that the proposed co-design approach can be employed in a broader

class of nonlinear systems.

By solving the optimization problem (2.28) for 6, = 47/9, the following control gains

and triggering matrices are obtained:

Koo = [9.51 6.26] , Ko = [1.52 1.0,
Ky = [11.1 7.28], Kiy = [2.96 1.95],
_ [6.15 4.05] - [1.24 0.416}

[1]

4.05 2.67 0.416 1.23 1.0 1.01

2.13 1.0]

Both the proposed static and dynamic ETC schemes are applied. The dynamic ETC parameters
are § =10, A = 0.8, and 1y = 0. According to (2.31), for 7y = 0, the level set that leads to
the largest region %, inside the modeling region is ¢* = 2.158. The region %, C Z is shown
in Fig. 2.4, where are also shown several trajectories of the closed-loop system (2.7) equipped
with the dynamic ETM (2.9)—(2.11) for initial conditions inside and outside the modeling
region. Notice that there are some trajectories starting inside of & that converge but evolve
outside of %y, while some others even diverge. This illustrates the importance of determining

an estimate of the region of attraction.

Here, both proposed static and dynamic ETC schemes are applied. The dynamic
ETC parameters are §# = 10, A = 0.8, and 1y = 0. Consider the initial condition z(0) =
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’\\\\\\\\\

2

1

Figure 2.4 — Region of state initial conditions %, (in red) of the origin of the closed-
loop system (2.7) with the dynamic ETM (2.9)—(2.11). The region %, is
contained in the polytopic region Z (in black). The convergent (in blue)
and divergent (in magenta) trajectories are also depicted considering initial
conditions denoted by “x".

[—0.1392 1.5903]T € %, and simulation time of 15 s. The simulation for the closed-loop
system with the static CETC scheme is depicted in Figure 2.5. In particular, as shown in
Figure 2.5(b), in this example the function 1 —V(z, e) is larger than 1, illustrating the case (i7)

in the proof of Lemma 2.2. In this case, 23 events are transmitted, and the average inter-event
time is 0.6699 s.
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T T L5y T T
s —x(t) —G(z,e)
5 — —1—V(z,e)
) | 1
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05 . . 0 |
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t t

(a) States (b) Functions G(z,¢e) and 1 —V(z,¢)
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& 1r 1 2
\ =
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t
(c) Inter-event times (d) Control input signal

Figure 2.5 — Simulation of the closed-loop system (2.36) with the gain-scheduling control
law (2.6) equipped with the static ETC scheme (2.12).

The simulation for the closed-loop system with the dynamic CETC scheme is depicted
in Figure 2.6. In contrast to the static CETC scheme, the number of events with the dynamic
ETC is reduced to 17 and the average inter-event time is enlarged to 0.8511 s. Moreover,
the minimum and maximum inter-event times are 0.1975 s and 2.2965 s, respectively, which
illustrates the Zeno-freeness ensured by Lemma 2.2. This confirms the advantage of the
dynamic ETC in saving network resources over the static counterpart. It can be observed
from Figure 2.6(a) that both system state z(¢) and trigger internal variable 7(t) converge
asymptotically to the equilibrium (z,7) = (0,0). However, even 7)(t) converging to zero, its
effect in the triggering mechanism is clearly illustrated in Figure 2.6(b), where the function
1 —V(x,e)+ %% is shown instead of 1 — V(x,e) for the static case. Notice that as
x(t) converge to the origin, the function 1 — V(x,¢e) + % W

the function 1 — V(z, €), which may postpone the occurrence of transmissions, as one can

does not converge to 1, as

observe in Figure 2.6(c).
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) 500 . :
_ —G(z,e
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(a) States and triggering internal variable  (b) Functions G(z,e) and 1—V(z, e)+%%
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Figure 2.6 — Simulation of the closed-loop system (2.36) with the gain-scheduling control
law (2.6) equipped with the dynamic ETC scheme (2.9)—(2.11).

2.4 Conclusion

This chapter has investigated the co-design problem of dynamic continuous ETMs
and gain-scheduled state-feedback controllers for a class of nonlinear systems represented by
quasi-LPV models. Based on the quasi-LPV representation, a convex optimization problem
subject to LMI constraints was proposed to systematically perform the co-design and to enlarge
the inter-event times. The proposed trigger function was effective to cancel out the influence of
asynchronous scheduling functions and a less conservative LMI-based co-design condition has
been derived by means of the Lyapunov stability theory. Also, a formal proof of the existence
of a MIET was provided, which excluded the existence of Zeno solutions. Numerical examples
has been provided to illustrate the effectiveness of the proposal in providing larger average
inter-event times than an emulation-based ETC scheme and the static counterpart of the
proposed dynamic CETC. From the implementation point-of-view, the main advantage of
the dynamic scheme is the reduction of transmissions, corresponding to more communication
resources economy. On the other hand, in comparison with the static scheme, the dynamic
requires the solution of a differential equation to determine the evolution of the internal

variable.
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3 DYNAMIC PETC WITH NETWORK-INDUCED DELAYS

This chapter investigates the co-design of dynamic periodic ETMs and state feedback
controllers for nonlinear networked control systems. The considered class of nonlinear systems
is such that an equivalent local quasi-LPV model is obtained. Initially, a local stability analysis
condition is provided for general input-affine nonlinear systems. Then, an improved co-design
condition is proposed to ensure the local asymptotic stability of the closed-loop system by
using the Wirtinger-based integral inequality and the delay-dependent reciprocally convex
combination lemma. Numerical examples illustrate the advantages of the proposed dynamic

PETC co-design approach over its static counterpart.

This chapter is organized as follows. Preliminary results are revisited in Section 3.1.
The problem is formulated in Section 3.2. The proposed local stability analysis and the
dynamic PETC co-design condition are presented in Section 3.3. As a direct consequence, the
particularization of the co-design condition is derived for the static PETC case. Numerical
examples are presented in Section 3.4 to illustrate the condition’s effectiveness. Finally,

conclusions are presented in Section 3.5.

3.1 Preliminary results

This section presents useful technical lemmas for obtaining the proposed dynamic PETC
co-design conditions. The delay-dependent reciprocally convex inequality employed here has
been studied by [165, 167, 180] (not in the context of ETC) and it contains the standard

version proposed by [146] as a particular case.

Lemma 3.1. Letn € N, and Ry, Ry € R™"™ be symmetric positive definite matrices. If there

exist symmetric matrices X1, Xo € R™"*"™ and matrices Y1,Y> € R™"*" such that

0 Y5
—(1=a) |+
Yy Xy

R, 0
0 R

X1 Y
0
AR

> 0, (3.1)

holds for a € B. Then, the following inequality holds for all o« € (0,1) C R:

IRy 0 R X, Y 0 Y
a . > | +(1—-a) i | +a . P
0 ERQ 0 Ry Y, 0 i Xo
Proof. The proof can be found in [165, 180]. O

Remark 3.1. As remarked by [165, 180], the improved version of the reciprocally convex
inequality lemma given in Lemma 3.1 allows deriving delay-dependent conditions due to the
dependence on the parameter o, which will be related to the time-varying network-induced

delay. Notice also that, in contrast to the standard version given by [146] and largely employed
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in the ETC literature, see [100, 101, 102, 105, 121] and references therein, Lemma 3.1 has
the additional variables X, and X,. However, in order to reduce the number of involved
decision variables and reduce the numerical complexity, one can select X, = Ry — Y1 R5 1YlT
and Xy = Ry — YQTRl_lYQ, which is also a valid choice for condition (3.1). Finally, notice that
the particular choices X1 = Xy = 0 and Y, = Y5 reduce Lemma 3.1 to the standard version of

the reciprocally convex inequality [146].

To take advantage of the delay-dependent reciprocally convex inequality, the Wirtinger-
based integral inequality is employed to reduce the design conservativeness. It is stated as

follows.

Lemma 3.2 (Wirtinger-based integral inequality [147]). For any symmetric positive definite
matrix R € R™™", the following inequality holds for all continuously differentiable function

w € [a,b] — R":
(b—a) /abwT(s)Rw(sMs > (w(b) — w(@))' R(w(b) —w(a) +3QTR2,  (3.2)

where Q = w(b) + w(a) — ;2 [Pw(s)ds.

3.2 Problem formulation

The PETC setup is shown in Figure 3.1, where the state information measured from
the plant is transmitted to the controller via a multi-purpose communication network, whose

transmission instants are determined by an ETM.

(1) ¢ |ult)| p |20 z(jh)
Event-triggering
mechanism

Zero-order hold |« | Ne’ivo N "' !
: Work:, .T(tkh)

Figure 3.1 — Representation of the PETC control setup, where P is the continuous-time
plant, C is a static state feedback controller, \ is the communication channel,
x(t) is the continuous state measurement, x(jh) is the sampled state
measurement, z(t,h) is the most recently transmitted state measurement,
Z(t) is z(tyxh) affected by network-induced delays, and u(t) is the control
input.

Consider the plant given by the following class of continuous-time nonlinear systems:

#(t) = f(2(t) + g(x(t))u(t), 2(0) = w0 given, (3.3)
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where z(t) € R" is the state, u(t) € R™ is the control input, f: 2 — R", with f(0) =0, is a
continuously differentiable function, g : 2 — R™*™, with g(x) # 0, Vx € 2, is a continuous
function. The region 2 C R" is assumed to be a convex polytope containing the origin x = 0

and it admits the following half-space representation:
2 ={zxeR":b/x <1,¥j € N, }, (3.4)

where b; € R", Vj € Ng,,,, define the hyperplanes.

The following state feedback control law is considered:

u(t) = k(2(1)), (3.5)

where T € Z is the most recent state information available to the controller, k : ¥ — R™,
with £(0) = 0, is a continuously differentiable function, and wu(t) = 0, V¢ < 0.

In the PETC setup in Figure 3.1, the sampled state measurement z(jh) is available to
the ETM to determine the next transmission instant, where the periodic sampling sequence
S = {s;}jen,, With s; = jh, is determined with a fixed sampling time h € R.,. After a
transmission instant is determined, the discrete signal is converted by the ZOH mechanism
into a piecewise constant signal to be available to the controller. The dotted lines indicate that
data are transmitted only at the transmission instants {t;h}ren, tx € Ng, determined by the
ETM, which is a sub-sequence of the sampling sequence S. As the communication network
may not be used exclusively for the control task, it is considered that bounded time-varying
delays are induced during transmission [33]. Then, the information of x(¢) available to the

controller is
i’(t) :Z’(tkh), t e [tkh+Tk,tk+1h+Tk+1), (36)

where 7, is a bounded delay induced at t = t,h.

By assuming the sampling sequence is initiated at £ = 0 as sqg = 0, the sequence of

event times {txh}ren satisfies to
toh =0, (tgs1 —tg)h > h, Vk € N, (3.7)

which directly enforces an MIET of A time units and it ensures the exclusion of Zeno behavior.
To reduce the use of communication resources, the following dynamic periodic ETM is proposed

to determine the event times:
tr1h = min{t > txh : n(t) + 0T (x(t), z(txh)) < 0,t € S}, (3.8)
where 0 € R is a design parameter,

Pz, ) = oa(||z]]) =~ ([1Z = =l), (3.9)
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with a,7 € Ko, 0 € (0,1) C R, and 75(t) € Rsq is the internal variable of the dynamic

periodic ETM which evolves according to the following dynamics:
N(t) = =An(t) + T(x(s;), z(tkh)), € [s),8541), (3.10)

where 7(0) = 19 € Rx( is the initial condition, and A € R is a design parameter related to

the decaying rate of 7(t).

Lemma 3.3. Let a,7 € K, 0 € (0,1) C Ry € Rxq. If0 > £(eM — 1), then n(t) > 0,
Vt € [Sj,sj+1), \V/j € N.

Proof. The proof follows similar steps as [87, Lemma 2] and [176]. Consider the dynamic
periodic ETM (3.8). The solution of the differential equation (3.10) with initial condition 7(s;)

IS

n(t)ze_)‘(t_sj)n(sj)—i—i\(1—e_A(t_sj)>F(:U(sj),w(tkh)), Vt € ls;,s541).  (3.11)

From the dynamic ETM in (3.8), one has I'(z(t), z(txh)) > —3n(s;). Given that n(so) =
o > 0, the solution of (3.10) in (3.11) implies n(t) > [e=A7%0) — L (1 — e=2=50))]p(s0).

Also, since s;1 — s;=h, it follows that

n0) > (e = L= ) ) (o).

Therefore, by taking 6 > (e — 1), it ensures that n(t) > 0 for all ¢ € [so,s1). From

continuity of 7(t), one has n(s;) > 0. Finally, by induction, one can conclude that 7(t) > 0,
for all ¢ € R>. O

Remark 3.2. Notice that the continuous counterpart of the PETC in (3.8) is obtained by
taking h — 0. In this case, the condition of Lemma 3.3 is satisfied for any 6 € Rx, as in [29],

which ensures the positive definiteness of ) for any 6 € Rx,.

Remark 3.3. For sufficiently large values of 0 the dynamic periodic ETM (3.8) is independent

of n(t), which reduces it to the following static counterpart
toh =0, tysrh = min{t > tyh : T(2(t), 2(th)) <0, t € S}, (3.12)

with T'(x, %) given in (3.9).

3.2.1 Perturbed time-delay model of PETC systems

To ensure that each data packet arrives the controller node before a new event is

transmitted, similar to [6], the following assumption is made.

Assumption 3.1. The transmission delays induced by the network satisfy to 0 < 7, < 7 < h,
k € Ny, where T € R is the maximum allowable delay and h € R+ is the sampling period.
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Similar as in [176], since the network-induced delays are bounded, there exists a scalar
0 € N such that

th +0h + 7 < tgph+ Ty < tgh+5h+h+ 7. (3.13)
Then, by defining the intervals

[tkh + Tk, tkh + h + T), 1=0,
i = [tsh+th+ T, txh+ih+h+7), @€ N,
[tkh+5h+%,tk+1h+7—k+l)’ 1=20

the transmission interval can be partitioned as follows

)

tih + Ty tiprh + i) = |
=0

Then, by defining the artificial delay
T(t) =t —tph—ih, VteI, ie{0,...,0},
such that
T < 7(t) < h+T, vVt € 1,
<h+7, VteI,ie€ N,
it follows that 7(¢) is a bounded time-varying delay
OSTkST(t) §h+’7':d, Vit € [tkh—l—Tk,tk+1h+Tk+1), (314)
satisfying to 7(t) = 1 for all ¢ # txh. Thus, the transmission error is defined as follows:
e(t) = x(txh) — x(tyh + ih) (3.15)
=2(t)—z(t—7(t)), VteI;, i€{0,...,d}. (3.16)
As far as it is assumed that u(t) = 0, V¢ < 0, due to the network-induced delay, the state
information transmitted at t, = 0, that is 2(0) = o, will be available to the controller
whenever t — 75 > 0, otherwise the control input signal u(t) is set to zero. In particular, since
the input delay at ¢ = 0 is bounded by 7y < 7, there exists a unique time ¢ < 7 such that
t—71 <0, Vt €|0,t5), andt—79 > 0, V¢t > t. Then, it can be noticed that u(t) = 0, V¢t < t§,

and the system operates in open-loop in the time interval t € [0,t}). Thus, the closed-loop

dynamic PETC system can be rewritten as follows:

o [ e oy 170
f(@(t) + g(e@)k(z-(t) +e(t), =15

() = =n(t) + T(z-(t),0), t e [0,t)) (3.17b)
Xnlt) + T () e0), > 15
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where z.(t) == z(t — 7(t)). As within the time interval t € [0, ¢{) the system (3.17a) operates
in open-loop, it is necessary to explicitly take into account the system'’s behavior at that interval,
especially when the equilibrium x = 0 of the unforced system is unstable, since in this case the
trajectories starting at xy can move away from the equilibrium point, eventually leaving the
region of attraction of the closed-loop equilibrium before the control input starts to be applied
at t = t. To properly address this behavior, similar as the local stability characterization of
equilibrium points of input-delayed nonlinear systems proposed by [181], the following definition

is considered in this work.

Definition 3.1. Consider the nonlinear system in (3.3), a given stabilizing state feedback
control law (3.5), and the dynamic periodic ETM in (3.8)—(3.10). The equilibrium point x = 0
of the plant (3.3) is locally asymptotically stable if there exist two compact sets %, and %
satisfying %y C # C 2, with %, containing x = 0, such that for any xq € %,, the state
trajectory x(t) remains confined in %, for all t > 0, and x(t) — 0 as t — +o0.

3.3 Main results

The main results of this chapter are presented here. First, based on an appropriate
LKF candidate, a local stability analysis condition is proposed for the closed-loop system (3.17)
equipped with the dynamic PETC in (3.8). In the sequel, by employing the delay-dependent
reciprocally convex combination lemma and the Wirtinger-based integral inequality, a delay-
dependent co-design condition is derived to perform the co-design for a class of quasi-LPV

models of the nonlinear plant (3.3).

3.3.1 Local analysis of dynamic PETC systems

This section presents an extension of the approaches proposed in [181, 182] for input-
delayed systems to the case of dynamic PETC systems represented by a time-delay system as

in (3.17). More specifically, the following problem is addressed here.

Problem 3.1. Given a stabilizing control law (3.5) for the nonlinear plant (3.3), determine
conditions to ensure that the origin of the closed-loop system (3.17) equipped with the dynamic
periodic ETM in (3.8)<3.10) is locally asymptotically stable in the sense of Definition 3.1.

The conditions are derived based on the following LKF candidate:
W, &, m) = V(e @) +n(t), (3.18)
where z; € C[' ; ; is a segment of the function x(s) = z(t + 5),Vs € [—d, 0],

Ve, &) = Vi(ay) + Va(ze) + V(i) (3.19)



Chapter 3. Dynamic PETC with Network-Induced Delays 58

with

-
P M

MT S

()
Ji—aw(s)ds

Vo(zy) = /t z"(5)Qx(s)ds

t

Vi(dy) = d/_od /t; &7 (v)Ri(v)dvds,

Vi(z,) = [

x(t) ]
Jlgx(s)ds

being P, (), R, S symmetric matrices and M is a full matrix, all belonging to R™.

Theorem 3.1. Consider the closed-loop system (3.17) and the LKF candidate given in (3.18).
Let the sets

Hy={x e R": Vy(z) < c—mno/B}, (3.20)
X ={xecR":Vy(z) <}, (3.21)

with
Vo(z) = 2" P, (3.22)

and the scalars o € (0,1), d, i, A\, p € Rsg, no € R>g. If the following conditions hold:

P M

> 0, >0, R>0, 3.23
s Q (3.23)

and

Ve, &) < —oa(llz-()[) +v(le(®)]), Vo€ Za, t = 1
Vo(z(t)) — 20Vo(z(t)) <0, VYo e P, tel0,t])

(3.24)
(3.25)
Vi(ze, @) < —oa(||z-(8)|]) + 20Vo(x(t)), Vo, € Za, t € [0,15) (3.26)
pP —d*S —d(Q+M+MT) >0 (3.27)
R C D, with ¢ =cf8, B=p+e*", c <c—no/p, ( )

where ¢ = max,cqy %Vo(a:), and
Do ={0 €ClLyq : 9(s) € Z,Vs € [-d,0]}. (3.29)

Then, for every initial condition xo € %, the state trajectory (x(t),n(t)) converges asymptoti-

cally to the origin and remains confined in the region
R = {1 € Cl g0y, € Rog : W (2, 3,m) < '} (3.30)

and x(t) is confined in # C 9, for all t > 0.
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Proof. Consider the LKF candidate in (3.18). From condition (3.23), it is possible to conclude
that the functional V' (zy, &) is positive definite for all z; € 2, \ {0}. Since Lemma 3.3 ensures
that 7)(t) is positive definite for all t € R for a given 79 € R~ then the functional (3.18) is
positive definite.

Consider the time-derivative of the functional (3.18) along the trajectories of the

closed-loop system (3.17):

Wy, 4, m) = V(xm ) + 77(t)
=V (@, &) + oa(llz- (1)) = y([le®)]) — An(t).

From condition (3.24), one has that

W(.Tt, i’t, T]) < 0, Vi Z t67

which ensures the asymptotic stability of the origin of the closed-loop system (3.17) for all
t € R>q, provided that the state trajectory (x(t),n(t)), for any t € [0,t}), is confined in
the region % defined in (3.30) for some ¢* € R+ and X C Do X R>p. In the sequel it is
shown that conditions (3.25)—(3.27) ensure that any state trajectory x(t) lies inside the region
X C P, with ¢* given by (3.28), for all t € [0, ).

Based on the Comparison Lemma [42, Chapter 3], the condition (3.25) implies
Vo(z(t)) < e*'Vy(zg), Vt€[0,t5). (3.31)

For all ¢t € [0,¢}), the time-derivative of the functional (3.18) is

Wy, dee,m) = 2pVo((t)) = V(wy, &) + oa([le-(0)]) — An(t) — 2pVo(2(1).
From condition (3.26), it follows that
W (xy, a0, m) — 2pVo(2(t)) <0, Va, € Do, t €[0,17),
which implies

() < W (0) + 2 /OtVO(x(s))ds, vt e [0,£),

where W (t) :== W (x4, 4, n) is defined to simplify the notation. Thus, it follows from (3.31)
that

W(t) < W(0) + Va(wo) (1), Vt € [0,8). (3.32)

Now, an upper bound is derived to W (0) based on (3.18). By assuming that z(s) = x¢, Vs €
[—d, 0], the solution of (3.17) does not depend on z(s) for s € [—d,0). Thus, the following
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relation is obtained:

__ ) P M o
WO =1 T 0
[f_dx(s) ds M S] [f_dx(s) ds]

0
—i—/d:z:ngods—l—no

=ay [P+ d®S+d(Q+ M+ M")| zo + o, (3.33)

T

for z(s) = x, Vs € [d,0], and n(0) = ny given. From (3.32), (3.33), and the condition
in (3.27), one has that:

W(xy, 4, m) < (,u + ezpt> xg Pro +mn0, Vit € [0,1]).
Thus, if 29 € %, and since t§ < 7, it follows that:
Wixy, ar,m) < ¢, Vte|0,t]), (3.34)
with ¢ = ¢, B = pu+ e*7. Since from (3.18) one has W (xy, 2,n) > Vo(x), then:
Vo(z) < Wz, &,m) < ¢, ¥Vt e|0,t]). (3.35)

Given that zg € %, with %, given as in (3.20), inequality (3.35) ensures that z(t) € Z for all
t € [0,t5), with Z given as in (3.21), and hence Vy(z(t)) < W(t) < W(t5) < ¢, for all t > tF.
Finally, from condition (3.28), if ¢ is taken such that ¢ < ¢, where ¢ = max ¢ %Vo(x), then
X C P and the state trajectory (z4,n) remains confined in Z C %, x R for all t € R>( and
thus z; € Z,, which ensures that (x(t),n(t)) — 0 as t — +o0. This concludes the proof. [

3.3.2 Delay-dependent co-design condition

Consider the following class of nonlinear systems:
z(t) = A(x(t))z(t) + B(x(t))u(t), (3.36)

where A: 9 — R B: 2 — R, B(x) # 0, Vx € &, are continuous mappings. The

following linear state feedback control law is considered:
u(t) = Kz(t), (3.37)

where K € R™*" is a control gain to be designed and u(t) = 0,Vt < 0. The nonlinear terms
in the coefficients of the state-dependent matrices A(z) and B(x) are denoted as z; : Z — R,
J € Ng,, and called scheduling functions. As & is a compact set, by definition, and the
scheduling functions zj(x) J € Ng,, are continuous, then there exist bounds z?,z} € R,
J € Ng,, such that

< zi(x) <2}, Vxe P, VjeN,,. (3.38)

J
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From the bounds in (3.38), each scheduling function can be equivalently written as z;(x) =
0,,J

22wj () + zlw](z), where
wy(z) = %, wi(z) =1— w{](a:),

Then, the nonlinear system (3.36) can be equivalently written as the following polytopic

quasi-LPV model:

H(1) = 3 wila() (Awe(t) + Buur) (3.39)
where
wi(x) = ﬁwfj(x), i; €B, 7 € Ngp,

are parameters that satisfy to the following properties:

> wi(z) =1, wi(z) >0,Vie B (3.40)
icBP
Remark 3.4. Given a nonlinear system as in (3.3), there exists a possibly non-unique factor-
ization such that (3.3) can be written as (3.36) [183]. Then, based on the sector nonlinearity
approach [106], it is possible to properly select scheduling functions from the state-dependent
coefficient matrices to obtain locally equivalent quasi-LPV representations as in (3.39) for
(3.36) or, alternatively, for (3.3).

To reduce the number of transmissions, the following trigger function is considered for
the dynamic ETM defined in (3.8), (3.10):

D(z,(t),et)) =a" (t —7(£)Ox(t — 7(t)) — e (t)Ze(t), (3.41)

where ©,= € R™*" are symmetric positive definite matrices. The trigger function (3.41) can
be viewed as the weighted deviation between the current state measurement z(¢ — 7(¢)) and
the latest transmitted state z(t;h).

Based on the transmission error defined in (3.15), the closed-loop system (3.17) for
(3.36) with the control law (3.37) can be written as:

5(0) = A(z(t))a(t), te[0,t) (3.422)
Az () x () +B(x () K (2. (t)+e(t), =15

o (6) = —X(t) + D(2,(t),0),  te€0,¢) (3.420)
=) + T(z-(1), et), ¢ =15

with 2(0) = o, n(0) = 1o given, and I'(z,, e) given in (3.41).
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Problem 3.2. Consider the nonlinear plant (3.36) equipped with the dynamic periodic ETM
defined in (3.8), (3.10) with the trigger function (3.41). Based on a local quasi-LPV repre-
sentation as in (3.39), determine constructive co-design conditions to design the stabilizing
control law (3.37) and the parameters of the dynamic periodic ETM rule (3.41) such that the

following requirements are fulfilled:
(i) the time-delay closed-loop system (3.42a)-(3.42b) is asymptotically stable;

(ii) the number of events generated by the dynamic periodic ETM is reduced as much as

possible.

Before stating the solution to Problem 3.2, two auxiliary results are introduced. First, the
following lemma introduces a constructive condition to check condition (3.24) of Theorem 3.1
for the closed-loop system (3.42a)—(3.42b).

Lemma 3.4. Consider the system (3.42) and let scalars h,e € R-q, 10,7 € R>o, 7 < h, and
d = h+7 be given. If there exist symmetric matrices P, S, Q, R, =, © € R™", and matrices
K e R M. X € R Y, Y, € R2V2n guch that the following inequalities hold

P>0 (3.43a)

Q>0, R>0, Z>0 (3.43b)
($;(0) — QT *  « |

Y;(0) = oo -R o« | <0 (3.43¢)
I Xus 0 —@_
(i(d) — QTU(A)Q « o«

Ti(d) = 0 V)0 R x| <0, (3.43d)
I Xuvs 0 —9_

for all i € BP, where

&)i(T) = He(GlT(T)ﬁGo) + vf@vl - vI@m + d2v;]§v2 — U7T§217 + He(ﬁ(vﬁi),
R 0] d—7[R Y, 0 Y

0 R d Y, o v, R

U(r) =

T

3

Y
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Go
G

V3 — Uy

G2: ’Q:

I

’01+1)3—2?)5 U3+’U4—2U6

U1 — Vs
]7G3:

;\’v:vlT—l—ev;—Fev;,
Fy= A, Xv, — Xvg + Biff/vg + Bj&w,
R 0 P M
0 3R MT S

9 )

v; = [Onx(i—l)n I, 0n><(7—i)n} :

Then, the time-derivative of the functional (3.19) along the trajectories of the closed-loop

system (3.42) satisfies

Ve, @) < =T'(z-(t),e(t)), VYa, € D, t > 1, (3.44)
where 9, is defined in (3.29) and I'(x,, e) is given in (3.41) with
P=X""PX ' M=X"TMX"'S=Xx"TSXx1,
Q=X"TQX ' R=X"TRX ', K=KX!, (3.45)
E=X"TExXlLe=0"
Proof. Assume that conditions (3.43a)—(3.43d) hold. By pre-multiplying inequality (3.43a) by

I,®X ™" and post-multiplying it by its transpose, it ensures that P > 0, where

P M
MT S

. (3.46)

Moreover, by pre-multiplying inequalities (3.43b) by X" and post-multiplying them by its
transpose, it ensures that @ > 0, R > 0, and = > 0. These inequalities ensure the positive-

definiteness of the functional (3.19).

From Schur complement, inequalities (3.43c)-(3.43d) imply

(D,(0) — QTU(0)Q + v XTO X |
(0) (0)2+ v, R ) (3.472)
_ v ooje -R
(B (d) — QTT(A)Q + v XTO 1 X0 ]

(4) ()2 + 0, R Y (3.47b)
_ 0 Y0 -R

for all i € B”. By pre-multiplying the inequalities in (3.47a)—(3.47b) by I,® X~ and post-

multiplying them by its transpose, it results

(®;(0) — QTU(0)Q + v ]
T;(0) = i(0) (02 +0; 005 = <0, (3.48a)
oo |
) = (®;(d) — QTU()Q+v] Ovs  * | 0 (3.48b)
1 _ [O Y2i| Q —R_ ) .
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for all i € B?, where

®;(7) = He(G| (1)PGo) + v{ Qui — v] Quy + d*vy Rvy — v vy + He(X F),

R 0 d— R Y, 710 Y
U(r) = + + + =T )
0 R d Y, 0 d|y;" R
X=v/X"T+ew, X " +evg X7, (3.49)
Fi = AiU1 - XU2 + BiKU3 + BiKU7,
k0 Y, = (LeX Y (LX), ieN
) i = i ) )
0 3R ’ ’ =

and matrices P, M, S, Q, R, K, =, and O defined in (3.45). From convexity property of the
state-dependent parameters in (3.40), it implies that
T(z,7)=> wi(z)Yi(r) <0, 7¢€{0,d}. (3.50)
icBp

Thus, it follows from (3.48a)—(3.48b) and (3.50) that

®(z,7) +vg Oug — QT (U(7) — Uy(7)) Q < 0, (3.51)
where
=Ty R-YT 0
\I/()(T) = d ! 1 T .
0 Y, R7Y,

By defining «(t) = 7(t)/d € [0, 1], regarding the delay-dependent reciprocally convex combina-

tion lemma (see Lemma 3.1), it implies from (3.50) that

O(x(t), 7(t)) + va Ous — QTU(7(1))Q < 0, (3.52)
where
- LR 0
)= |a®
e [ 0 1%)73]
By defining the augmented vector
z(t)
x(t)
(t —7(1))
§(t) = z(t —d) ,
T(t ft S T(s)ds
- )fti; ”x(s) ds
e(t) ]

the inequality in (3.52) implies that
T (1) (D(x(t), 7(t)) + vy Ovs — QT (7(1))Q) (1) < 0. (3.53)

Given that 26" (1) X F(z(t))£(t) = 0 and considering the Wirtinger-based integral inequality
(see Lemma 3.2), condition (3.53) ensures that (3.44) holds. This concludes the proof. [
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The following lemma introduces a constructive condition to check condition (3.26) of
Theorem 3.1 for the closed-loop system (3.42a)—(3.42b).

Lemma 3.5. Consider the system (3.42) and let scalars h,e,p € R.g, T € Rsg, 7 < h,
and d = h + T be given. If there exist symmetric matrices P,S,Q, R € R™", and matrices
M e R™" X e R™" such that (3.43a)~(3.43b) and the following inequalities hold

A 0IXT

- | <0, VieDB?, (3.54)
Xl; —©

i

where

A; = He(H PHy) + 0] QU — 0] Qls + d*0] Rl, — H) RH, + He(Z.J;) — 2pt] Pty,

ly CH, = 2 0 — s 7
dl,

0 — ) 2 =

gl—gg €1+€3—2€4
Z =] +el) +eld, Jy= A X0 — XUy,

by = [Onx(ifl)n I, 0n><(47'i)n} ;

P, R, and © defined as in (3.43). Then, the time-derivative of the functional (3.19) along

the trajectories of the closed-loop system (3.42) satisfies

V(s i) < —D(@,(t),0) + 2pV((t), Vay, € Da, t € [0,£7), (3.55)

where I'(x,, e) is given in (3.41), 2, in (3.29), and matrices P, M, S, Q, R, and © are
defined as in (3.45).

Proof. From conditions (3.43a)—(3.43b), similar as the arguments employed in the proof of
Lemma 3.4, the positive-definiteness of the functional (3.19) is ensured. Then, assume that

inequalities (3.54) hold. From Schur complement, these inequalities imply
A+ 03 XTOIX 03 <0, VieBP. (3.56)

By pre-multiplying the inequalities in (3.56) by I;,®X " and post-multiplying them by its

transpose, it results
A+ 03003 <0, VieB?, (3.57)
where

Ay = He(H, PHp) + 0] Qly — U3 Qls + d*() Rty — H) RHy + He(Z2J;) — 2pl] Ply,
Z=0X"T+elg X" +ely X7,
Ji = Aily — Ly,
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with P and R given in (3.46) and (3.49), respectively, and matrices P, M, S, Q, R, and ©
defined in (3.45). From convexity property of the state-dependent parameters in (3.40), it
implies that

ieBr

then, conditions in (3.57) and (3.58) imply

A(z) + 45003 < 0. (3.59)
By defining the augmented vector
x(t)
o= M
Ty

a=r Je-av(s)ds
the inequality in (3.59) implies that
<" (1) (M) + 63 003) ¢(t) < 0. (3.60)

Given that 2¢ " (¢t)ZJ(x)¢(t) = 0 and considering the Wirtinger-based integral inequality (see
Lemma 3.2), condition (3.60) ensures that (3.55) holds. This concludes the proof. O

Theorem 3.2. Consider the system (3.42) and let scalars h, e, ji, p, A\ € Rsg, 10,7 € R>o,
7 < h, and d = h + T be given. If there exist symmetric matrices ]5 § @ ﬁ E Oc Rm>xm
and matrices K € R™", M, X € R™", Y;,Y, € R* 2" such that (3.43a)~(3.43b) and the

following inequalities hold

T:(0) <0, Yi(d) <0, VieB?, (3.61)
—2pP + He(A; X
2pP FHe(AX) (3.62)
P—XT+eAX —cHe(X)
II; <0, VieB?, (3.63)
pP —d*S —d(Q+M+M") >0, (3.64)

where Yi(7), Vi € B?, T € {0,d}, are defined in (3.43c)—(3.43d) and II;, Vi € B, are defined
in (3.54). Then, for every initial condition xo € %, defined as in (3.20), with the level sets c*
and c selected satisfying to (3.28) with

_ 1
125n; BbT P1b;’

(3.65)

C =

where B = p+¢e*7, P, M, S, Q, R, ©, and = defined as in (3.45), the state trajectory
(x(t),n(t)), for all t > 0, converges asymptotically to the origin and it remains confined in the
region %, defined in (3.30), and x(t) is confined in # C 9, defined in (3.21), for all t > 0.
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Proof. From conditions (3.43a)—(3.43b) and given 1y € R, similar as the arguments in

Lemma 3.4 and Theorem 3.1, the positive-definiteness of the functional (3.18) is ensured.

If the inequalities in (3.61) hold, Lemma 3.4 ensures that condition (3.55) holds, which
means that (3.24) in Theorem 3.1 holds with V' (2, ;) defined in (3.19) and I'(zy, €) given
in (3.41) along the trajectories of the closed-loop system (3.42), with matrices defining the
functional (3.18) and the trigger function (3.41) as in (3.45).

If (3.62) holds, by pre-multiplying it by [, X~ and post-multiplying it by its transpose,
it leads to

—2pP + He(X T A;)

<0, Vie B, 3.66
P—X"1+eX TA —eHe(X) (3.66)

where P is defined as in (3.45). Then, by pre-multiplying (3.66) by [I —A;'] and post-
multiplying it by its transpose, yields

Al P+ PA; —2pP <0, ViecB?,
which follows from the convexity property of the state-dependent parameters in (3.40) that
AT (2(t))P + PA(z(t)) < 2pP,

which after pre-multiplied by 2" (#) and post-multiplied by z(t), it implies that (3.25) in
Theorem 3.1 holds with V(x) given as in (3.22) along the trajectories of (3.42).

If (3.63) holds, Lemma 3.5 ensures that condition (3.55) holds, which means that
(3.26) in Theorem 3.1 holds with V' (x, ;) defined in (3.19) with I'(x,, e) given in (3.41)
along the trajectories of (3.42).

If condition (3.64) holds, by pre-multiplying it by X~ and post-multiplying it by X1,
it ensures that condition (3.27) in Theorem 3.1 holds.

Finally, if conditions (3.61)—(3.64) hold, a matrix P is determined as in (3.45) and the
largest level set that ensures that Z C &, given by ¢ = max,cqy %Vo(w), is determined based
on (3.65) [42, Chapter 8]. Then, condition (3.28) in Theorem 3.1 holds.

Thus, the closed-loop trajectory (z,7) of (3.42) remains confined in Z C 9, x R>o
for all t € R>g and then z(t) € Z, Vt € Rs, and (z(t),n(t)) — (0,0) as t — +oo. This

concludes the proof. O

The next result states a co-design condition for static PETC and it can be readily

deduced from Theorem 3.2.

Corollary 3.1. Consider the system (3.42a) equipped with the static PETC in (3.12) and let
scalars h, e, j1,p € Ry, T € Rsg, T < h, and d = h + T be given. If there exist symmetric
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such that (3.43a)—(3.43b) and the inequalities (3.61)—(3.64) in Theorem 3.2 hold. Then, for
every initial condition xo € %, defined as in (3.20) with ny = 0, the state trajectory x(t), for
all t > 0, converges asymptotically to the origin and it remains confined in the region % C &
defined as in (3.21) with no = 0, for all t > 0.

Proof. Considering the LKF candidate given in (3.19), the proof follows similar steps as the
proof of Theorem 3.2 O

3.3.3 Enlargement of inter-event times

This section describes a criterion considered to enlarge the inter-event times provided
by the PETC scheme. To address this problem, from the trigger rule in (3.8) with the trigger
function (3.41), new transmissions are triggered when:

Amin (©) 27 (D)I* = Amax(E) e()]* + ; (1) <0,

which, in the worst case, it implies that

G(x-(t), e(t)) < 1+ V(a.(t),n(t)),

where

M@l 1 ()
O A A S G P

Thus, the idea is maximizing the eigenvalues of © and minimizing the eigenvalues of = such

g(xh 6) -

that the minimum time required for G(zy, €) to evolve from 0 to 1 + V(x¢,7) is enlarged. For

that, similar to [51], the following optimization problem is considered:

minimize  Str(Z 4 O)

subject to  (3.43a)-(3.43b), (3.61)(3.64), (3.67)

P>1

The minimization of tr(i + é) tends to maximize the eigenvalues of © and to minimize
the eigenvalues of =, which tends to enlarge the inter-event times. The last constraint is
introduced for well conditioning purposes. Notice that the given scalar 5 = u + €7 is related
to the size of the set of admissible initial conditions %, such that as the parameters p or 7
increase, #, tends to reduce. Thus, [ is included into the objective function to introduce
a trade-off between the size of the set of admissible of initial conditions and the number of

inter-event times. Hence, if the optimization problem in (3.67) is feasible, the condition (3.65)

of Theorem 3.2 is directly applied to obtain the largest estimate of the region of attraction.

3.4 Numerical examples

Numerical examples are presented in this section to illustrate the effectiveness of the

proposed delay-dependent co-design condition.
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3.4.1 Example 1: van der Pol oscillator

Consider the van der Pol oscillator system described in (2.32). For ry = 2, the vertices
of the quasi-LPV model (3.39) can be obtained as in (2.34) and the validity region is given
by 2 = {z € R" : |1] < 2, |xo| < 2}. Initially, the influence of parameters p and € over
the solution of the optimization problem (3.67) is evaluated. For that, consider © = 0.01 and
h = 7 = 0.15, which leads to d = h + 7 = 0.30. The behavior of the objective function
of (3.67) with respect to p for different values of ¢ is illustrated in Figure 3.2.
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Figure 3.2 — Objective function Str(Z + ©) of (3.67) with respect to p for different
values of e.

For all the considered values of €, as p increases, the objective function decreases up to
achieve a minimum then it tends to increase again due to the exponential relation of 5 with
respect to p. On the other hand, the values of the objective function with respect to p are
bigger for smaller values of ¢, as € increases, a minimum is achieved and then the objective
function tends to increase again as ¢ increases. By employing a grid search algorithm?!, the
minimum value of ﬁtr(é + (:)) has been achieved with € = 1.39 and p = 1.15, as illustrated in
Figure 3.2.

Another aspect evaluated here is the feasibility of the optimization problem (3.67) for
different values of the delay d. For = 107 and a fixed 7 = 0.1s, the optimization problem
is solved for different values of h and the grid search algorithm is employed to determine the

values of p = p* and € = €* that minimize the cost of (3.67). The results are presented in

1 The Box's evolutionary optimization method [184, Section 3.3.1] has been employed to perform the grid

search in the space (¢, p).
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Table 3.1. Notice that the value of the cost increases as the delay d = h + 7 increases, which
indicates that more transmissions are required to ensure the closed-loop stability for larger

values of delay.

Table 3.1 — Minimum objective function Str(Z + ©) and the related values of €* and p*
for different values of h in seconds.

h (s) 01 015 02 025 03 033
ptr(E+©) 3.148 4634 7.465 14538 49206 1010.8
€ 2815 1960 1.335 1005 0780 0.805
o 1475 1300 1175 1125 110 1375

For h = 7 = 0.15s, that is d = 0.30s, and p = 107°, the values of p = 1.15 and
€ = 1.41 obtained from the grid search algorithm lead to the minimum cost of the optimization
problem in (3.67). The obtained solution is:

—2.1502  25.1086

1.2428 —0.2049 6.5483  —25.2249
—0.2049 1.7569 |’ —925.2249 97.1732 |

In this case, the condition (3.65) in Theorem 3.2 provides ¢ = 70.675. For 19 = 0, A = 0.5,

0 = %(e”l — 1) and a simulation time of 10s, simulations are performed regarding closed-loop

98.8593 —2.1502
K= [0.4340 —1.6720] P = { ] :

(11

trajectories with initial conditions at the border of %,. In the conducted simulations, the delay
induced during communication is given by 7, = Z(1 + cos (wt,h)), notice that at ¢ = toh = 0,
the delay is maximum, since 7y = 7 = tj. The sets %, and %, given in (3.20) and (3.21),
respectively, and the closed-loop trajectories initiating in %, are shown in Figure 3.3. It can
be noticed that for ¢ € [0,t)), when u(t) = 0, some of the trajectories leave the region %,
due to the unstable behavior of the unforced equilibrium, but they remain inside the region %
and converge to the equilibrium when the control signal starts to be applied at ¢ = ¢ = 7. It

illustrates the effectiveness of the proposed local co-design condition.

3.4.2 Example 2: rotational motion of a cart with an inverted pendulum

Consider the rotational motion of a cart with an inverted pendulum system described in
(2.32). For 6y = %, the vertices of the quasi-LPV model (3.39) can be obtained as in (2.37)
and the validity region is given by 2 = {z € R" : |x;| < %, |22 < 2. For h = 7 = 0.20s,
which leads to d = 0.40s, and p = 10~?, the values of p = 1.025 and € = 5.875 are obtained

from the grid search algorithm. In this case, the optimization problem in (3.67) leads to:

(297.0599  129.9538]
K= [2.4912 1.5451},}7: :
120.9538  80.1168

5.9399 0.2186| _ [293.8745 182.2648]
~ 182.2648 113.0430]

Y

0.2186 8.8055
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Figure 3.3 — Sets %, (in black) and Z (in red) and convergent closed-loop trajectories
(in blue) initiating in Z,.

Based on condition (3.65) in Theorem 3.2, ¢ = 27.987 is obtained. For 7y = 0, A = 0.1,
0 =10, 7, = Z(1 + cos (5t;h)) and a simulation time of 15s, the simulations are performed
regarding several closed-loop trajectories initiating inside and outside of . The sets %, and

Z, and the closed-loop trajectories are shown in Figure 3.4.

Notice that there are some trajectories initiating inside of the convex set ¥ that diverge
while some others converge but evolve outside of & before approaching to the equilibrium.
It illustrates the importance of determining an estimate of the region of attraction for the
closed-loop equilibrium. The average number of events for the trajectories initiating inside
of %,y is 11, while for the same initial conditions the average number of events obtained
from the static counterpart (3.12) is 39.31. This corresponds to an economy provided by
the dynamic PETC scheme of 72.02% with respect to the static PETC and 85.33% with
respect to a standard periodic time-triggered scheme. In particular, for the initial condition
xo = (0.7057, —1.3440), the simulation results are shown in Figure 3.5.

In this simulation, 9 events are generated with the dynamic PETC scheme while 48
events are generated with the static counterpart. From Figures 3.5(a) and 3.5(b), it can be
noticed the asymptotic convergence of the pair (z,7) to the zero equilibrium. In particular,
from Figure 3.5(c), it is possible to observe that the control input u(t) is set to zero until the
state information starts to be transmitted to the controller at t = t;; = 0.20s. The inter event

times are shown in Figure 3.5(d).
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L1

Figure 3.4 — Sets %, (in black) and % (in red) and convergent (starting at points “x")

and divergent (starting at points “o”) closed-loop trajectories (in blue).

—I (t)

0.5 ()]

-

-0.5F

t t
(a) States (b) Internal variable of the PETC scheme
0.1 T T 4
' L LI =3
01 i ey
€ | of
S 02 . T ’
L L A1
-0.4 . " 0 T . "
0 5 10 15 0 5 10 15
t t
(c) Control input (d) Inter-event times

Figure 3.5 — Simulation of the closed-loop system (2.36) with the control law (3.37)
equipped with the dynamic PETC scheme (3.8), (3.10), (3.41).
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3.5 Conclusion

This chapter has addressed the co-design of dynamic periodic ETM and state feedback
controllers for nonlinear systems represented by a polytopic quasi-LPV model. An improved
co-design condition has been derived by employing the Wirtinger-based integral inequality and
the delay-dependent reciprocally convex combination lemma. To ensure the application of the
proposed method, an estimate of the region of attraction has been obtained, ensuring the
convergence in the presence of network-induced delays. Numerical examples illustrated the
effectiveness of the proposed dynamic ETM in ensuring local stability of the closed-loop system
requiring fewer events than its static counterpart, which is largely employed in the related

literature.



74

4 CONCLUDING REMARKS

This thesis has addressed the dynamic ETC of nonlinear systems represented by quasi-

LPV models. By following the co-design approach, the controller and the parameters of the

dynamic ETM have been simultaneously designed. In contrast to emulation-based approaches,

in which the controller and the ETM are designed in a two-step procedure that may limit the

effectiveness of the ETC implementation, co-design approaches can increase the efficiency of

ETC reducing the number of transmissions and consequently saving communication resources

in NCS. Regarding Lyapunov-based stability techniques, constructive and numerically imple-

mentable co-design conditions have been derived in terms of sufficient LMI-based conditions.

Moreover, to ensure the applicability of the ETC design, estimates of the region of attraction

have been obtained inside the modeling region in which the quasi-LPV is built.

More precisely, the main results of this thesis are listed as follows:

a)

Chapter 2 focused on dynamic CETC co-design for nonlinear systems represented by
quasi-LPV models. From an appropriate formulation of the perturbed closed-loop
ETC system, a novel dynamic CETC scheme has been proposed and the formal proof
of the existence of a positive MIET has been provided to ensure the applicability of
the CETC. The proposed trigger-function has been defined such that the influence
of asynchronous parameters in the gain-scheduling control law was completely
canceled from the Lyapunov analysis to derive LMI-based co-design conditions. As
a result, an effective LMI relaxation often employed in the context of traditional
gain-scheduling control synthesis could be applied. Also, a convex optimization
problem has been defined aiming to enlarge the inter-execution times provided by

the proposed CETC strategy.

Chapter 3 focused on dynamic PETC co-design for nonlinear systems represented
by quasi-LPV models. The closed-loop ETC system subject to network-induced
delays is represented by a time-delay model. As far as a PETC strategy is concerned,
Zeno behavior is naturally excluded. Based on the use of Wirtinger-based integral
inequality and the delay-dependent reciprocally convex lemma, an improved co-
design condition has been proposed to provide a less conservative co-design condition.
Finally, a convex optimization problem has been formulated to enlarge the inter-event
times provided by the proposed PETC strategy.

In both Chapters 2 and 3, estimates of the region of attraction have been obtained
to ensure the applicability of both the dynamic CETC and dynamic PETC schemes,
respectively. Finally, the applicability of the proposed dynamic ETC schemes has
been illustrated considering two physically-motivated examples and their effectiveness

over emulation-based and static ETC strategies have been demonstrated since it
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was shown that the proposed dynamic ETC methods were able to reduce the
usage of communication resources due to the reduction of data transmissions. One
aspect that can be improved in the proposed approaches is the introduction of
the parameters \ and @ of the dynamic event-triggering scheme into the co-design

conditions. It might be helpful to further reducing the number of transmissions.

4.1 Future research

Some suggestions of possible next steps for this doctoral research are discussed in this

section. They are based on the further development of the main objective of this thesis: to

propose dynamic event-triggered control strategies for local stabilization of nonlinear networked

control systems represented by polytopic quasi-LPV models. The further steps are listed as

follows:

a)

To improve robustness of continuous event-triggered control strategies with time-

regularization:

The inclusion of a positive waiting (or dwell-)time is an effective alternative to improve
the robustness of CETC schemes, leading to the CETC with time-regularization. In
this case, Zeno behavior is naturally excluded because the MIET is ensured by the
enforced waiting time. As a result, asymptotic stability and £, stability conditions
[6] can be derived for this event-based strategy. Co-design approaches for CETC
with time-regularization strategies have been mainly developed for linear systems
[145, 48, 143, 49, 50, 72, 74] and specific classes of nonlinear systems [52]. Thus,
further investigations on co-design approaches for CETC with time-regularization of
nonlinear systems represented by quasi-LPV models are recommended considering a

looped-functional approach as in [185].
Conservativeness reduction of the proposed local dynamic PETC strategy:

The use of Bessel-Legendre inequalities has been proved to be effective to provide
less conservative results in the context of dynamic PETC of quasi-LPV models
[176]. However, the condition in [176] does not provide estimates of the region of
attraction of the closed-loop equilibrium, which may lead to implementation issues,
as discussed in Chapter 3. Motivated by the developments proposed in Chapter 3,
local PETC co-design conditions can be derived considering the Bessel-Legendre

inequality together with the delay-dependent reciprocally convex lemma.
Output-based and decentralized event-triggering control strategies:

In practical applications, frequently only output information is available instead of
full state measurement. For this reason, it is recommended to develop output-based
event-triggering gain-scheduling control co-design strategies [68, 63, 72, 6, 179, 52].

One of the main challenges in this case is that the scheduling functions may depend
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on unmeasured states. As a result, it is necessary to develop appropriate strategies
to deal with such unmeasured scheduling functions by indirect estimation via state
observers [186, 187, 188].

Moreover, in NCS data may be transmitted over multiple networks that operate
asynchronously and independently. In this case, due to the unavailability of global
information for each node, decentralized [189, 75, 6, 84] ETC strategies might be

developed.
d) To consider more effects of network-induced phenomena into the analysis:

In most of ETC strategies, only part of the network-induced phenomena is considered
[13], such as network-induced time-delays, as addressed in Chapter 3. However,
in practical applications, more than one network-induced phenomenon may appear
simultaneously. For this reason, it is recommended to derive co-design conditions
considering other phenomena, such as packet dropouts [137] and quantization effects
[52].

4.2 Publications

During the period in which this doctoral research was developed, contributions related to
the topics of event-triggered control, sampled-data control, and stabilization of (quasi-)LPV/TS
fuzzy models have been attained. The publications related to the specific topic of this thesis

are listed below:

a) COUTINHO, P. H. S.; PALHARES, R. M. Dynamic periodic event-triggered
gain-scheduling control co-design for quasi-LPV systems. Nonlinear Analysis:
Hybrid Systems, Elsevier, v. 41, p. 101044, 2021.
doi: <https://doi.org/10.1016/j.nahs.2021.101044>

b) COUTINHO, P. H. S.; PALHARES, R. M. Co-design of dynamic event-triggered
gain-scheduling control for a class of nonlinear systems. IEEE Transactions on
Automatic Control, |IEEE, 2021.
doi: <https://doi.org/10.1109/TAC.2021.3108498>

The publications on sampled-data control systems, a topic closely related with the main subject

of this doctoral research, are listed below:

c) COUTINHO, P. H. S.; BERNAL, M.; PALHARES, R. M. Robust sampled-data

controller design for uncertain nonlinear systems via Euler discretization. Interna-
tional Journal of Robust and Nonlinear Control, Wiley Online Library, v. 30,
n. 18, p. 8244-8258, 2020.

doi: <https://doi.org/10.1002/rnc.5234>

d) COUTINHO, P. H. S.; PEIXOTO, M. L. C;; BERNAL, M.; NGUYEN, A.-T;
PALHARES, R. M. Local sampled-data gain-scheduling control of quasi-LPV systems.
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In: 4th IFAC Conference on Embedded Systems, Computational Intelligence and
Telematics in Control (CESCIT 2021), 2021, p. 86-91.
doi: <https://doi.org/10.1016/j.ifacol.2021.10.015>

COUTINHO, P. H. S,; CHAGAS, T. P; TORRES, L. A.; PALHARES, R. M.
Robust eigenvalue assignment via sampled state-feedback for linear polytopic discrete-
time periodic systems. In: 142 Simpdésio Brasileiro de Automacao Inteligente. Ouro
Preto, 2019, p. 1-6.

doi: <https://doi.org/10.17648/sbai-2019-111239>.

Finally, the publications on stabilization of TS fuzzy models and LPV systems are listed below:

f)

PEIXOTO, M. L. C.; COUTINHO, P. H. S.; PALHARES, R. M. Improved
robust gain-scheduling static output-feedback control for discrete-time LPV systems.
European Journal of Control, v. 58, p. 11-16, 2021.
doi: <https://doi.org/10.1016/j.ejcon.2020.12.006>

ARAUJO, R. F.; COUTINHO, P. H. S.; NGUYEN, A.-T.; PALHARES, R. M..
Delayed nonquadratic Lo-stabilization of continuous-time nonlinear Takagi—Sugeno
fuzzy models. Information Sciences, v. 563, p. 59-69, 2021.

doi: <https://doi.org/10.1016/j.ins.2021.01.007>

COUTINHO, P. H. S.; ARAUJO, R. F.; NGUYEN, A.-T.; PALHARES, R. M.
A multiple-parameterization approach for local stabilization of constrained Takagi-
Sugeno fuzzy systems with nonlinear consequents. Information Sciences, v. 506,
p. 295-307, 2020.

doi: <https://doi.org/10.1016/j.ins.2019.08.008>

COUTINHO, P. H. S.; PEIXOTO, M. L.; LACERDA, M. J.; BERNAL, M,
PALHARES, R. M. Generalized non-monotonic Lyapunov functions for analysis
and synthesis of Takagi-Sugeno fuzzy systems. Journal of Intelligent & Fuzzy
Systems, v. 39, n. 3, p. 4147-4158, 2020.

doi: <https://doi.org/10.3233/JIFS-200262>


https://doi.org/10.1016/j.ifacol.2021.10.015
https://doi.org/10.17648/sbai-2019-111239
https://doi.org/10.1016/j.ejcon.2020.12.006
https://doi.org/10.1016/j.ins.2021.01.007
https://doi.org/10.1016/j.ins.2019.08.008
https://doi.org/10.3233/JIFS-200262

78

BIBLIOGRAPHY

[1] LIV, K;; S., A.; FRIDMAN, E. Survey on time-delay approach to networked control.
Annual Reviews in Control, Elsevier, 2019. Pages 16, 17, 19, 20, and 30.

[2] QIU, J;; GAO, H.; DING, S. X. Recent advances on fuzzy-model-based nonlinear networked
control systems: A survey. IEEE Transactions on Industrial Electronics, IEEE, v. 63, n. 2,
p. 1207-1217, 2015. Pages 16, 23, and 31.

[3] BRAGA, M. F.; MORAIS, C. F.; TOGNETTI, E. S.; OLIVEIRA, R. C. L. F.; PERES,
P. L. D. Discretization and event triggered digital output feedback control of LPV systems.
Systems & Control Letters, Elsevier, v. 86, p. 54-65, 2015. Pages 16 and 23.

[4] HESPANHA, J. P.; NAGHSHTABRIZI, P.; XU, Y. A survey of recent results in networked
control systems. Proceedings of the IEEE, |IEEE, v. 95, n. 1, p. 138-162, 2007. Page 16.

[5] BORGES, R. A.; OLIVEIRA, R. C. L. F.; ABDALLAH, C. T.; PERES, P. L. D. Robust
%, networked control for systems with uncertain sampling rates. IET Control Theory &
Applications, IET, v. 4, n. 1, p. 50-60, 2010. Pages 16 and 17.

[6] DOLK, V.S.; BORGERS, D. P.; HEEMELS, W. P. M. H. Output-based and decentralized
dynamic event-triggered control with guaranteed £,-gain performance and zeno-freeness. IEEE
Transactions on Automatic Control, IEEE, v. 62, n. 1, p. 34-49, 2017. Pages 16, 19, 20,
22, 26, b5, 75, and 76.

[7] JOHANSSON, K. H.; TORNGREN, M.; NIELSEN, L. Vehicle applications of controller
area network. In: Handbook of Networked and Embedded Control Systems. New York:
Birkhauser Basel, 2005. p. 741-765. Page 16.

[8] MAHMOUD, M. S; HUSSAIN, S. A.; ABIDO, M. A. Modeling and control of microgrid:
An overview. Journal of the Franklin Institute, Elsevier, v. 351, n. 5, p. 2822-2859, 2014.
Page 16.

[9] DE LIMA, M. V.; MOZELLI, L. A.; NETO, A. A.; SOUZA, F. O. A simple algebraic
criterion for stability of bilateral teleoperation systems under time-varying delays. Mechanical
Systems and Signal Processing, Elsevier, v. 137, p. 106217, 2020. Page 16.

[10] WANG, Y.-L.; HAN, Q.-L. Network-based modelling and dynamic output feedback control
for unmanned marine vehicles in network environments. Automatica, Elsevier, v. 91, p. 43-53,
2018. Page 16.

[11] ZHANG, D.; SHI, P.; WANG, Q.-G.; YU, L. Analysis and synthesis of networked control
systems: A survey of recent advances and challenges. ISA Transactions, Elsevier, v. 66, p.
376-392, 2017. Page 16.

[12] ZHANG, X.-M.; HAN, Q.-L.; GE, X.; DING, D.; DING, L.; YUE, D.; PENG, C. Networked
control systems: a survey of trends and techniques. IEEE/CAA Journal of Automatica
Sinica, IEEE, v. 7, n. 1, p. 1-17, 2019. Page 16.



Bibliography 79

[13] HEEMELS, W. P. M. H.; TEEL, A. R;; VAN DE WOUW, N.; NESIC, D. Networked
control systems with communication constraints: Tradeoffs between transmission intervals,
delays and performance. IEEE Transactions on Automatic control, IEEE, v. 55, n. 8, p.
1781-1796, 2010. Pages 16 and 76.

[14] CARNEVALE, D.; TEEL, A. R.; NESIC, D. A Lyapunov proof of an improved maximum
allowable transfer interval for networked control systems. IEEE Transactions on Automatic
Control, IEEE, v. 52, n. 5, p. 892-897, 2007. Page 17.

[15] HEIJMANS, S. H. J.; POSTOYAN, R.; NESIC, D.; HEEMELS, W. P. M. H. Computing
minimal and maximal allowable transmission intervals for networked control systems using the
hybrid systems approach. IEEE Control Systems Letters, IEEE, v. 1, n. 1, p. 56-61, 2017.
Page 17.

[16] HEIJMANS, S. H. J.; BORGERS, Do. P.; HEEMELS, W. P. M. H. Stability and
performance analysis of spatially invariant systems with networked communication. IEEE
Transactions on Automatic Control, IEEE, v. 62, n. 10, p. 4994-5009, 2017. Page 17.

[17] HETEL, L;; FITER, C.; OMRAN, H.; SEURET, A.; FRIDMAN, E.; RICHARD, J.-P;;
NICULESCU, S. I. Recent developments on the stability of systems with aperiodic sampling:
An overview. Automatica, Elsevier, v. 76, p. 309-335, 2017. Page 17.

[18] PALMEIRA, A. H. K.; GOMES DA SILVA JR, J. M.; FLORES, J. V. Regional sta-
bility analysis of nonlinear sampled-data control systems: a quasi-LPV approach. In: |IEEE
EUROPEAN CONTROL CONFERENCE. Limassol, 2018. p. 2016—2021. Pages 17, 29, and 36.

[19] GOMES DA SILVA JR, J. M.; PALMEIRA, A. H. K.; MORAES, V. M.; FLORES, J. V.
Lo-disturbance attenuation for Ipv systems under sampled-data control. International Journal
of Robust and Nonlinear Control, Wiley Online Library, v. 28, n. 16, p. 5019-5032, 2018.
Pages 17 and 29.

[20] PALMEIRA, A. H. K.; GOMES DA SILVA JR, J. M.; FLORES, J. V. Regional stabilization
of nonlinear sampled-data control systems: A quasi-LPV approach. European Journal of
Control, Elsevier, v. 59, p. 301-312, 2021. Pages 17 and 32.

[21] COUTINHO, P. H . S.; BERNAL, M.; PALHARES, R. M. Robust sampled-data controller
design for uncertain nonlinear systems via Euler discretization. International Journal of
Robust and Nonlinear Control, Wiley Online Library, v. 30, n. 18, p. 8244-8258, 2020. DOI:
<https://doi.org/10.1002/rnc.5234>. Pages 17, 32, and 40.

[22] ZHANG, X.-M.; HAN, Q.-L.; YU, X. Survey on recent advances in networked control
systems. IEEE Transactions on Industrial Informatics, IEEE, v. 12, n. 5, p. 1740-1752,
2015. Page 17.

[23] DE PERSIS, Claudio; TESI, Pietro. A comparison among deterministic packet-dropouts
models in networked control systems. IEEE Control Systems Letters, IEEE, v. 2, n. 1, p.
109-114, 2017. Page 17.

[24] BROCKETT, R. W.; LIBERZON, D. Quantized feedback stabilization of linear systems.
IEEE Transactions on Automatic Control, IEEE, v. 45, n. 7, p. 1279-1289, 2000. Pages
17 and 20.


https://doi.org/10.1002/rnc.5234

Bibliography 80

[25] LIBERZON, D. Quantization, time delays, and nonlinear stabilization. IEEE Transac-
tions on Automatic Control, IEEE, v. 51, n. 7, p. 1190-1195, 2006. Page 17.

[26] ELIA, N.; MITTER, S. K. Stabilization of linear systems with limited information. IEEE
Transactions on Automatic Control, IEEE, v. 46, n. 9, p. 1384-1400, 2001. Pages 17
and 20.

[27] HEEMELS, W. P. M. H.; JOHANSSON, K. H.; TABUADA, P. An introduction to
event-triggered and self-triggered control. In: 51st IEEE CONFERENCE ON DECISION AND
CONTROL. Maui, 2012. p. 3270-3285. Pages 18, 21, 22, and 28.

[28] TABUADA, P. Event-triggered real-time scheduling of stabilizing control tasks. IEEE
Transactions on Automatic Control, Citeseer, v. 52, n. 9, p. 1680-1685, 2007. Pages 18,
19, 20, 21, 22, 23, 25, 39, and 45.

[29] GIRARD, A. Dynamic triggering mechanisms for event-triggered control. IEEE Trans-
actions on Automatic Control, IEEE, v. 60, n. 7, p. 1992-1997, 2015. Pages 18, 19, 21,
24, 25, 26, 37, 38, 39, and 55.

[30) POSTOYAN, R.; TABUADA, P.; NESIC, D.; ANTA, A. A framework for the event-
triggered stabilization of nonlinear systems. IEEE Transactions on Automatic Control,
IEEE, v. 60, n. 4, p. 982-996, 2015. Pages 18, 19, 24, 26, 43, and 45.

[31] ANTA, A.; TABUADA, P. To sample or not to sample: Self-triggered control for nonlinear
systems. IEEE Transactions on Automatic Control, IEEE, v. 55, n. 9, p. 2030-2042, 2010.
Page 18.

[32] BRUNNER, F. D.; HEEMELS, W. P. M. H.; ALLGOWER, F. Event-triggered and self-
triggered control for linear systems based on reachable sets. Automatica, Elsevier, v. 101, p.
15-26, 2019. Page 18.

[33] LUNZE, J. Event-based control: Introduction and survey. In: Event-Based Control
and Signal Processing. San Francisco: CRC Press, 2018. p. 3-20. Pages 19 and 54.

[34] ASTROM, K. J.; BERNHARDSSON, B. Comparison of periodic and event based sampling
for first-order stochastic systems. IFAC Proceedings Volumes, Elsevier, v. 32, n. 2, p. 5006—
5011, 1999. Page 19.

[35] POLAK, E. Stability and graphical analysis of first-order pulse-width-modulated sampled-
data regulator systems. IRE Transactions on Automatic Control, IEEE, v. 6, n. 3, p.
276-282, 1961. Page 19.

[36] SIRA-RAMIREZ, H.; LISCHINSKY-ARENAS, P. Dynamical discontinuous feedback
control of nonlinear systems. IEEE Transactions on Automatic Control, v. 35, n. 12, p.
1373-1378, 1990. Page 19.

[37] AARZEN, K.-E. A simple event-based PID controller. IFAC Proceedings Volumes,
Elsevier, v. 32, n. 2, p. 8687-8692, 1999. Page 19.

[38] MOLIN, A.; HIRCHE, S. On the optimality of certainty equivalence for event-triggered
control systems. IEEE Transactions on Automatic Control, |IEEE, v. 58, n. 2, p. 470-474,
2012. Page 19.



Bibliography 81

[39] ANTUNES, D.; HEEMELS, W. P. M. H. Rollout event-triggered control: Beyond periodic
control performance. IEEE Transactions on Automatic Control, IEEE, v. 59, n. 12, p.
3296-3311, 2014. Page 19.

[40] RAMESH, C.; SANDBERG, H.; JOHANSSON, K. H. Performance analysis of a network
of event-based systems. IEEE Transactions on Automatic Control, |IEEE, v. 61, n. 11, p.
3568-3573, 2016. Page 19.

[41] KHASHOOEI, B. A.; ANTUNES, D. J.; HEEMELS, W. P. M. H. Output-based event-
triggered control with performance guarantees. IEEE Transactions on Automatic Control,
IEEE, v. 62, n. 7, p. 3646-3652, 2017. Page 19.

[42] KHALIL, H. K.; GRIZZLE, J. W. Nonlinear systems. Upper Saddle River, New Jersey,
USA: Prentice Hall, 2002. v. 3. Pages 19, 36, 38, 41, 43, 59, and 67.

[43] PENG, C.; LI, F. A survey on recent advances in event-triggered communication and
control. Information Sciences, Elsevier, v. 457, p. 113-125, 2018. Pages 19 and 28.

[44] BORGERS, D. P. N.; HEEMELS, W. P. M. H. Event-separation properties of event-
triggered control systems. IEEE Transactions on Automatic Control, IEEE, v. 59, n. 10,
p. 2644-2656, 2014. Pages 19 and 22.

[45] DOLK, V.S.; BORGERS, D. P.; HEEMELS, W. P. M. H. Dynamic event-triggered control:
Tradeoffs between transmission intervals and performance. In: 53rd IEEE CONFERENCE ON
DECISION AND CONTROL. Los Angeles, 2014. p. 2764-2769. Pages 19, 22, and 26.

[46] ABDELRAHIM, M.; POSTOYAN, R.; DAAFOUZ, J.; NESIC, D. Robust event-triggered
output feedback controllers for nonlinear systems. Automatica, Elsevier, v. 75, p. 96-108,
2017. Pages 19 and 22.

[47] BORGERS, D. P.; DOLK, V. S.; HEEMELS, W. P. M. H. Dynamic periodic event-
triggered control for linear systems. In: 20th INTERNATIONAL CONFERENCE ON HYBRID
SYSTEMS: COMPUTATION AND CONTROL. Pittsburgh, 2017. p. 179-186. Pages 19, 21,
23, and 27.

[48] ABDELRAHIM, M.; POSTOYAN, R.; DAAFOUZ, J.; NESIC, D.; HEEMELS, W. P. M. H.
Co-design of output feedback laws and event-triggering conditions for the Lo-stabilization of
linear systems. Automatica, Elsevier, v. 87, p. 337-344, 2018. Pages 19, 22, 28, and 75.

[49] SEURET, A.; PRIEUR, C.; TARBOURIECH, S.; ZACCARIAN, L. LQ-based event-
triggered controller co-design for saturated linear systems. Automatica, Elsevier, v. 74, p.
47-54, 2016. Pages 19, 28, and 75.

[50] MOREIRA, L. G.; GROFF, L. B.; GOMES DA SILVA JR, J. M. Event-triggered state-
feedback control for continuous-time plants subject to input saturation. Journal of Control,
Automation and Electrical Systems, Springer, v. 27, n. 5, p. 473-484, 2016. Pages 19,
21, 28, and 75.

[51] MOREIRA, L. G.; GROFF, L. B.; GOMES DA SILVA JR., J. M.; TARBOURIECH, S. PI
event-triggered control under saturating actuators. International Journal of Control, Taylor
& Francis, v. 92, n. 7, p. 1634-1644, 2019. Pages 19, 22, 37, 38, 42, and 68.



Bibliography 82

[52] MOREIRA, L. G.; TARBOURIECH, S.; SEURET, A.; GOMES DA SILVA JR, J. M.
Observer-based event-triggered control in the presence of cone-bounded nonlinear inputs.
Nonlinear Analysis: Hybrid Systems, Elsevier, v. 33, p. 17-32, 2019. Pages 19, 22, 28,
42, 48, 75, and 76.

[53] MOREIRA, L. G.; GROFF, L. B.; GOMES DA SILVA JR, J. M.; COUTINHO, D. F.
Event-triggered control for nonlinear rational systems. IFAC-PapersOnLine, Elsevier, v. 50,
n. 1, p. 15307-15312, 2017. Pages 19, 21, and 42.

[54] PENG, C.; YANG, T. C. Event-triggered communication and H,, control co-design for
networked control systems. Automatica, Elsevier, v. 49, n. 5, p. 1326-1332, 2013. Pages 19
and 28.

[55] YUE, D.; TIAN, E.; HAN, Q.-L. A delay system method for designing event-triggered
controllers of networked control systems. IEEE Transactions on Automatic Control, |EEE,
v. 58, n. 2, p. 475-481, 2013. Pages 19, 23, 28, and 30.

[56] OLIVEIRA, T. G.; PALHARES, R. M.; CAMPOS, V. C. S.; QUEIROZ, P. S,
GONCALVES, E. N. Improved Takagi-Sugeno fuzzy output tracking control for nonlinear
networked control systems. Journal of the Franklin Institute, Elsevier, v. 354, n. 16, p.
7280-7305, 2017. Pages 19, 23, 29, and 30.

[57] NAIR, G. N.; EVANS, R. J. Stabilization with data-rate-limited feedback: Tightest
attainable bounds. Systems & Control Letters, Elsevier, v. 41, n. 1, p. 49-56, 2000. Page
20.

[58] GOEDEL, R.; SANFELICE, R. G.; TEEL, A. R. Hybrid Dynamical Systems: Mod-
eling, Stability, and Robustness. Princeton: Princeton University Press, 2012. Page
20.

[59] ARANDA-ESCOLASTICO, E.: GUINALDO, M.: HERADIO, R.: CHACON, J.: VARGAS,
H.; SANCHEZ, J.: DORMIDO, S. Event-based control: A bibliometric analysis of twenty years
of research. IEEE Access, |IEEE, v. 8, p. 47188-47208, 2020. Page 20.

[60] HEEMELS, W. P. M. H.; DONKERS, M. C. F.; TEEL, A. R. Periodic event-triggered
control for linear systems. IEEE Transactions on Automatic Control, IEEE, v. 58, n. 4, p.
847-861, 2013. Pages 21 and 23.

[61] LUNZE, J.; LEHMANN, D. A state-feedback approach to event-based control. Auto-
matica, Elsevier, v. 46, n. 1, p. 211-215, 2010. Pages 21 and 22.

[62] GARCIA, E.; ANTSAKLIS, P. J. Model-based event-triggered control for systems with
quantization and time-varying network delays. IEEE Transactions on Automatic Control,
IEEE, v. 58, n. 2, p. 422434, 2012. Pages 21 and 22.

[63] DONKERS, M. C. F.; HEEMELS, W. P. M. H. Output-based event-triggered control with
guaranteed L..-gain and improved and decentralized event-triggering. IEEE Transactions on
Automatic Control, v. 57, n. 6, p. 1362-1376, 2012. Pages 21, 22, and 75.

[64] DE PERSIS, C.; SAILER, R.; WIRTH, F. Parsimonious event-triggered distributed control:
A Zeno free approach. Automatica, Elsevier, v. 49, n. 7, p. 2116-2124, 2013. Page 21.



Bibliography 83

[65] LEHMANN, D.; LUNZE, J. Event-based control with communication delays and packet
losses. International Journal of Control, Taylor & Francis, v. 85, n. 5, p. 563-577, 2012.
Page 21.

[66] WANG, X.; LEMMON, M. D. Event-triggering in distributed networked control systems.
IEEE Transactions on Automatic Control, IEEE, v. 56, n. 3, p. 586-601, 2010. Page 21.

[67] YU, H.; ANTSAKLIS, P. J. Event-triggered output feedback control for networked control
systems using passivity: Achieving L, stability in the presence of communication delays and
signal quantization. Automatica, Elsevier, v. 49, n. 1, p. 30-38, 2013. Pages 21 and 22.

[68] DONKERS, M. C. F.; HEEMELS, W. P. M. H. Output-based event-triggered control
with guaranteed L£..-gain and improved event-triggering. In: 49th IEEE CONFERENCE ON
DECISION AND CONTROL. Atlanta, 2010. p. 3246-3251. Pages 22 and 75.

[69] SOUZA, M.; FIORAVANTI, A. R.; CORLESS, M.; SHORTEN, R. N. Switching controller
design with dwell-times and sampling. IEEE Transactions on Automatic Control, IEEE,
v. 62, n. 11, p. 5837-5843, 2016. Pages 22 and 29.

[70] TALLAPRAGADA, P.; CHOPRA, N. Event-triggered dynamic output feedback control
for LTI systems. In: 51st IEEE CONFERENCE ON DECISION AND CONTROL. Maui, 2012.
p. 6597-6602. Page 22.

[71] FORNI, F.; GALEANI, S.; NESIC, D.; ZACCARIAN, L. Event-triggered transmission for
linear control over communication channels. Automatica, Elsevier, v. 50, n. 2, p. 490-498,
2014. Page 22.

[72] TARBOURIECH, S.; SEURET, A.; GOMES DA SILVA JR, J. M.I; SBARBARO, D.
Observer-based event-triggered control co-design for linear systems. IET Control Theory &
Applications, IET, v. 10, n. 18, p. 2466-2473, 2016. Pages 22, 28, and 75.

[73] BORGERS, D. P; DOLK, V. S.; HEEMELS, W. P. M. H. Riccati-based design of
event-triggered controllers for linear systems with delays. IEEE Transactions on Automatic
Control, IEEE, v. 63, n. 1, p. 174-188, 2017. Pages 22, 26, and 27.

[74] TARBOURIECH, S.; GIRARD, A. LMI-based design of dynamic event-triggering mecha-
nism for linear systems. In: 57th IEEE CONFERENCE ON DECISION AND CONTROL. Miami
Beach, 2018. p. 121-126. Pages 22, 26, 27, 28, and 75.

[75] TALLAPRAGADA, P.; CHOPRA, N. Decentralized event-triggering for control of nonlinear
systems. |IEEE Transactions on Automatic Control, IEEE, v. 59, n. 12, p. 3312-3324,
2014. Pages 22 and 76.

[76] ABDELRAHIM, M.; POSTOYAN, R.; DAAFOUZ, J.; NESIC, D. Stabilization of nonlinear
systems using event-triggered output feedback controllers. IEEE Transactions on Automatic
Control, IEEE, v. 61, n. 9, p. 26822687, 2015. Page 22.

[77] GAO, Y.-F.; DU, X.; MA, Y.; SUN, X.-M. Stabilization of nonlinear systems using event-
triggered controllers with dwell times. Information Sciences, Elsevier, v. 457, p. 156-165,
2018. Page 22.

[78] SELIVANOV, A.; FRIDMAN, E. A switching approach to event-triggered control. In:
54th IEEE CONFERENCE ON DECISION AND CONTROL. Osaka, 2015. p. 5468-5473. Page
22.



Bibliography 84

[79] SELIVANOQV, A.; FRIDMAN, E. Event-triggered H,, control: A switching approach.
IEEE Transactions on Automatic Control, IEEE, v. 61, n. 10, p. 3221-3226, 2016. Page
22.

[80] HEEMELS, W. P. M. H.; POSTOYAN, R.; DONKERS, M. C. F.; TEEL, A. R.; ANTA,
A.; TABUADA, P.; NESIC, D. Periodic event-triggered control. In: Event-Based Control
and Signal Processing. Boca Raton: CRC Press, 2015. p. 105-119. Page 22.

[81] PENG, C.; YUE, D.; FEI, M.-R. Relaxed stability and stabilization conditions of networked
fuzzy control systems subject to asynchronous grades of membership. IEEE Transactions on
Fuzzy Systems, IEEE, v. 22, n. 5, p. 1101-1112, 2014. Pages 23 and 28.

[82] CHEN, X.; HAO, F. Periodic event-triggered state-feedback and output-feedback control
for linear systems. International Journal of Control, Automation and Systems, Springer,
v. 13, n. 4, p. 779-787, 2015. Page 23.

[83] ARANDA-ESCOLASTICO, E.; RODRIGUEZ, C.; GUINALDO, M.; GUZMAN, J. L;
DORMIDO, S. Asynchronous periodic event-triggered control with dynamical controllers.
Journal of the Franklin Institute, Elsevier, v. 355, n. 8, p. 3455-3469, 2018. Page 23.

[84] FU, A.; MAZO JR., M. Decentralized periodic event-triggered control with quantization
and asynchronous communication. Automatica, Elsevier, v. 94, p. 294-299, 2018. Pages 23
and 76.

[85] LINSENMAYER, S.; DIMAROGONAS, D. V; ALLGOWER, F. Periodic event-triggered
control for networked control systems based on non-monotonic lyapunov functions. Automatica,
Elsevier, v. 106, p. 35-46, 2019. Page 23.

[86] LIU, D.; YANG, G.-H. Dynamic event-triggered control for linear time-invariant systems
with L-gain performance. International Journal of Robust and Nonlinear Control, Wiley
Online Library, v. 29, n. 2, p. 507-518, 2019. Pages 23, 27, and 29.

[87] LUO, S.; DENG, F.; CHEN, W.-H. Dynamic event-triggered control for linear stochastic
systems with sporadic measurements and communication delays. Automatica, Elsevier, v. 107,
p. 8694, 2019. Pages 23, 27, and 55.

[88] QI, Y.; XU, X.; LU, S.; YU, Y. A waiting time based discrete event-triggered control for
networked switched systems with actuator saturation. Nonlinear Analysis: Hybrid Systems,
Elsevier, v. 37, p. 100904, 2020. Pages 23 and 29.

[89] POSTOYAN, R.; ANTA, A.; HEEMELS, W. P. M. H.; TABUADA, P.; NESIC, D. Periodic
event-triggered control for nonlinear systems. In: 52nd IEEE CONFERENCE ON DECISION
AND CONTROL. Florence, 2013. p. 7397-7402. Page 23.

[90] LI, H.; YAN, W.; SHI, Y.; WANG, Y. Periodic event-triggering in distributed receding
horizon control of nonlinear systems. Systems & Control Letters, Elsevier, v. 86, p. 16-23,
2015. Page 23.

[91] WANG, W.; POSTOYAN, R.; NESIC, D.; HEEMELS, W. P. M. H. Stabilization of
nonlinear systems using state-feedback periodic event-triggered controllers. In: |[EEE 55th
CONFERENCE ON DECISION AND CONTROL. Las Vegas, 2016. p. 6808-6813. Page 23.



Bibliography 85

[92] BORGERS, D. P.; POSTOYAN, R.; ANTA, A.; TABUADA, P.; NESIC, D.; HEEMELS,
W. P. M. H. Periodic event-triggered control of nonlinear systems using overapproximation
techniques. Automatica, Elsevier, v. 94, p. 81-87, 2018. Page 23.

[93] WANG, W.; POSTOYAN, R.; NESSIC, D.; HEEMELS, W. P. M. H. Periodic event-
triggered output feedback control of nonlinear systems. In: 57th IEEE CONFERENCE ON
DECISION AND CONTROL. Miami Beach, 2018. p. 957-962. Page 23.

[94] YANG, J.; SUN, J.; ZHENG, W. X.; LI, S. Periodic event-triggered robust output feedback
control for nonlinear uncertain systems with time-varying disturbance. Automatica, Elsevier,
v. 94, p. 324-333, 2018. Page 23.

[95] WANG, Wei; POSTOYAN, Romain; NESIC, Dragan; HEEMELS, WPMH. Periodic event-
triggered control for nonlinear networked control systems. IEEE Transactions on Automatic
Control, IEEE, v. 65, n. 2, p. 620-635, 2019. Page 23.

[96] ARANDA-ESCOLASTICO, E.; ABDELRAHIM, M.; GUINALDO, M.; DORMIDO, S ;
HEEMELS, W. P. M. H. Design of periodic event-triggered control for polynomial systems:
A delay system approach. IFAC-PapersOnLine, Elsevier, v. 50, n. 1, p. 7887-7892, 2017.
Page 23.

[97] PENG, C.; HAN, Q.-L.; YUE, D. To transmit or not to transmit: A discrete event-triggered
communication scheme for networked Takagi—Sugeno fuzzy systems. IEEE Transactions on
Fuzzy Systems, IEEE, v. 21, n. 1, p. 164-170, 2013. Pages 23 and 29.

[98] JIA, X.-C.; CHI, X.-B.; HAN, Q.-L.; ZHENG, N.-N. Event-triggered fuzzy H., control
for a class of nonlinear networked control systems using the deviation bounds of asynchronous
normalized membership functions. Information Sciences, Elsevier, v. 259, p. 100-117, 2014.
Pages 23, 29, and 31.

[99] ZHANG, D.; HAN, Q.-L.; JIA, X. Network-based output tracking control for T-S fuzzy
systems using an event-triggered communication scheme. Fuzzy Sets and Systems, Elsevier,
v. 273, p. 26-48, 2015. Pages 23, 29, and 30.

[100] PAN, Y.; YANG, G.-H. Event-triggered fuzzy control for nonlinear networked control
systems. Fuzzy Sets and Systems, Elsevier, v. 329, p. 91-107, 2017. Pages 23, 29, and 53.

[101] MA, S.; PENG, C.; ZHANG, J.; XIE, X. Imperfect premise matching controller design
for TS fuzzy systems under network environments. Applied Soft Computing, Elsevier, v. 52,
p. 805-811, 2017. Pages 23 and 53.

[102] PENG, C.; MA, S.; XIE, X. Observer-based non-PDC control for networked T-S fuzzy
systems with an event-triggered communication. IEEE Transactions on Cybernetics, |EEE,
v. 47, n. 8, p. 2279-2287, 2017. Pages 23, 29, and 53.

[103] LU, A-Y.; ZHAI, D.; DONG, J.; ZHANG, Q.-L. Network-based fuzzy H, controller design
for TS fuzzy systems via a new event-triggered communication scheme. Neurocomputing,
Elsevier, v. 273, p. 403-413, 2018. Pages 23, 29, 30, and 31.

[104] YAN, S.; SHEN, M.; NGUANG, S. K.; ZHANG, G.; ZHANG, L. A distributed delay
method for event-triggered control of T-S fuzzy networked systems with transmission delay.
IEEE Transactions on Fuzzy Systems, |EEE, v. 27, n. 10, p. 1963-1973, 2019. Pages 23
and 30.



Bibliography 86

[105] LIU, D.; YANG, G.; ER, M. J. Event-triggered control for T-S fuzzy systems under
asynchronous network communications. IEEE Transactions on Fuzzy Systems, v. 28, n. 2,
p. 390-399, 2020. Pages 23, 29, and 53.

[106] TANAKA, K.; WANG, H. O. Fuzzy Control Systems Design and Analysis: a Linear
Matrix Inequality Approach. New York, NY, USA: John Wiley & Sons, 2001. Pages 23,
29, 34, and 61.

[107] ROTONDO, D.; PUIG, V.; NEJJARI, F.; WITCZAK, M. Automated generation and
comparison of Takagi—Sugeno and polytopic quasi-LPV models. Fuzzy Sets and Systems,
Elsevier, v. 277, p. 44—64, 2015. Pages 23, 29, and 34.

[108] EQTAMI, A.; D., Dimos V.; KYRIAKOPOULOS, K. J. Event-triggered control for
discrete-time systems. In: 2010 IEEE AMERICAN CONTROL CONFERENCE. Baltimore, 2010.
p. 4719-4724. Page 23.

[109] HEEMELS, W. P. M. H.; DONKERS, M. C. F. Model-based periodic event-triggered
control for linear systems. Automatica, Elsevier, v. 49, n. 3, p. 698-711, 2013. Page 23.

[110] HU, S.; YUE, D.; PENG, C.; XIE, X.; YIN, X. Event-triggered controller design of nonlinear
discrete-time networked control systems in TS fuzzy model. Applied Soft Computing, Elsevier,
v. 30, p. 400-411, 2015. Page 23.

[111] HU, S.; YUE, D.; YIN, X.; XIE, X.; MA, Y. Adaptive event-triggered control for nonlinear
discrete-time systems. International Journal of Robust and Nonlinear Control, Wiley
Online Library, v. 26, n. 18, p. 4104-4125, 2016. Pages 23 and 25.

[112] GROFF, L. B.; MOREIRA, L. G.; GOMES DA SILVA JR, J. M.; SBARBARO, D.
Observer-based event-triggered control: A discrete-time approach. In: 2016 IEEE AMERICAN
CONTROL CONFERENCE. Boston, 2016. p. 4245-4250. Page 23.

[113] GROFF, L. B.; MOREIRA, L. G.; GOMES DA SILVA JR, J. M. Event-triggered control co-
design for discrete-time systems subject to actuator saturation. In: 2016 IEEE CONFERENCE
ON COMPUTER AIDED CONTROL SYSTEM DESIGN. Buenos Aires, 2016. p. 1452-1457.
Page 23.

[114] ZHANG, Z.; LIANG, H.; WU, C.; AHN, C. K. Adaptive event-triggered output feedback
fuzzy control for nonlinear networked systems with packet dropouts and actuator failure. IEEE
Transactions on fuzzy systems, |[EEE, v. 27, n. 9, p. 1793-1806, 2019. Pages 23, 24,
and 29.

[115] DING, S.; XIE, X.; LIU, Y. Event-triggered static/dynamic feedback control for discrete-
time linear systems. Information Sciences, Elsevier, v. 524, p. 33-45, 2020. Page 23.

[116] MERLIN, G. B.; MOREIRA, L. G.; GOMES DA SILVA JR, J. M. Periodic event-triggered
control for linear systems in the presence of cone-bounded nonlinear inputs: A discrete-time
approach. Journal of Control, Automation and Electrical Systems, Springer, v. 32, n. 1,
p. 42-56, 2021. Page 23.

[117] GU, Z.; TIAN, E.; LIU, J. Adaptive event-triggered control of a class of nonlinear
networked systems. Journal of the Franklin Institute, Elsevier, v. 354, n. 9, p. 3854-3871,
2017. Pages 24, 29, and 30.



Bibliography 87

[118] PENG, C.; Y., Mingjin; ZHANG, J.; FEIl, M.; HU, S. Network-based H., control for
T-S fuzzy systems with an adaptive event-triggered communication scheme. Fuzzy Sets and
Systems, Elsevier, v. 329, p. 61-76, 2017. Pages 24 and 29.

[119] GE, X.; HAN, Q.-L. Distributed formation control of networked multi-agent systems using
a dynamic event-triggered communication mechanism. IEEE Transactions on Industrial
Electronics, IEEE, v. 64, n. 10, p. 8118-8127, 2017. Pages 24 and 29.

[120] NING, Z.; YU, J.; PAN, Y.; LI, H. Adaptive event-triggered fault detection for fuzzy
stochastic systems with missing measurements. IEEE Transactions on Fuzzy Systems,
IEEE, v. 26, n. 4, p. 2201-2212, 2017. Pages 24 and 29.

[121] GU, Z.; YUE, D.; TIAN, E. On designing of an adaptive event-triggered communica-
tion scheme for nonlinear networked interconnected control systems. Information Sciences,
Elsevier, v. 422, p. 257-270, 2018. Pages 24, 29, 30, and 53.

[122] LI, H.; ZHANG, Z.; YAN, H.; XIE, X. Adaptive event-triggered fuzzy control for uncertain
active suspension systems. IEEE Transactions on Cybernetics, |IEEE, v. 49, n. 12, p.
4388-4397, 2018. Pages 24 and 29.

[123] GU, Z.; SHI, P.; YUE, D.; DING, Z. Decentralized adaptive event-triggered H., filtering for
a class of networked nonlinear interconnected systems. IEEE Transactions on Cybernetics,
IEEE, v. 49, n. 5, p. 1570-1579, 2019. Pages 24, 29, and 30.

[124] LI, T.; LI, Z.; ZHANG, L.; FEI, S. Improved approaches on adaptive event-triggered
output feedback control of networked control systems. Journal of the Franklin Institute,
Elsevier, v. 355, n. 5, p. 2515-2535, 2018. Pages 24 and 29.

[125] WU, Z.; XIONG, J.; XIE, M. Dynamic event-triggered L., control for networked control
systems under deception attacks: a switching method. Information Sciences, Elsevier, v. 561,
p. 168-180, 2021. Page 24.

[126] POSTOYAN, R.; ANTA, A.; NESIC, D.; TABUADA, P. A unifying Lyapunov-based
framework for the event-triggered control of nonlinear systems. In: 50th IEEE CONFERENCE
ON DECISION AND CONTROL AND EUROPEAN CONTROL CONFERENCE. Orlando,
2011. p. 2559-2564. Pages 24 and 26.

[127] WANG, Y.; ZHENG, W. X.; ZHANG, H. Dynamic event-based control of nonlinear
stochastic systems. IEEE Transactions on Automatic Control, IEEE, v. 62, n. 12, p.
6544-6551, 2017. Page 26.

[128] ZUO, Z.; GUAN, S.; WANG, Y.; LI, H. Dynamic event-triggered and self-triggered control
for saturated systems with anti-windup compensation. Journal of the Franklin Institute,
Elsevier, v. 354, n. 17, p. 7624-7642, 2017. Page 26.

[129] YI, X.; LIU, K.; DIMAROGONAS, D. V; JOHANSSON, K. H. Dynamic event-triggered
and self-triggered control for multi-agent systems. IEEE Transactions on Automatic Con-
trol, IEEE, 2018. Page 26.

[130] NESIC, D.; TEEL, A. R.;; CARNEVALE, D. Explicit computation of the sampling
period in emulation of controllers for nonlinear sampled-data systems. IEEE transactions on
Automatic Control, IEEE, v. 54, n. 3, p. 619-624, 2009. Pages 26 and 28.



Bibliography 88

[131] WU, Y.; ZHANG, H.; WANG, Z.; HUANG, C. Distributed event-triggered consensus of
general linear multiagent systems under directed graphs. IEEE Transactions on Cybernetics,
IEEE, 2020. Doi: 10.1109/TCYB.2020.2981210. Page 26.

[132] WANG, X.; FEIl, Z.; WANG, T.; YANG, L. Dynamic event-triggered actuator fault
estimation and accommodation for dynamical systems. Information Sciences, Elsevier, v. 525,
p. 119-133, 2020. Page 26.

[133] HUONG, D. C.; HUYNH, V. T.; TRINH, H. Dynamic event-triggered state observers
for a class of nonlinear systems with time delays and disturbances. IEEE Transactions on
Circuits and Systems Il: Express Briefs, IEEE, v. 67, n. 12, p. 3457 — 3461, 2020. Page
26.

[134] ZHANG, Z. H.; LIU, D.; DENG, C.; FAN, Q. Y. A dynamic event-triggered resilient
control approach to cyber-physical systems under asynchronous DoS attacks. Information
Sciences, Elsevier, v. 519, p. 260-272, 2020. Page 26.

[135] LI, Z.; MA, D.; ZHAO, J. Dynamic event-triggered L., control for switched affine
systems with sampled-data switching. Nonlinear Analysis: Hybrid Systems, Elsevier, v. 39,
p. 100978, 2021. Page 26.

[136] BORGERS, D. P.; DOLK, V. S.; HEEMELS, W. P. M. H. Dynamic event-triggered control
with time regularization for linear systems. In: 55th IEEE CONFERENCE ON DECISION AND
CONTROL. Las Vegas, 2016. p. 1352-1357. Page 26.

[137] DOLK, V.; HEEMELS, M. P. M. H. Event-triggered control systems under packet losses.
Automatica, Elsevier, v. 80, p. 143-155, 2017. Pages 26 and 76.

[138] DOLK, V. S.; TESI, P.; DE PERSIS, C.; HEEMELS, W. P. M. H. Event-triggered
control systems under denial-of-service attacks. IEEE Transactions on Control of Network
Systems, IEEE, v. 4, n. 1, p. 93-105, 2017. Page 26.

[139] DOLK, V. S.; PLOEG, J.; HEEMELS, W. P. M. H. Event-triggered control for string-
stable vehicle platooning. IEEE Transactions on Intelligent Transportation Systems,
IEEE, v. 18, n. 12, p. 3486-3500, 2017. Pages 26 and 27.

[140] DOLK, V. S.; ABDELRAHIM, M.; HEEMELS, W. P. M. H. Event-triggered consensus
seeking under non-uniform time-varying delays. IFAC-PapersOnLine, Elsevier, v. 50, n. 1, p.
10096-10101, 2017. Pages 26 and 27.

[141] ABDELRAHIM, M.; DOLK, V. S.; HEEMELS, W. P. M. H. Event-triggered quantized
control for input-to-state stabilization of linear systems with distributed output sensors. IEEE
Transactions on Automatic Control, IEEE, v. 64, n. 12, p. 4952-4967, 2019. Pages 26
and 27.

[142] MENG, X.; CHEN, T. Event detection and control co-design of sampled-data systems.
International Journal of Control, Taylor & Francis, v. 87, n. 4, p. 777-786, 2014. Page
28.

[143] BAN, J.; SEO, M.; GOH, T.; JEONG, H.; KIM, S. W. Improved co-design of event-
triggered dynamic output feedback controllers for linear systems. Automatica, Elsevier, v. 111,
p. 108600, 2020. Pages 28 and 75.



Bibliography 89

[144] ZHANG, F.; MAZO JR., M.; VAN DE WOUW, N. Absolute stabilization of Lur’e systems
under event-triggered feedback. IFAC-PapersOnLine, Elsevier, v. 50, n. 1, p. 15301-15306,
2017. Pages 28 and 48.

[145] ABDELRAHIM, M.; POSTOYAN, R.; DAAFOUZ, J.; NESIC, D. Co-design of output
feedback laws and event-triggering conditions for linear systems. In: 53rd IEEE CONFERENCE
ON DECISION AND CONTROL. Las Vegas, 2014. p. 3560-3565. Pages 28 and 75.

[146] PARK, P.; KO, J. W.; JEONG, C. Reciprocally convex approach to stability of systems
with time-varying delays. Automatica, Elsevier, v. 47, n. 1, p. 235-238, 2011. Pages 28, 30,
52, and 53.

[147] SEURET, A.; GOUAISBAUT, F. Wirtinger-based integral inequality: Application to
time-delay systems. Automatica, Elsevier, v. 49, n. 9, p. 2860-2866, 2013. Pages 29 and 53.

[148] SHEN, H.; LI, F.; YAN, H.; KARIMI, H. R.; LAM, H. K. Finite-time event-triggered H .,
control for T=S fuzzy markov jump systems. IEEE Transactions on Fuzzy Systems, |IEEE,
v. 26, n. 5, p. 3122-3135, 2018. Page 29.

[149] ZHONG, Z.; LIN, C.-M.; SHAO, Z.; XU, M. Decentralized event-triggered control for
large-scale networked fuzzy systems. IEEE Transactions on Fuzzy Systems, |EEE, v. 26,
n. 1, p. 29-45, 2016. Page 29.

[150] PAN, Y.; YANG, G.-H. A novel event-based fuzzy control approach for continuous-time
fuzzy systems. Neurocomputing, Elsevier, v. 338, p. 55—62, 2019. Page 29.

[151] PAN, Y.; YANG, G.-H. Event-based output tracking control for fuzzy networked control
systems with network-induced delays. Applied Mathematics and Computation, Elsevier,
v. 346, p. 513-530, 2019. Page 29.

[152] BOYD, S.; El Ghaoui, L.; FERON, E.; BALAKRISHNAN, V. Linear Matrix Inequalities
in System and Control Theory. Philadelphia, PA, USA: SIAM, 1994. v. 15. (Studies in
Applied Mathematics, v. 15). ISBN 0-89871-334-X. Page 29.

[153] LOFBERG, J. YALMIP: A toolbox for modeling and optimization in MATLAB. In: IEEE
INTERNATIONAL SYMPOSIUM ON COMPUTER AIDED CONTROL SYSTEMS DESIGN.
Taipei, 2004. p. 284-289. Pages 29 and 44.

[154] RUGH, W. J.; SHAMMA, J. S. Research on gain scheduling. Automatica, Elsevier,
v. 36, n. 10, p. 1401-1425, 2000. Page 29.

[155] SALA, A.; ARINO, C.; ROBLES, R. Gain-scheduled control via convex nonlinear parameter
varying models. IFAC-PapersOnLine, Elsevier, v. 52, n. 28, p. 70-75, 2019. Page 29.

[156] LOPEZ-ESTRADA, F.-R.; ROTONDO, D.; VALENCIA-PALOMO, G. A review of convex
approaches for control, observation and safety of Linear Parameter Varying and Takagi-Sugeno
systems. Processes, Multidisciplinary Digital Publishing Institute, v. 7, n. 11, p. 814, 2019.
Page 29.

[157] PEIXOTO, M. L. C,; BRAGA, M. F.; PALHARES, R. M. Gain-scheduled control for
discrete-time non-linear parameter-varying systems with time-varying delays. IET Control
Theory & Applications, |IET, v. 14, n. 19, p. 3217-3229, 2020. Page 29.



Bibliography 90

[158] PEIXOTO, M. L. C.; COUTINHO, P. H. S.; PALHARES, R. M. Improved robust gain-
scheduling static output-feedback control for discrete-time LPV systems. European Journal
of Control, Elsevier, v. 58, p. 11-16, 2021. DOI: <https://doi.org/10.1016/j.ejcon.2020.
12.006>. Page 29.

[159] TANIGUCHI, T.; TANAKA, K.; OHTAKE, H.; WANG, H. O. Model construction, rule
reduction, and robust compensation for generalized form of Takagi-Sugeno fuzzy systems.
IEEE Transactions on Fuzzy Systems, IEEE, v. 9, n. 4, p. 525-538, 2001. Pages 29
and 34.

[160] ROTONDO, D.; NEJJARI, F.; PUIG, V. Quasi-LPV modeling, identification and control
of a twin rotor mimo system. Control Engineering Practice, Elsevier, v. 21, n. 6, p. 829-846,
2013. Page 29.

[161] ARCEO, J. C.; SANCHEZ, M.; ESTRADA-MANZO, V.; BERNAL, M. Convex stability
analysis of nonlinear singular systems via linear matrix inequalities. IEEE Transactions on
Automatic Control, IEEE, v. 64, n. 4, p. 1740-1745, 2018. Page 29.

[162] SANCHEZ, M.; BERNAL, M. LMI-based robust control of uncertain nonlinear systems via
polytopes of polynomials. International Journal of Applied Mathematics and Computer
Science, v. 29, n. 2, p. 275-283, 2019. Pages 29, 34, and 40.

[163] ROBLES, R.; SALA, A.; BERNAL, M. Performance-oriented quasi-LPV modeling of
nonlinear systems. International Journal of Robust and Nonlinear Control, Wiley Online
Library, v. 29, n. 5, p. 1230-1248, 2019. Page 29.

[164] COUTINHO, P. H. S.; ARAUJO, R. F.; NGUYEN, A.-T.; PALHARES, R. M. A multiple-
parameterization approach for local stabilization of constrained Takagi-Sugeno fuzzy systems
with nonlinear consequents. Information Sciences, Elsevier, v. 506, p. 295-307, 2020. DOI:
<https://doi.org/10.1016/j.ins.2019.08.008>. Page 29.

[165] SEURET, A.; GOUAISBAUT, F. Stability of linear systems with time-varying delays using
Bessel-Legendre inequalities. IEEE Transactions on Automatic Control, IEEE, v. 63, n. 1,
p. 225-232, 2017. Pages 30, 31, and 52.

[166] WANG, G.; CHADLI, M.; CHEN, H.; ZHOU, Z. Event-triggered control for active vehicle
suspension systems with network-induced delays. Journal of the Franklin Institute, Elsevier,
v. 356, n. 1, p. 147-172, 2019. Page 30.

[167] SEURET, A.; GOUAISBAUT, F. Delay-dependent reciprocally convex combination lemma
for the stability analysis of systems with a fast-varying delay. In: Delays and Interconnections:
Methodology, Algorithms and Applications. Gewerbestrasse: Springer, 2019. p. 187-197.
Pages 30 and 52.

[168] SEURET, A.; GOUAISBAUT, F. Hierarchy of LMI conditions for the stability analysis of
time-delay systems. Systems & Control Letters, Elsevier, v. 81, p. 1-7, 2015. Page 31.

[169] COUTINHO, P. H. S.; CHAGAS, T. P; TORRES, L. A. B.; PALHARES, R. M. Robust
eigenvalue assignment via sampled state-feedback for linear polytopic discrete-time periodic
systems. In: 14° SIMP4SIO BRASILEIRO DE AUTOMAc3EO INTELIGENTE. Ouro Preto, 2019.
p. 1-6. DOI: <https://doi.org/10.17648/sbai-2019-111239>. Page 31.


https://doi.org/10.1016/j.ejcon.2020.12.006
https://doi.org/10.1016/j.ejcon.2020.12.006
https://doi.org/10.1016/j.ins.2019.08.008
https://doi.org/10.17648/sbai-2019-111239

Bibliography 91

[170] COUTINHO, P. H. S.; LAUBER, J.; BERNAL, M.; PALHARES, R. M. Efficient LMI
conditions for enhanced stabilization of discrete-time Takagi-Sugeno models via delayed
nonquadratic Lyapunov functions. IEEE Transactions on Fuzzy Systems, |IEEE, v. 27, n. 9,
p. 1833-1843, 2019. DOI: <https://doi.org/10.1109/TFUZZ.2019.2892341>. Page 31.

[171] GOLABI, A.; MESKIN, N.; TOTH, R.; MOHAMMADPOUR, J.; DONKERS, T. Event-
triggered control for discrete-time linear parameter-varying systems. In: Proceedings of the
2016 American Control Conference. Boston, MA, USA: [s.n.], 2016. p. 3680-3685. Page
31.

[172] CAMPOS, V. C. S.; FREZZATTO, L.; OLIVEIRA, T. G.; ESTRADA-MANZO, V;
BRAGA, M. F. H,, control of event-triggered quasi-LPV systems based on an exact discretiza-

tion approach — a linear matrix inequality approach. Journal of the Franklin Institute,
Elsevier, 2021. Page 31.

[173] COUTINHO, P. H. S.; PEIXOTO, M. L. C.; BERNAL, M.; NGUYEN, A.-T.; PALHARES,
R. M. Local sampled-data gain-scheduling control of quasi-LPV systems. IFAC-PapersOnLine,
Elsevier, v. 54, n. 4, p. 8691, 2021. DOI: <https://doi.org/10.1016/j.ifacol.2021.10.015>.
Page 32.

[174] BRUZELIUS, F.; PETTERSSON, S.; BREITHOLTZ, C. Region of attraction estimates
for LPV-gain scheduled control systems. In: IEEE. 2003 European Control Conference
(ECC). [S.I.], 2003. p. 892-897. Page 32.

[175] COUTINHO, P. H. S.; PALHARES, R. M. Co-design of dynamic event-triggered gain-
scheduling control for a class of nonlinear systems. IEEE Transactions on Automatic
Control, IEEE, p. 1-8, 2021. DOI: <https://doi.org/10.1109/TAC.2021.3108498>. Page 33.

[176] COUTINHO, P. H. S.; PALHARES, R. M. Dynamic periodic event-triggered gain-
scheduling control co-design for quasi-LPV systems. Nonlinear Analysis: Hybrid Systems,
Elsevier, v. 41, p. 1-18, 2021. DOI: <https://doi.org/10.1016/j.nahs.2021.101044>. Pages
33, 55, 56, and 75.

[177] OMRAN, H.; HETEL, L., PETRECZKY, M.; RICHARD, J. P; LAMNABHI-
LAGARRIGUE, F. Stability analysis of some classes of input-affine nonlinear systems with
aperiodic sampled-data control. Automatica, Elsevier, v. 70, p. 266-274, 2016. Pages 8, 44,
and 45.

[178] COUTINHO, D. F.; GOMES DA SILVA JR, J. M. Computing estimates of the region
of attraction for rational control systems with saturating actuators. IET Control Theory &
Applications, IET, v. 4, n. 3, p. 315-325, 2010. Page 47.

[179] TARBOURIECH, S.; SEURET, A.; MOREIRA, L. G.; GOMES DA SILVA JR, J. M.
Observer-based event-triggered control for linear systems subject to cone-bounded nonlinearities.
IFAC-PapersOnLine, Elsevier, v. 50, n. 1, p. 7893-7898, 2017. Pages 48 and 75.

[180] ZHANG, X.-M.; HAN, Q.-L.; SEURET, A.; GOUAISBAUT, F. An improved reciprocally
convex inequality and an augmented Lyapunov—Krasovskii functional for stability of linear
systems with time-varying delay. Automatica, Elsevier, v. 84, p. 221-226, 2017. Page 52.

[181] COUTINHO, D. F.; SOUZA, C. E de; GOMES DA SILVA JR, J. M.; CALDEIRA, André F;
PRIEUR, Christophe. Regional stabilization of input-delayed uncertain nonlinear polynomial


https://doi.org/10.1109/TFUZZ.2019.2892341
https://doi.org/10.1016/j.ifacol.2021.10.015
https://doi.org/10.1109/TAC.2021.3108498
https://doi.org/10.1016/j.nahs.2021.101044

Bibliography 92

systems. IEEE Transactions on Automatic Control, IEEE, v. 65, n. 5, p. 2300-2307, 2019.
Page 57.

[182] LIU, K.; FRIDMAN, E. Delay-dependent methods and the first delay interval. Systems
& Control Letters, Elsevier, v. 64, p. 57-63, 2014. Page 57.

[183] CIMEN, T. Systematic and effective design of nonlinear feedback controllers via the
state-dependent Riccati equation (SDRE) method. Annual Reviews in control, Elsevier,
v. 34, n. 1, p. 32-51, 2010. Page 61.

[184] DEB, K. Optimization for Engineering Design: Algorithms and Examples. New
Delhi: PHI Learning Pvt. Ltd., 2012. Page 609.

[185] MOREIRA, L. G.; GOMES DA SILVA JR, J. M.; TARBOURIECH, S.; SEURET, A.
Observer-based event-triggered control for systems with slope-restricted nonlinearities. Inter-
national Journal of Robust and Nonlinear Control, Wiley Online Library, v. 30, n. 17, p.
7409-7428, 2020. Page 75.

[186] GUERRA, T. M.; MARQUEZ, R.; KRUSZEWSKI, A.; BERNAL, M. H,, LMI-based
observer design for nonlinear systems via Takagi—Sugeno models with unmeasured premise
variables. IEEE Transactions on Fuzzy Systems, |IEEE, v. 26, n. 3, p. 1498-1509, 2017.
Page 76.

[187] PEREZ-ESTRADA, A.-J.; OSORIO-GORDILLO, G.-L.; DAROUACH, M.; ALMA, M.;
OLIVARES-PEREGRINO, V.-H. Generalized dynamic observers for quasi-LPV systems with un-
measurable scheduling functions. International Journal of Robust and Nonlinear Control,
Wiley Online Library, v. 28, n. 17, p. 5262-5278, 2018. Page 76.

[188] QUINTANA, D.; ESTRADA-MANZO, V.; BERNAL, M. An exact handling of the
gradient for overcoming persistent problems in nonlinear observer design via convex optimization
techniques. Fuzzy Sets and Systems, Elsevier, 2020. Page 76.

[189] MAZO JR., M.; TABUADA, P. Decentralized event-triggered control over wireless
sensor/actuator networks. IEEE Transactions on Automatic Control, IEEE, v. 56, n. 10,
p. 24562461, 2011. Page 76.



