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Resumo

Redes Neurais baseadas em Grafos (GNNs) são modelos recentes criados para o aprendizado
de representações de nós (e de grafos), que alcançaram resultados promissores na detecção de
padrões que ocorrem em dados de larga escala que relacionam diferentes entidades. Dentre
esses padrões, fraudes financeiras se destacam por sua relevância socioeconômica e por apre-
sentarem desafios particulares, tais como o desbalanceamento extremo entre as classes pos-
itivas (fraudes) e negativas (transações legítimas), e o desvio de conceito (i.e., propriedades
estatísticas dos dados mudam ao longo do tempo). Como as GNNs são baseadas em propa-
gação de mensagem, a representação de um nó acaba sendo muito impactada pelos seus
vizinhos e pelos hubs da rede, amplificando os efeitos do desbalanceamento. Pesquisas re-
centes tentam adaptar estratégias de subamostragem e sobreamostragem para GNNs a fim
de mitigar esse efeito sem, contudo, considerar o desvio de conceito. Neste trabalho, real-
izamos uma série de experimentos para avaliar técnicas existentes de detecção de fraudes
em rede, considerando os dois desafios anteriores. Para isso, utilizamos conjuntos de dados
reais, complementados por dados sintéticos criados a partir de uma nova metodologia intro-
duzida aqui. Também propomos um novo framework de modelo denominado GMU-GNN,
que realiza a sobre-amostragem dos nós do grafo pertencentes à classe minoritária de forma a
melhorar a representatividade e expressividade no espaço latente de características interpre-
tado pelo modelo de classificação de nós. Em novos experimentos realizados com 5 datasets,
o GMU-GNN obteve um desempenho superior aos demais modelos tidos atualmente como
estado-da-arte sob esses mesmos contextos e propósitos do problema aqui abordado.

Palavras-Chave: Detecção de Fraude, Comportamento Fraudulento, Redes Neurais
baseadas em Grafos.



Abstract

Graph-based Neural Networks (GNNs) are recent models created for learning representa-
tions of nodes (and graphs), which have achieved promising results when detecting patterns
that occur in large-scale data relating different entities. Among these patterns, financial fraud
stands out for its socioeconomic relevance and for presenting particular challenges, such as
the extreme imbalance between the positive (fraud) and negative (legitimate transactions)
classes, and the concept drift (i.e., statistical properties of the data change over time). Since
GNNs are based on message propagation, the representation of a node is strongly impacted
by its neighbors and by the network’s hubs, amplifying the imbalance effects. Recent works
attempt to adapt undersampling and oversampling strategies for GNNs in order to mitigate
this effect without, however, accounting for concept drift. In this work, we conduct experi-
ments to evaluate existing network fraud detection techniques, considering the two previous
challenges. For this, we use real datasets, complemented by synthetic data created from a
new methodology introduced here. We also propose a new model framework called GMU-
GNN, which performs the oversampling of graph nodes belonging to the minority class in
order to improve the representativeness and expressiveness in the latent space of features
interpreted by the node classification model. In new experiments carried out with 5 datasets,
the GMU-GNN obtained a performance superior to the other models currently considered as
state-of-the-art under the same contexts and purposes of the problem addressed here.

Keywords: Fraud Detection, Fraudulent Behavior, Graph Neural Networks.
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Chapter 1

Introduction

The volume of financial transactions has surged in recent years with the rise of cryptocur-
rencies, digital banking and online payment gateways. These technologies have transferred
control from banks to users, making the purchase and transfer process more distributed and
accessible to the general population, but also more susceptible to fraud. This issue affects
the performance metrics and financial results of many companies, as the total value of fraud
can sometimes exceed their revenue or make the profit margin so small (even if the value of
fraud is small compared to legitimate transactions) and, in the long run, make bankruptcy
just a matter of time.

There are many known ways to commit fraud for which preventive actions are already
taken, but at the same time, criminals are developing other new ways to circumvent these
security systems. In this work, we will be addressing two distinct ways to commit fraud:
review fraud and financial fraud. For review scams, some examples come in the form of
sponsored comment spam, to get a boost in the ratings of a trade, or even sabotage, to get a
downgrade in the ratings of an opposing trade. For financial fraud, some examples come in
the form of credit card theft, terrorist financing, tax evasion, and money laundering.

To solve this problem, companies have been investing heavily in fraud detection and
prevention through a set of strategies and processes to ensure the veracity and security of the
financial transactions that involve them. According to Global Market Insights1, in 2018 this
market had an associated value of over 20 billion dollars and the trend is still growing. Fol-
lowing this logic, it is expected that in 2025 this market will have an associated value volume
of more than 80 billion dollars, both in investment and in potential recovery or savings for
the company, demonstrating the financial importance of this area for socioeconomic metrics.

Many research efforts have been done in this area, but most of it focuses on detecting
fraudulent credit card transactions. The use of widely known supervised learning models,

1gminsights.com/industry-analysis/fraud-detection-and-prevention-market

gminsights.com/industry-analysis/fraud-detection-and-prevention-market
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such as Decision Trees and Support Vector Machine (SVM) (Şahin and Duman, 2011), Ar-
tificial Neural Networks and Probabilistic Graphical Models (Maes et al., 2002), and even
data mining techniques (Brause et al., 1999; Chawla, 2010), has been a common thread in
this field of research.

Fraud detection has proven to be a much more complex domain than one might first
imagine as pointed by Abdallah et al. (2016). The design of anti-fraud systems has the
additional challenges, compared to traditional forecasting systems, of limiting the number
of false alarms (i.e., avoiding a high rate of false positives) and dealing with the decrease
in the accuracy of predictions as your training data become obsolete due to concept drift.
In data mining and machine learning, concept drift refers to the phenomenon of having the
underlying data distribution change over time, which makes it very difficult to maintain the
quality of predictions. Abbass et al. (2004) try to mitigate this concept drift problem using
online classification techniques by adapting the loss function to be more aware of the data
distribution difference between recent and older data points.

Another challenge is the unbalanced nature of the datasets in this problem, as there
is far less fraudulent than legitimate instances, which makes it even more difficult for su-
pervised learning techniques to infer the intrinsic distribution of the data. This makes it
even harder for current supervised learning techniques to learn its intrinsic data distribution,
making researchers to focus on gathering more fraudulent data (Maes et al., 2002).

Recently, an important relationship between entities involved in financial transac-
tions that goes beyond first-order “source-destination” relationships has been incorporated
into graph learning techniques to detect strong relationships between distinct data instances
through edge weights using graphs (Weber et al., 2018; Wagner, 2019; Weber et al., 2019;
Hooi et al., 2016), but none of them attempt to mitigate dataset imbalance or concept drift
issues. These problems are addressed in other research works, but without trying to detect
these relationships using structured graph models (Wang et al., 2017, 2021; Yang and King,
2009; Gao et al., 2020; Shamshirband et al., 2014). Initial steps have been taken recently to
solve the concept drift problem using convolutional graph networks in Pareja et al. (2020)
without, however, considering the problem of unbalanced classes in their evaluations. On
the other hand, other recent works (Liu et al., 2021; Zhao et al., 2021) try to mitigate the data
imbalance problem also using graph-based neural networks, but without taking into account
the concept drift.

The main motivation for using graph-based neural networks to detect fraud is precisely
the plurality of relationships found in the transaction network and which are usually great
indicators for an entity belonging to a class or not. For example, these relationships can take
the form of clusters, where several entities belonging to the same class also have several links
to each other, causing unclassified entities that are included in this cluster to have a high
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probability of belonging to the same class as the others. These relationships are essential
for the detection of fraud in some more specific cases in which we have intermediaries for
transactions between two or more fraudulent entities, since initially they are not directly
connected.

The difficulty of developing a research with usage of graph learning in financial trans-
action data and comparing it to other ones lies in the scarce availability of public datasets, due
to this kind of data having its intrinsic need of sensitive information, making it almost im-
possible to publish without violating the General Data Protection Regulation (GDPR) and its
deviations and adoptions around the world. In that way, recent studies have tried to replicate
the distributions in each dimension of real-world data but also embedding it into synthetic
dataset by using simulations Lopez-Rojas et al. (2016).

1.1 Objectives

Given the importance of detecting fraudulent transactions among legitimate ones, we intend
to accomplish the objectives below:

• Model transactions by using a new graph learning technique that mitigates the imbal-
anced dataset and concept drift problems;

• Address the need of public datasets for future research by building and making public
datasets that are used in this work;

• Develop a Graph Neural Network (GNN) model architecture capable of extracting
information from tabular and structural features to accurately predict both fraudulent
and legitimate classes;

• Evaluate existing techniques for detecting financial fraud in light of the two intrinsic
challenge: concept drift and data imbalance.

In summary, the main objective of this dissertation is to investigate the overall per-
formance of different state-of-the-art models in various contexts by using real and synthetic
datasets, as well as proposing a new model architecture to deal with the downsides of those
models and possibly achieving better results.
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1.2 Contributions

The difficulty of conducting a research on graph learning for financial transaction data and
comparing it with previous works lies in the scarce availability of public datasets that can be
modified into a network. More precisely, this dissertation brings the following contributions:

• Proposes a new methodology to assess the robustness of financial fraud detection meth-
ods based on synthetic data generation, for a holistic view of their strengths and weak-
nesses;

• Quantifies the advances achieved by recent research in the field by implementing them
and comparing them with previously developed models;

• Finds and proposes points of improvement for the models considered to be state-of-
the-art;

• Proposes a new model (GMU-GNN) to detect fraud in a graph structured way;

• Compares the proposed model with the other existing baselines.

From our experiments it was possible to conclude that the literature in the field is
indeed making strides towards better performance. However, the efforts that consider the
combination of the two biggest challenges in fraud detection from transactional data are still
lacking, as no model has been developed at the time of this writing.

1.3 Dissertation outline

This dissertation is organized in such way that its chapters can be read independently. This
section is intended to contextualize them and help the reader decide the best way to read this
document.

Chapter 2 describes the main research works done in machine learning for fraud de-
tection, both using traditional models and graph neural network architectures.

In order to provide a basic understanding of graph neural networks, Chapter 3 presents
some technical background used in this work. It also describes in details the latest state-of-
the-art models used as baselines when comparing our proposed model architecture.

Chapter 4 describes the datasets used in details, including (i) some data exploration,
(ii) comparison to show that each dataset captures particular characteristics. In addition, it
presents a brief description for each model used in our experiments.

Chapter 5 presents the proposed model and its innovative aspects, including the key
research question of this work: is possible to solve both the data imbalance and concept
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drift problems in a fraud detection context? It also describes each component of our new
architecture in detail.

Chapter 6 describes how the experimental settings were done and the comparison re-
sults with the other baselines. We analyze those results, highlighting general trends of each
model for each context, as well as their main differences.

Finally, Chapter 7 concludes this dissertation, revisiting our objectives and contribu-
tions and presents future work for further research in fraud detection.
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Chapter 2

Related Work

In this chapter we present some of the most relevant work related to the detection of fraudu-
lent behavior and categorize it according to the type of approach: traditional machine learn-
ing and graph-based learning. At the end of the chapter, we discuss our work in the context
of the state of the art.

2.1 Fraud Detection through Traditional Machine

Learning

One of the first models for automatic detection of fraudulent transactions was proposed more
than two decades ago (Gopinathan et al., 1998). That patent describes a system proposed to
extract discriminative characteristics about illicit transactions based on learned relationships
between pre-selected variables known to be informative in the fraud detection domain. These
relationships allow the system to estimate a fraud probability for each transaction through
a neural network. The approach also produces explanations for a given prediction, since
it can also issue certain codes expressing reasons that reveal the relative contribution of
each characteristic to a given result, and be robust to concept drift, since its performance is
monitored and the model is retrained when it falls below a predetermined threshold.

Many other techniques based on feature engineering have been proposed more re-
cently, some of them being Dal Pozzolo et al. (2017); Carcillo et al. (2017); Lebichot et al.
(2020); Carcillo et al. (2019); Le Borgne and Bontempi (2021). However the most common
fraud topic investigated by these is the credit card theft, in which case the data is not usually
modeled as a graph with some kind of relations between the dataset rows used to train and
test these models. In that way, this contextual simplification is usually something that we
do not see in real-life applications, making it difficult to find a practical way to apply those
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models. This is due to fraudulent behavior may involve various types of entities (e.g., in-
dividuals, merchants, products, services) and transactions (e.g., purchase, delivery, transfer,
cash in, cash out). Thus, in some domains, can only be identified by considering the structure
that connects a set of those entities through multiple transactions.

2.2 Fraud Detection via Graph Learning

Weber et al. (2018) is one of the few works that addresses fraud detection using graph learn-
ing techniques. It is based on the construction of Graph Convolutional Networks, a recent
type of deep neural networks, introduced by Kipf and Welling (2017); Atwood and Towsley
(2016) and further enhanced in their scalability by Chen et al. (2018). In Weber et al. (2018),
the authors propose two distinct architectures to deal with the money laundering problem
using a GCN (Graph Convolutional Network) and a FastGCN (Fast Graph Convolutional
Networks) to be trained on a synthetic dataset (AMLSim). This dataset simulates a series of
legitimate banking transactions mixed with a set of suspicious money laundering patterns,
causing some synthetically generated features to behave like outliers, with the total transac-
tion value being much higher than the average. They also concluded that the among the two
architectures, FastGCN is best suited for this particular dataset in that it can be trained in less
time for a fixed amount of epochs.

After this initial study, the authors of this research decided to address Bitcoin money
laundering scenarios using graph learning techniques (Weber et al., 2019), such as Skip-
GCN, a Convolutional Graph Network containing jump connections via sharing edge
weights between distinct neural network depth levels, and EvolveGCN, by Pareja et al.
(2020), a graph-based convolutional network architecture that handles the common temporal
changes of these types of data sets (concept drift) using techniques of long-term memory.
They concluded in Weber et al. (2019) that fraud detection is a difficult problem due to its
intrinsic complex characteristics, given that a traditional Random Forest model was able to
overcome all proposed graph-based learning methods by just providing it with the same in-
put data, raising the possibility of a future improvement of the model. From this observation,
a set of GCNs was created to mimic the behavior of a random forest. However, the authors
also showed that these new models (Skip-GCN and EvolveGCN) are able to achieve better
performance than its predecessor, the GCN, as shown in Table 2.1. The top part of the table
shows results for methods that do not leverage the graph structure for different sets of fea-
tures: LF refers to the local features, i.e., each node only knows its direct neighbors features,
AF refers to all features, i.e., each node knows all other nodes features, and NE refers to the
node embeddings computed by GCN.
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Illicit Transactions MicroAVG
Method Precision Recall F1 F1

Logistic RegressionAF 0.404 0.593 0.481 0.931
Logistic RegressionAF+NE 0.537 0.528 0.533 0.945

Logistic RegressionLF 0.348 0.668 0.457 0.920
Logistic RegressionLF+NE 0.518 0.571 0.543 0.945

Random ForestAF 0.956 0.670 0.788 0.977
Random ForestAF+NE 0.971 0.675 0.796 0.978

Random ForestLF 0.803 0.611 0.694 0.966
Random ForestLF+NE 0.878 0.668 0.759 0.973

Multi-Layer PerceptronAF 0.694 0.617 0.653 0.962
Multi-Layer PerceptronAF+NE 0.780 0.617 0.689 0.967

Multi-Layer PerceptronLF 0.637 0.662 0.649 0.958
Multi-Layer PerceptronLF+NE 0.682 0.578 0.626 0.986

GCN 0.812 0.512 0.628 0.961
Skip-GCN 0.812 0.623 0.705 0.966

Table 2.1: Illicit transactions classification results.

GCN EvolveGCN
Precision Recall F1 Precision Recall F1

Illicit Transactions 0.812 0.623 0.705 0.850 0.624 0.720
MicroAVG 0.966 0.966 0.966 0.968 0.968 0.968

Table 2.2: GCN versus EvolveGCN performances.

Also, Table 2.2 shows the performance comparison between GCN and EvolveGCN.
These methods are evaluated with respect to illicit transactions metrics (with the fraud label
as the only positive label) and micro average (MicroAVG) metrics, that calculate metrics for
both datasets by counting the total true positives, false negatives and false positives across
all labels.

A more recent study by Liu et al. (2021) has made a significant advance in being able
to adapt and utilize graph-based neural networks for highly unbalanced datasets applied in
the context of network data fraud detection. In this study, a sampling step is performed at
the graph vertices in order to balance the number of vertices belonging to each class and
facilitate the propagation of the signal from the minority class to the nearest vertices. Using
this strategy, the authors concluded that this strategy effectively improves the performance
of the models when applied to this problem context.

Also, Zhao et al. (2021) tried to solve this data imbalance problem by implementing
a well-known up-sampling technique called SMOTE (Synthethic Minority Over-sampling
Technique) published by Chawla et al. (2002), but in a graph neural network embedding
setting. This is much more complicated because we cannot guarantee that those embedded
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features are on a convex space, i.e., for any two data points in a subset, we cannot ascer-
tain that this subset contains the whole line segment that joins them. This strips SMOTE
interpolation calculations of theoretical backing as it can generate features that are not even
close to the data samples we pass to it, inserting some unnecessary noise into the data that
can cause considerable performance drops. Aware of this problem, the authors extended this
over-sampling algorithm for graph neural networks domain and implement an end-to-end
model that is better than other traditional models.

2.3 Relationship of this work with the State of the

Art

This dissertation compares the performance of traditional approaches with that of graph-
based approaches in the financial fraud detection, taking into account class imbalance and
concept drift, which are characteristics inherent in this problem. This work also focus on
proposing a new graph neural network model architecture to deal with those problems and
evaluate them against some already existing state-of-the-art models.

To the best of our knowledge, graph learning techniques that try to tackle both imbal-
anced and concept-drifted datasets problems have not yet been proposed in the literature.
Therefore, the success of the project could greatly advance model architecture in the area,
which currently performs below expectations, as shown in Liu et al. (2021) and Zhao et al.
(2021).
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Chapter 3

Technical Background

As this dissertation builds on a body of works in a lot of previous knowledge about deep
learning, we dedicate this chapter to present a basic introduction on this topic. We also
present the theory underlying Graph Neural Networks (GNNs) and Generative Adversarial
Networks (GANs) for a better understanding of each component of our proposed model.

3.1 Perceptron

The perceptron model was develop by Rosenblatt (1958) inspired by previous researches
about logical calculus in human nervous activity (McCulloch and Pitts, 1943). Although we
currently use much more complex artificial neural networks, the Perceptron provides us a
clear understanding of how a neural network works in mathematical terms.

The perceptron takes as inputs n real numbers x1, x2, . . . , xn and outputs a binary
value. The output is calculated by applying a non-linear function to a weighted sum of the
inputs parameterized by weights w1, w2. . . . , wn, as shown in Figure 3.1, i.e.,

output =


0, if φ(

n∑
0

wnxn) ≤ threshold

1, if φ(
n∑
0

wnxn) > threshold

(3.1)

where φ can be any non-linear function (e.g., Heaviside, Sigmoid, or Rectified Linear Unit –
ReLU).
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Figure 3.1: Schema of a Perceptron

3.2 Multi-layer Perceptron (MLP)

The basic Perceptron structure was not able to solve more complex problems, such as the
famous XOR operator. Later on, Rumelhart et al. (1986) found out that a more complex
structure that interconnects multiple units and layers could solve most of the open com-
plex problems by learning an approximate function to map inputs to the output. A few
years later, Cybenko (1989) proved that any function could be sufficiently approximated by
a Multi-layer Perceptron with a Sigmoid activation function. This is known as the Universal
Approximation Theorem. Later on, Hornik (1991) proved that it is not the specific choice
of an activation function, but instead the multilayer feed-forward architecture itself that is
responsible for giving neural networks the potential of being universal approximators.

A convenient way to express the calculations of a Multi-layer Perceptron is by using
the vector notation. The perceptron computation can be expressed as

output =

{
0 if φ(~w>~x+~b) ≤ 0

1 if φ(~w>~x+~b) > 0
(3.2)

with φ being any non-linear function (activation function), ~w> as the transposed weights
vector, ~x as the features vector, and ~b being the biases vector that can be also expressed as
the first weight of each neuron, i.e., w0 associated with the input 1. Also, a detailed schema
can be seen in Figure 3.2 for easier visualization.

This classic Perceptron layer structure is still used is recent state-of-the-art models, but
is usually described as a Fully Connected Layer.

3.3 Graph Convolutional Networks

Kipf and Welling (2017) introduced a similar approach from the framework of graph convo-
lutions known from spectral graph theory (Bruna et al., 2014; Henaff et al., 2015) to define
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Figure 3.2: Schema of a Multi-layer Perceptron

Figure 3.3: Schema of a Graph Convolutional Network

parameterized filters used in a multi-layer neural network model and from the approxima-
tions of smooth filters in the spectral domain using Chebyshev polynomials with free param-
eters that are learned in a neural network-like model architecture (Defferrard et al., 2016).
However, Kipf and Welling (2017) introduce simplifications that in many cases allowed both
faster training times and higher predictive accuracy than the previous methods on a given set
of graph datasets benchmark. A schema example of this model can be seen in the Figure 3.3.

This new model was called Graph Convolutional Networks (GCNs), with the term
“convolutional” being due to the fact that filter parameters are typically shared over all loca-
tions in the graph or in one of its subgraphs, as in Duvenaud et al. (2015). For these models,
the main objective is to learn a function that represents features on a graph G = (V , E),
which takes as input a feature description xn for every node n, expressed in a NxD feature
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matrix X , with N being the number of nodes and D the number of input features, and a
representative description of the graph structure in matrix form, usually an adjacency matrix
A or some derivation of it. These inputs produces a node-level output Z.

Similarly, as presented in 3.1 and 3.2, every neural network layer can be expressed as
a non-linear function

H(l) = f(H(l−1), A), (3.3)

with H(0) being the input features, H(L) = Z, and L as the number of layers.
One of the simplest forms of a layer-wise propagation rule in an GCN is expressed as

H(l+1) = f(H(l), A) = σ(AH(l)W (l)), (3.4)

with W (l) being the weight matrix for the l-th neural network layer and σ(·) the non-linear
activation function (e.g., ReLU).

Also, Kipf and Welling (2017) address two major limitations of this simple model.
The first one is that the multiplication with A means that, for every node, it sums up all
the feature vectors of all neighbors nodes but not the node itself. They fixed this problem
easily by adding the identity matrix to A, enforcing self-loops for each node. The second
one is that A is typically not normalized, resulting in a complete change of scale of the
feature vector, potentially inserting arithmetical overflows or underflows. They also fixed
this by normalizing A such that all rows sum to one, i.e., D−1A, where D is the diagonal
node degree matrix, being equivalent to taking the average of neighboring node features. In
practice, they used a more complex symmetric normalization D−

1
2AD−

1
2 .

Thus, the resulting propagation formula of a GCN can be expressed as

f(H(l), A) = σ
(
D̂−

1
2 ÂD̂−

1
2H(l)W (l)

)
, (3.5)

with Â = A+ I , where I is the identity matrix and D̂ is the diagonal node degree matrix of
Â.

3.4 Generative Adversarial Networks

Fraud datasets are usually very unbalanced when comparing the number of legitimate with il-
licit data volume. In that sense, we need a way to create some balance between those classes,
even if artificially. Goodfellow et al. (2014) proposed a solution to create fake data that re-
sembles the real data by training a Generative Adversarial Network (GAN). This model
architecture trains a neural network known as generator to create fake data using random
noise inputs by competing against another neural network known as discriminator, as illus-
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Figure 3.4: Schema of a Generative Adversarial Network training step

trated in Figure 3.4. These two agents play a zero-sum game, i.e., the discriminator gain is
the generator loss and vice-versa. This game can be expressed as

min
γ

max
δ

E[log(Dδ(x)) + log(1−Dδ(Gγ(z)))], (3.6)

with δ being the discriminator D parameters and γ being the generator G parameters.
However this vanilla model architecture does not handled tabular data well. Later, Xu

et al. (2019) proposed a new model that was capable of generating synthetic tabular data and
Wang et al. (2018) proposed a new model that was capable of generating synthetic graphs.

3.5 Problem Formulation

In this section, we formalize the graph-based fraud detection problem, also presenting the
definitions and notations used.

Definition 1 (Multi-Relational Graph) Given a graph G = (V , E ,X , C), where V =

{v1, . . . , vN} is the set of vertices (nodes); E = {E1, . . . , ER} is the set of edges, sepa-

rated by R relations; X and C are, respectively, the feature sets and vertex labels, so that for

each node vi ∈ V , xi ∈ X is a d-dimensional feature vector and ci ∈ C is its binary label,

∀ i = {1, . . . , N}.

Definition 2 (Imbalance Ratio) Given a set of labels C where ci ∈ {1, 2}, we can define a

partition (C1, C2) of V such that Ck = {vi ∈ V : vi = k}. The Imbalance Ratio between C1
and C2 is defined as IR = |C1|

|C2| ∈ [0,+∞). If IR > 1, C1 is called the majority class and C2
the minority class. When IR = 1, it is said that C is perfectly balanced.
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Figure 3.5: Illustration of a convex region
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Figure 3.6: Illustration of a non-convex
region

Definition 3 (Concept Drift) In data analysis and machine learning, a concept drift occurs

when the statistical properties associated with the target variable c (label) change over time.

This causes problems because the predictions of a given model become less accurate over

time. Concept drift is quite common in real world data, considering that many of them are

directly linked to mappings of human behavior and nature, which, in turn, are not governed

by any deterministic mathematical law, causing gradual changes in their distribution.

Definition 4 (Graph-based Fraud Detection) The graph-based fraud detection problem is

defined on the multi-relational graph G = (V , E ,X , C), from the Definition 1. Each vi vertex

has been statically labeled ci (fraudulent or legitimate) associated with its xi characteris-

tics. Thus, this problem consists of predicting the label of unlabeled vertices contained in

the graph based on their transactional features, in order to find similarities and disparities

between characteristics of vertices belonging to the same class and distinct classes, respec-

tively.

For a better understanding of the data interpolation problem to generate new data point
candidates based on raw and embedded features, we will need those next two definitions:

Definition 5 (Convex Region) In geometry, a subset of an Euclidean space is convex if, for

any two points in the subset, the whole line segment that joins them is contained in the same

subset. Equivalently, a convex set or convex region is a subset that intersects every line into

a single line segment. An example of a convex region can be seen in Figure 3.5.

Definition 6 (Non-Convex Region) Similarly, a subset of an Euclidean space is non-
convex or concave if there exists any two points in the subset for which the whole line

segment that joins them is not contained in the same subset. Equivalently, a non-convex
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set or non-convex region is a subset that does not intersects every line into a single line

segment. An example of a non-convex region can be seen in Figure 3.6.
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Chapter 4

Methodology

In this section we present the datasets and models used in this project.

4.1 Datasets

For this study, we used some publicly available datasets, each one with a property that will
help us evaluate the model performance under a given context.

4.1.1 Synthetic data generated with Anti-money Laundering
Simulator (AMLSim)

The AMLSim1 (Pareja et al., 2020; Weber et al., 2018) is a multi-agent simulator proposed
to generate dataset for the fraud detection domain based on another more generic transaction
simulator (it does not have any specificity to generate fraud behavior), called PaySim (Lopez-
Rojas et al., 2016). From AMLSim, three datasets were generated, as shown in Table 4.1, in
order to study the robustness of existing methods in relation to class imbalance and concept
deviation. These datasets are generated based on different parameterization files, which are
used to generate data that mimics various legitimate and fraudulent transactions.

The first dataset, AMLSim 1, is perfectly balanced and will serve as a baseline for
the others. The second, AMLSim 2, has a strong unbalance of classes and will serve to
demonstrate the impact of this phenomenon on the performance of the studied models. The
third, AMLSim 3, was also generated with a high rate of unbalance between classes, but
with an additional concept drift effect, defined with more details in Definition 4.1.3. More
precisely, the average values of legitimate and illicit transactions are varied month-to-month,

1https://github.com/IBM/AMLSim/

https://github.com/IBM/AMLSim/
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Dataset
Total

Transactions
Legit

Transactions
Illicit

Transactions
Transactions

IR
Total

Entities
Legit

Entities
Illicit

Entities
Entities

IR
Concept
Drift?

AMLSim 1 10,000 5,000 5000 1 1,000 500 500 1 No

AMLSim 2 10,000 9,500 500 19 1,000 950 50 19 No

AMLSim 3 10,000 9,500 500 19 1,000 950 50 19 Yes

Elliptic Data Set 234,355 49,215 4,687 10.5 203,769 42,019 4,545 9.25 Yes

YelpCHI 67,395 58,479 8,916 6.56 38,063 30,325 7,738 3.92 No

Table 4.1: AMLSim, Elliptic Data Set and YelpCHI datasets statistics.
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Figure 4.1: Variation of the average cash value of legitimate and illicit transactions over a
year for AMLSim 3.

during 12 months of simulation, as can be seen in Figure 4.1. Also note that the average
values even cross after month 7.

4.1.2 Elliptic Data Set

This dataset was collected for about two weeks directly from the Bitcoin cryptocurrency
blockchain and maps transactions from real anonymized entities to legitimate ones (stock
exchanges, portfolio providers, miners, licit services, etc) or as illicit (scams, malwares,
terrorist organizations, ramsomwares, etc) (Weber et al., 2019). It contains 203,769 vertices
(transaction agents) and 234,355 edges (financial transactions). Among the vertices, only
23% of these vertices are labeled, being 2% illicit (4,545 nodes) and 21% (42,019 nodes)
legitimate, while the remaining 77% have no labeling at all, as shown in Table 4.1.

There are 166 characteristics associated with each node of the graph, however, due to
privacy concerns, an exact description of all of them was not provided. The observation time
was discretized into 49 evenly spaced windows. Each node is associated with a single time
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window and its edges represent each transfer, deposit or withdrawal operation, representing a
measure of the time a transaction was transmitted to the Bitcoin network. Each time window
contains a single connected component of transactions that appeared in the blockchain in
less than three hours of each other and there are no edges connecting the different time steps.

The first 94 characteristics represent local information about the transaction, including
the time step described above, number of entries and exits, transaction rate, exit volume and
other aggregate numbers such as average Bitcoins received and spent. The remaining 72
characteristics are aggregations obtained using transaction information from hops between
the central node, giving the maximum, minimum, standard deviation and correlation coeffi-
cients of neighboring transactions for the same information data (number of inputs/outputs,
transaction rate, etc).

4.1.3 YelpCHI

This dataset was collected from the yelp.com website that consists of 67,395 reviews for
a set of 201 hotels and restaurants in the Chicago area and contains information about the
products and their 38,063 users, timestamps , ratings, and free text review (Mukherjee et al.,
2013; Rayana and Akoglu, 2015, 2016), as shown in Table 4.1. Yelp has a built-in filtering
algorithm that identifies suspicious reviews and stores them in a separate list of legitimate
reviews. Although this filter is not perfect, it has produced accurate results in previous studies
(Weise, 2011). Therefore, your results can be used as labels for certain reviews.

In this dataset, we have 58,479 (86.77%) legitimate ratings, 8,916 (13.23%) filtered
ratings, 30,325 (79.67%) legitimate users, and 7,738 (20.33%) suspicious users. Thus, the
imbalance ratio of user labels is 3.92, indicating a moderate imbalance when compared to the
other datasets used in this research. To assemble the graph, only the User-Review-Product
(U-R-P) relationships were used, so that each user is linked to their reviews of each product
by means of edges.

4.2 Baseline Models

In the experiments, we use some implementations of classical models, which are not able to
incorporate information about the relationship between nodes:

• XGBoost (Chen and Guestrin, 2016);

• CatBoost (Prokhorenkova et al., 2018).

in addition to some graph-based neural network models as baselines:



32

• GCN (Kipf and Welling, 2017): uses first-order local approximation of the convolution
of spectral graphs;

• GAT (Veličković et al., 2018): uses attention mechanism for neighbor aggregation;

• GraphSAGE (Hamilton et al., 2017): uses induction on a fixed-size sample of neigh-
boring nodes;

• GraphSAINT (Zeng et al., 2020): using graph node sampling for greater scalability
and efficiency.

and, finally, some models of neural networks based on graphs as state of the art:

• EvolveGCN (Pareja et al., 2020): uses a combination of graph convolutions with long-
term memory techniques to deal with gradual temporal changes in data (concept drift);

• PC-GNN (Liu et al., 2021): uses a new sampling method to propagate the signal from
the minority class to neighboring nodes. This is done in three steps: sampling, choos-
ing and aggregating. The central nodes are sampled with a class balancer in order to
build a balanced sub-graph for the training stage. Under a parameterized distance mea-
sure, the neighborhood of each node belonging to the minority class is oversampled,
while the neighborhood of each node belonging to the majority class is undersampled.
Then, an aggregation of message propagations from different sub-graphs is made to
obtain a final representation of the complete graph;

• GraphSMOTE (Zhao et al., 2021): uses a well known over-sampling technique
(SMOTE) that interpolates embedding features from the minority class to generate
newer nodes in order to balance the data and then uses a vanilla GCN or GraphSAGE
model to perform the node classification task.

For this dissertation, I implemented, in an end-to-end manner, both GCN and PC-GNN
models. I also adapted XGBoost, CatBoost, GAT, GraphSAGE, GraphSAINT, EvolveGCN,
and GraphSmote models to work on our datasets. All the code used in this project is publicly
available in a repository2.

2https://github.com/ronaldpereira/brasnam-experiments

https://github.com/ronaldpereira/brasnam-experiments
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Chapter 5

Proposed Model: GMU-GNN

In this chapter we describe GMU-GNN (Generative Minority Up-sampling Graph Neural
Network), our proposed neural network architecture for graph-based fraud detection. We
start by doing a deep-dive into the many details of the proposed architecture, including each
structure that is contained in the model framework. Then, we discuss the novelty of our
approach with respect to already existing ones in the literature.

5.1 Model Architecture

Many studies which try to solve some variant of the fraud detection problem face the chal-
lenges of having a highly unbalanced and concept drift-prone dataset. In that way, the vast
majority of it work by up-sampling of the minority class and adapting the model loss func-
tion as an attempt to address these challenges altogether. In this dissertation, we follow these
guidelines, but using different approaches.

GMU-GNN uses three different stacked models, each one of them having a specific
objective to solve. The first one, CTGAN (Xu et al., 2019), is used for up-sampling the
minority class raw features and generating new nodes. The second one, GraphGAN (Wang
et al., 2018), is used for creating a new graph that contains those new nodes. The third
one, GCN (Kipf and Welling, 2017) or GraphSAGE (Hamilton et al., 2017), is used for
accomplishing the node classification task.

5.1.1 CTGAN – Conditional Tabular Generative Adversarial
Network

To solve the class imbalance problem in a node level, we need to generate new nodes that
contain features associated to the minority class. This could seem simple at a first glance,
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but as pointed out by Chawla et al. (2002) and Xu et al. (2019), generating values in a non-
convex feature space, as defined in Definition 6, is very challenging and the interpolation
can generate some anomalies along the way. Thus, using the non-convex embedded feature
space for any up-sampling is not advised as it can generate some feature values that are too
far away from the original distribution.

Thereby, we use a different approach to this problem. Specifically, we perform the
up-sampling by generating new nodes (features and labels) in the raw feature space, that is
contained in a convex region, as defined in Definition 5. In that way, we use CTGAN to
generate those new nodes by using the minority class features.

CTGAN uses a mode-specific normalization technique to deal with columns with com-
plex distributions. According to Xu et al. (2019), for each continuous-valued column Ci, it
uses a Variational Gaussian Mixture Model (VGM) (Bishop, 2006) to estimate the number
of modes mi and fit a Gaussian mixture. An example of this calculation is a three-modal
VGM (mi = 3), denoted by η1, η2 and η3, as the learned Gaussian mixture can be expressed
as

PCi
(ci,j) =

3∑
k=1

µk N (ci,j; ηk, φk), (5.1)

where µk and φk are the weight and standard deviation of a mode mk, respectively. After
this step, for each row ci,j in Ci, compute the probability of ci,j coming from each mode. For
instance, the probability densities are ρ1, ρ2 and ρ3 and computed as

ρk = µk N (ci,j; ηk, φk), (5.2)

where ρk is the probability density of a mode mk. Finally, it samples one mode according
to the probability densities and uses the sampled mode to normalize the value. For example,
we pick the third mode given ρ1, ρ2 and ρ3. Then we can represent ci,j as a one-hot vector
βi,j = [0, 0, 1] indicating the third mode and a scalar αi,j =

ci,j−η3
4φ3

to represent the value
within the mode. Then, the representation of a row becomes the concatenation of continuous
and discrete columns

rj = α1,j ⊕ β1,j ⊕ · · · ⊕ αNc,j ⊕ βNc,j ⊕ d1,j ⊕ · · · ⊕ dNd,j, (5.3)

where di,j is the one-hot representation of a discrete value.
In short, CTGAN is a generative adversarial network that receives a tabular input for its

training step and can generate newer samples via a random noise input when requested in a
prediction step. This is beneficial because, for every dataset that we use in this project, every
table row denotes a different node in the graph. Thus, for every N new samples generated
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CTGAN

Figure 5.1: Illustration of the use case of a Conditional Tabular Generative Adversarial Net-
work (CTGAN)

by CTGAN, we have N new nodes that we can use to augment the graph, as shown in
Figure 5.1.

5.1.2 GraphGAN – Graph Generative Adversarial Network

In this step, we face the the node linking problem, in which nodes generated in previous
steps are not linked to any already existing node in the graph, because CTGAN only treats
generation in the raw feature space. To solve it, we then use GraphGAN (Wang et al., 2018)
to generate and create new graphs that contains edges that links those new nodes to pre-
existing ones without losing the basic node linking structure with respect to the original
graph.

The intuition behind GraphGAN is quite similar to the presented in Section 3.4. The
only difference is that the training set data contains all the nodes from the original graph and
the basic graph structure via edges representation (e.g., [1, 2] indicates that nodes 1 and 2

are linked). Then, the discriminative model objective is to determine which graphs are real
and fakes, thus influencing the generative model to improve its graph generation capabilities
each training epoch. This results in a graph that contains both generated and original nodes
linked by generated and original edges, as it can be seen in Figure 5.2.

It is important to mention that GraphGAN only creates new edges if one of the nodes
are new nodes generated by CTGAN in the previous step. In that way, the basic structure of
the original graph is maintained as-is as a way to not change the information passed through
its edges.
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GraphGAN

Figure 5.2: Illustration of the use case of a Graph Generative Adversarial Network (Graph-
GAN)

GCN
or

GraphSAGE

Figure 5.3: Illustration of the use case of a node classification model (GCN or GraphSAGE)

5.1.3 GCN – Graph Convolutional Network

GCN (Kipf and Welling, 2017) is used as a node classification model exactly as already
defined and presented in Section 3.3 and can be seen in Figure 5.3.

5.1.4 GraphSAGE – Graph Sample and Aggregate

GraphSAGE (Graph SAmple and aggreGatE) was first introduced in Hamilton et al. (2017)
as a model architecture to solve the inherent graph convolutional network transductive setting
problem. It assumes that the entire graph is available at training time, but without the labels
of the validation and test sets nodes. This naturally causes a higher difficulty for the model
to generalize unseen nodes, which are a common case in some real-world applications.

In that context, they introduce this model architecture as an inductive setting frame-
work that leverages node feature information to efficiently generate node embeddings for
previously unseen data. This is done by learning a function that generates embeddings via
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Figure 5.4: GraphSAGE embedding generation algorithm

sampling and aggregating features from a node local neighborhood instead of training indi-
vidual embeddings for each node.

As presented in Hamilton et al. (2017) in Figure 5.4: “The intuition behind Algorithm
1 is that at each iteration, or search depth, nodes aggregate information from their local
neighbors, and as this process iterates, nodes incrementally gain more and more information
from further reaches of the graph”. In this dissertation, we used the element-wise max-
pooling aggregator function, which is both symmetric and trainable. In this approach, each
neighbor’s vector is independently fed through a fully-connected neural network such as

AGGREGATEpoolk = max({σ(Wpoolh
k
ui
+ b),∀ ui ∈ N (v)}), (5.4)

where max denotes the element-size max operator, σ is a non-linear activation function,
Wpool is the pooled weight matrix, hkui is the hidden layer features for each layer k, ui is an
uniform draw N (v) from the set {u ∈ V : (u, v) ∈ E}, and b is the bias vector, and . Also,
an illustration of the usage of this model can be seen in Figure 5.3.

5.1.5 GMU-GNN – Generative Minority Up-sampling Graph
Neural Network

After presenting all the blocks that compose the GMU-GNN architecture above, we can
proceed to explain how it all fits together into a single model. At the training step, the
training set tabular data is given as an input to the model framework. It then calculates the
Imbalance Ratio (IR), as defined in Definition 2, to find which class is the minority one.
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Figure 5.5: Illustration of GMU-GNN training step

After this step, all the labeled training data that belongs to the minority class is then given to
the CTGAN model (Xu et al., 2019), that, in turn, generates N additional synthethic rows,
which correspond to N synthethic nodes not yet linked to the graph. To connect the to other
nodes, we use GraphGAN (Wang et al., 2018) to generate and create new graph edges that
links those nodes without losing the basic structural information of the original graph. Then,
the final step is to use this minority up-sampled graph to train a node classification model.
We consider either GCN (Kipf and Welling, 2017) or GraphSAGE (Hamilton et al., 2017),
to output the probability of the node belonging to each of the classes. An illustration of this
step can be seen in Figure 5.5.

5.2 Differences to previous approaches

GMU-GNN is a stack of three distinct models, which we combine to tackle the problems of
data imbalance and concept drift. The first part is based on CTGAN (Conditional Tabular
Generative Adversarial Networks) from Xu et al. (2019) whose objective is to synthetically
generate new data entries for the minority class, creating both features and labels associated
with it. The second part is based on GraphGAN (Graph Generative Adversarial Networks)
from Wang et al. (2018) aiming to integrate the synthetic data generated in the previous step
with the rest of the input graph, generating edges that carry some information with it. Finally,
the last part is based on GCN (Graph Convolutional Networks) from Kipf and Welling (2017)
and GraphSAGE from Hamilton et al. (2017) in order to perform the node classification task
for fraud detection.

To the best of my knowledge, many other models that address class imbalance problem
either use a statistical-based oversampling modeling (Zhao et al., 2021; Liu et al., 2021; Zeng
et al., 2020) or a copy-based oversampling task, i.e., generating repetitions of the exact same
minority class data points by a multiplier N before inputting the data into the model training
step (Carcillo et al., 2019; Lebichot et al., 2020; Chawla, 2010), but only a few of them
attempt to generate newer data with GANs (Lei et al., 2020; Zola et al., 2020). Therefore,
by performing this synthetic generation with generative models, we were able to perform a
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broader search through the latent feature space by exploring new data points not previously
contained in the original dataset.

In the graph embedding space, features are in a non-convex region, as defined in Defi-
nition 6, making it very hard to interpolate between two given data points and generate new
synthetic samples (Zhao et al., 2021). Thus, using a raw feature space to generate this sam-
ples is simpler and can be more reliable, as they have a higher probability of belonging to
a convex space. This is the main reason why we used two complementary steps to generate
synthetic data points for our dataset: one for the raw tabular feature space (CTGAN) and one
for the graph structure embedding space (GraphGAN).
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Chapter 6

Experimental Settings and Results

In this chapter we describe the experiments conducted in this project to evaluate all baseline
models and our proposed model, as well as the discussions for each experiment result. We
begin by explaining each one of the experiments done in this dissertation. Then, we expose
the experimental setup, including how the data was split into training, validation and test
sets and how the hyperparameters were chosen via tuning. Next, we test the reliability of
AMLSim synthethic dataset generation by comparing it versus a real world dataset. Finally,
we compare and discuss the results achieved in the experiments between the baselines and
our proposed model.

6.1 Experiments

The first experiment conducted in this dissertation was a proof that AMLSim (Weber et al.,
2018, 2019) is reliable enough to be a valid dataset considered in this project benchmark.
For that purpose, we did a real world dataset generation test by comparing it with the public
dataset YelpChi (Mukherjee et al., 2013; Rayana and Akoglu, 2015, 2016). For this test, we
gathered the star rating feature, the user node degree and labels distribution from YelpChi
dataset and passed as hyperparameters for AMLSim tool to check if the data distribution for
the generated dataset in similar to the real world one.

The second experiment conducted in this dissertation was to assess the robustness of
the models in relation to class imbalance. For that purpose, we performed experiments using
the two synthetic datasets, AMLSim 1 and AMLSim 2, whose TD imbalance rates are equal
to 1 (perfectly balanced) and 19 (extremely unbalanced), respectively.

The third experiment was to evaluate the robustness of the methods to a gradual class
concept drift, we performed experiments using the synthetic dataset AMLSim 3. We used
months 1 to 4 to define the training dataset, while the remaining data was used to define
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two test sets: the first containing months 5 to 8, and the second containing months 9 to
12. As explained in Definition 3, this data suffers from a change in the distribution of its
characteristics month by month, so that the greater the distance between the training months
and the testing months, the lower the expected performance of the model.

Finally, the fourth experiment was to test the real world context performance for those
models. To achieve this, we used two real world public datasets: YelpChi (Mukherjee et al.,
2013; Rayana and Akoglu, 2015, 2016) and Elliptic Data Set (Weber et al., 2019).

6.2 Experimental setup

To measure and compare the performance of the models, we use two metrics widely adopted
in classification problems, F1-macro and AUC, in addition to a metric specifically proposed
for fraud detection problems, called F1-fraud.

The F1-macro is the simple arithmetic mean of the F1-score of each class. F1-fraud,
on the other hand, is the F1-score considering only instances labeled as fraud as a positive
class. Although correlated with the first, this metric emphasizes the precision and recall
dimensions specifically for the class of our greatest interest. The third metric is the Area
Under the Curve (AUC) of the Receiver Operating Characteristic (ROC) curve and indicates
the probability that a random positive instance of the test set is labeled as more likely to be
fraudulent than a random negative instance of the same set. An important feature of the AUC
is that it is independent of the probability threshold chosen to classify instances as negative
or positive, thus even if the other classification metrics were relatively lower and the AUC is
higher, we can easily do a threshold adaptation to make the model performance better.

6.2.1 Train-validation-test split

To train and evaluate each model in this project, we did a train-validation-test split by getting
80% of the data for the training set, 10% for the validation set, and 10% for the test set.
The training set is the dataset that goes for the model learning in the train step, thus we
cannot expect it to be evaluated as the model performance. For this exact purpose in this
step, we separated a validation set that serves to be a model performance evaluation during
the training. This was also used to verify convergence in models as we can calculate the loss
for each epoch and stop the training process earlier than specified if it hasn’t improved for
more than N epochs. Finally, when the training step is ended, we have a data the model has
never seen, known as the test set, that we calculate metrics for it, thus becoming our true
model performance evaluation result.
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Hyperparameter Search Space
Best Hyperparameters Found for Dataset

YelpChi
Elliptic
Data Set AMLSim 1 AMLSim 2 AMLSim 3

CTGAN hyperparameters

Epochs [10, 500] 98 187 267 289 447

Number of
Samples {0, 1000, 2000, 3000, 5000} 3000 1000 0 3000 5000

Generator
Learning Rate {10−5, 10−4, 10−3, 10−2, 10−1} 10−3 10−4 10−2 10−2 10−5

GraphGAN hyperparameters

Epochs [10, 500] 277 254 189 341 486

Generator
Learning Rate {10−5, 10−4, 10−3, 10−2, 10−1} 10−4 10−2 10−1 10−2 10−3

GCN hyperparameters

Learning Rate {10−5, 10−4, 10−3, 10−2, 10−1} 10−2 10−1 10−1 10−3 10−3

Epochs [10, 1000] 207 187 193 419 818

Number of Units
in Hidden Layer 1 {12, 16, 20, 24, 30, 50} 20 30 30 16 30

Dropout {0.1, 0.2, 0.3, 0.4, 0.6, 0.8} 0.2 0.3 0.4 0.3 0.1

GraphSAGE hyperparameters

Learning Rate {10−5, 10−4, 10−3, 10−2, 10−1} 10−3 10−3 10−2 10−2 10−4

Epochs [10, 1000] 61 122 144 288 457

Dropout {0.1, 0.2, 0.3, 0.4, 0.6, 0.8} 0.2 0.4 0.3 0.1 0.2

Table 6.1: GMU-GNN hyperparameter search space and best values found for each dataset

6.2.2 Hyperparameter Tuning

In order to set GMU-GNN’s hyperparameters, we applied a Randomized Search with Cross
Validation (RandomizedSearchCV) from Pedregosa et al. (2011), as it was already proved to
be more efficient that grid-based searches in Bergstra and Bengio (2012). The search space
and best parameters chosen are contained in Table 6.1 and those who are not being shown
are used as the model original author predefined default values.

6.2.3 Computational resources

All experiments were run on an Ubuntu 20.04 LTS whose specs were Intel(R) Core(TM)
i7-4790 CPU@3.60GHz, 4 cores, 2 threads per core, Nvidia(R) GTX 1660 6 GB GPU, and
16 GB RAM.
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6.3 Results

In this section we will describe the results of the experiments made in this research. We start
by testing the reliability of AMLSim synthetic dataset generation by comparing it against a
real world dataset distribution and then we present the comparison between baselines and
our GMU-GNN proposed model.

6.3.1 AMLSim Synthetic Generation Reliability Test

For our first experiment, we proved that AMLSim (Weber et al., 2018, 2019) is reliable
enough to be a valid dataset considered in this project benchmark by comparing it with the
public dataset YelpChi (Mukherjee et al., 2013; Rayana and Akoglu, 2015, 2016). In that
way, by gathering the distribution of star rating feature, the user node degree and labels
distribution from YelpChi dataset and passing it as hyperparameters for AMLSim tool, we
could see that the density distribution for each of those variables were pretty similar, as
shown in Figure 6.1. Also, we did some sample graph generation for random five users in
YelpChi and AMLSim datasets, and they were also very similar, as the graphs shown in
Figure 6.2.

6.3.2 Comparison between Baselines and Proposed Model

To compare our proposed model against all the baselines presented in Section 4.2, we did
some experiments by using all datasets described in Section 4.1.
Performance Degradation due to Class Imbalance: Table 6.2 presents the performance of
each model for the second experiment conducted in this dissertation to address performance
degradation due to class imbalance. Analyzing only AMLSim 1, it is observed that state-
of-the-art models for fraud detection can be surpassed by other methods when the data is
balanced. For our proposed model this is not true, given that by not detecting a class imbal-
ance, minority class up-sampling does not happen. Thus, the performance of GMU-GNN on
balanced datasets is very close to its base node classification models (i.e., GMU-GNNGCN ≈
GCN and GMU-GNNGraphSage ≈ GraphSAGE) and can be seen as an ablation test.

On the other hand, the results in AMLSim 2 show that when there is an imbalance in
the data, the performance of the models degrades a lot. Even so, the GMU-GNN performed
significantly better than the other models, demonstrating the ability to adapt to the current
context.
Degradation over time due to Concept Drift: Table 6.3 shows the results obtained for the
two test sets in order to evaluate the robustness of the models to a gradual class concept
drift. Analyzing the results for the first test set (AMLSim months 5 to 9), it is observed that
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Figure 6.1: Comparison between YelpChi and AMLSim datasets

the models had a low overall performance in terms of F1-macro and F1-fraud, but the AUC
obtained by some models remained close to or above 0.7. The explanation for this is that,
although the classification threshold defined based on the training set makes many errors in
the test cases, the ranking of nodes according to the probability of being fraudulent remains
reasonably good, causing the AUC not to degrade this much. In this case, a fraud detection
system could be “fixed” with a simple adjustment of this threshold.

On the other hand, the results for the second test set (AMLSim months 10 to 12) show
a different result. Even with the drop in F1-macro, F1-fraud and AUC of all models tested
here, the GMU-GNN still manages to perform better than the others, attesting to the model’s
resilience in relation to the concept drift problem.

Also, there is a curious factor even to be analyzed for the traditional and basic models
of Graph Neural Networks: all of them were below 0.5, indicating that such methods usu-
ally classify negative instances as more likely to be frauds than positive instances. This is
explained by the crossing of the curves in Figure 4.1, which makes these models consider
instances as belonging to the opposite class.
Real-World Application: For our last result, Table 6.4 shows the performance of each
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Figure 6.2: YelpChi 5 users sample graph and AMLSim 5 users generated graph

Dataset AMLSim 1 (IR = 1) AMLSim 2 (IR = 19)

Metric F1-macro F1-fraud AUC F1-macro F1-fraud AUC

XGBoost .908 ± .015 .866 ± .002 .863 ± .015 .551 ± .019 .114 ± .010 .529 ± .015
CatBoost .934 ± .019 .879 ± .012 .909 ± .018 .628 ± .015 .172 ± .013 .578 ± .019

GCN .779 ± .001 .853 ± .016 .927 ± .006 .548 ± .015 .206 ± .006 .550 ± .012
GAT .840 ± .011 .846 ± .017 .879 ± .019 .549 ± .008 .164 ± .010 .597 ± .010

GraphSAGE .933 ± .014 .880 ± .008 .933 ± .016 .556 ± .009 .181 ± .006 .546 ± .018
GraphSAINT .878 ± .011 .821 ± .017 .909 ± .009 .561 ± .005 .235 ± .016 .559 ± .007

EvolveGCN .753 ± .019 .645 ± .006 .906 ± .013 .713 ± .006 .307 ± .011 .811 ± .015
PC-GNN .739 ± .013 .662 ± .018 .879 ± .009 .722 ± .019 .413 ± .007 .832 ± .013

GraphSMOTE .900 ± .018 .832 ± .016 .931 ± .017 .743 ± .009 .421 ± .017 .831 ± .010

GMU-GNNGCN .781 ± .006 .851 ± .027 .924 ± 0.05 .782 ± .017 .470 ± .015 .858 ± .018
GMU-GNNGraphSAGE .931 ± .013 .881 ± .011 .933 ± .012 .783 ± .017 .478 ± .011 .864 ± .008

Table 6.2: Baseline and proposed models performance comparison in synthetic datasets
AMLSim 1 and AMLSim 2

model in the two real data sets (YelpChi and Elliptic Data Set) as a function of the three eval-
uation metrics previously presented. The most recent methods, considered state-of-the-art –
EvolveGCN, PC-GNN and GraphSmote –, proved to be more effective than the traditional
ones. However, even so the GMU-GNN managed to be comparatively superior in its perfor-
mance, attesting to the applicability in the real world of the model proposed in this project.
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Dataset
AMLSim 3 (IR = 19)
Months 5, 6, 7 and 8

AMLSim 3 (IR = 19)
Months 9, 10, 11 and 12

Metric F1-macro F1-fraud AUC F1-macro F1-fraud AUC

XGBoost .513 ± .017 .104 ± .016 .542 ± .010 .290 ± .010 .196 ± .013 .311 ± .017
CatBoost .417 ± .014 .179 ± .005 .519 ± .017 .376 ± .018 .236 ± .012 .369 ± .009

GCN .479 ± .012 .229 ± .019 .567 ± .006 .254 ± .010 .000 ± .000 .366 ± .007
GAT .530 ± .007 .226 ± .011 .645 ± .018 .177 ± .008 .000 ± .000 .315 ± .020

GraphSAGE .463 ± .017 .161 ± .005 .636 ± .009 .366 ± .006 .091 ± .013 .432 ± .005
GraphSAINT .464 ± .008 .148 ± .011 .659 ± .015 .357 ± .016 .119 ± .005 .454 ± .014

EvolveGCN .613 ± .011 .416 ± .014 .723 ± .015 .444 ± .007 .312 ± .015 .601 ± .018
PC-GNN .699 ± .017 .517 ± .015 .733 ± .011 .507 ± .007 .308 ± .010 .560 ± .015

GraphSMOTE .602 ± .020 .377 ± .009 .745 ± .011 .547 ± .019 .318 ± .010 .580 ± .008

GMU-GNNGCN .597 ± .006 .482 ± .017 .765 ± .015 .558 ± .009 .354 ± .018 .716 ± .010
GMU-GNNGraphSAGE .607 ± .016 .480 ± .014 .776 ± .019 .556 ± .016 .367 ± .006 .719 ± .014

Table 6.3: Baseline and proposed models performance comparison in synthetic concept drift
dataset AMLSim 3

Dataset YelpChi Elliptic Data Set

Metric F1-macro F1-fraud AUC F1-macro F1-fraud AUC

XGBoost .522 ± .010 .267 ± .019 .647 ± .015 .561 ± .006 .238 ± .013 .578 ± .015
CatBoost .559 ± .018 .216 ± .018 .612 ± .020 .548 ± .014 206 ± .013 .560 ± .015

GCN .560 ± .005 .246 ± .008 .613 ± .015 .496 ± .015 .069 ± .008 .565 ± .008
GAT .556 ± .006 .128 ± .007 .614 ± .010 .467 ± .006 .056 ± .018 .562 ± .015

GraphSAGE .515 ± .018 .257 ± .007 .675 ± .010 .479 ± .008 .074 ± .012 .570 ± .006
GraphSAINT .534 ± .005 .270 ± .019 .673 ± .014 .505 ± .011 .359 ± .017 .629 ± .015

EvolveGCN .583 ± .005 .429 ± .011 .740 ± .013 .680 ± .014 .265 ± .007 .739 ± .011
PC-GNN .629 ± .011 .386 ± .011 .747 ± .006 .661 ± .014 .234 ± .008 .677 ± .006

GraphSMOTE .669 ± .007 .376 ± .019 .745 ± .008 .652 ± .007 .253 ± .015 747 ± .010

GMU-GNNGCN .645 ± .015 .449 ± .007 .759 ± .013 .672 ± .006 .342 ± .018 .782 ± .019
GMU-GNNGraphSAGE .695 ± .014 .431 ± .019 .758 ± .006 .677 ± .005 .372 ± .011 .804 ± .018

Table 6.4: Baseline and proposed models performance comparison in real world datasets
YelpChi and Elliptic Data Set



47

Chapter 7

Conclusions and Future Works

In this chapter we summarize this dissertation’s contributions to the state-of-the-art knowl-
edge on fraud detection using Graph Neural Networks. We also present some points that
might be further investigated in future works.

7.1 Conclusion

This dissertation is an effort towards generating solutions to the barely explored landscape
of detecting fraudulent behavior on transactions by using structural data. In that way our
primary objective was to develop a Graph Neural Network (GNN) model architecture ca-
pable of extracting information from tabular and structural features regarding transactional
data to accurately predict both fraudulent and legitimate classes. In order to benchmark it
against other baselines, we evaluate them on the same datasets, as a way to identify which
one performs better at each use case.

At the same time, we address the need for public datasets for future research by build-
ing and making publicly available many synthetic datasets that are used in this work to train
and evaluate our proposed models under different scenarios, by simulating unbalanced data
and the concept drift phenomenon. Moreover, we showed that AMLSim is a reliable tool to
generate those datasets. Specifically, we generated a synthethic dataset using the same dis-
tributions as the YelpChi dataset and verified that the results were pretty similar for some of
the most important characteristics as they have almost the same density distribution in both.

Also, the models proposed by Liu et al. (2021) and Zhao et al. (2021) achieved good
predictive performance on different sets of datasets. But, ideally, these models should be
general enough to yield good results for a broad range of datasets. In this context, the present
work also aims to evaluate existing techniques for detecting financial fraud in light of the two
intrinsic challenges (concept drift and data imbalance) using publicly available datasets, two
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real datasets – YelpChi and Elliptic Data Set – and three synthetically generated through a
transaction simulator called AMLSim (Pareja et al., 2020; Weber et al., 2018). These results
were published in Pereira and Murai (2021).

Finally, we propose a new graph learning architecture called Generative Minority Up-
sampling Graph Neural Network (GMU-GNN) for detecting fraudulent transactions based
on two Generative Adversarial Networks: CTGAN (Xu et al., 2019) to generate synthetic
nodes and GraphGAN (Wang et al., 2018) to create a new graph that includes edges linking
those new nodes. The proposed technique mitigates the imbalanced dataset and is robust
to concept drift. Also, we showed that this model outperforms both existing traditional and
state-of-the-art models presented in Section 4.2 on real world and synthetic datasets. Another
important result achieved is that our model also performs well on different contexts: for a
balanced dataset, it performed as well as the baseline models – GCN (Kipf and Welling,
2017) and GraphSAGE (Hamilton et al., 2017) –, in contrast to previous state-of-the-art
models, that performed worse than traditional models.

7.2 Future Works

In this dissertation we foresee that three possible avenues that could be pursued to improve
the results presented here. The first one relates to investigating how to solve the significant
drop in performance caused by datasets that exhibit concept drift characteristics. Many pre-
liminary experiments has been done by changing the loss function associated with the node
classification models to a mean aggregator function in GraphSAGE, as the behavior is simi-
lar to skip connections, which can lead to a better generalization, as pointed out by Hamilton
et al. (2017). However, this made the oversmoothing problem (i.e., node labels converge to
a single class in the entire graph) to happen much more quicker than it usually happened by
using a max aggregator function.

The second one is related to automatically selecting the best candidates generated by
both CTGAN (Xu et al., 2019) and GraphGAN (Wang et al., 2018), as they still generates
some anomalies (e.g., nodes that does not resemble any existing class and graphs that does
not resemble the original graph structure) during the training process. A possible direction
to solve this problem may be appending the discriminator model to each generator to rate the
samples generated by them, to compute a type of reliability score. Then, all samples below a
predefined threshold will be disregarded in the training step and will be discarded, avoiding
those obvious anomalies that can be easily detected by a pretrained discriminator.

The final one is contextualized in a more recent problem, that is detecting fraudulent
patterns that takes place across different institutions without exchanging any sensible infor-
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mation about specific individuals, as each institution only has access to data associated with
its customers. This is an important research topic as new data regulation laws – GDPR (Gen-
eral Data Privacy Regulation) and LGPD (Lei Geral de Proteção de Dados Pessoais) – are
enforcing this.
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