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Resumo

O processo de revisao por pares é o principal recurso académico para garantir
que a ciéncia avance e seja divulgada. Para contribuir com esse importante processo,
trabalhos foram realizados para criar modelos de classificacao capazes de prever a nota
e a decisao final de um artigo a partir do texto do relatério de revisao. No entanto, as
tarefas de dar nota e decidir sobre a aceitagao ou rejeicao de um artigo apresentam diversos
desafios tanto para humanos quanto para maquinas. Neste trabalho, nés analisamos o
desempenho de modelos estado da arte nestas tarefas quando expostos a instancias dificeis
relacionadas & mudancga de texto e nota durante a fase de rebuttal, bem como instancias
dificeis relacionadas a revisoes borderlines. Além disso, discutimos o quao longe estamos
de ter um sistema capaz de dar a nota para um artigo e decidir a situagao final dele
de forma automatica. Nossos experimentos mostraram, por exemplo, que o desempenho
de um modelo para prever a decisao final de um artigo ¢ 23,31% menor quando exposto
a instancias dificeis e que os classificadores quando erram, cometem esse erro com uma
confianca muito alta. Esses e outros resultados nos levaram a concluir que ainda estamos
longe de sistemas automaticos para dar notas a artigos e prever a situacao final deles
por meio do texto dos relatérios dos revisores, no entanto mostramos que as dificuldades
enfrentadas pelas maquinas também sao enfrentadas por humanos. Isso indica que para
a implantacao de um sistema de revisao por pares automatico, talvez seja necessario
repensar o processo de escrita das revisoes, para que as impressoes e posicionamentos dos

revisores sejam mais claras.

Palavras-chave: Revisao por Pares. Instancias Dificeis. Classificacao de Texto. Classi-

ficacdo de Polaridade. Aprendizado de Maquina. Processamento de Linguagem Natural.



Abstract

The peer review process is the main academic resource to ensure that science ad-
vances and is disseminated. To contribute to this important process, works were developed
to create classification models capable of predicting the score and the final decision of a
paper based on the text of the review report. However, the tasks of scoring a paper and
deciding whether to accept or reject it present several challenges for both humans and
machines. In this work, we analyze the performance of state-of-the-art models in these
tasks, when exposed to hard instances related to text and score change during the rebut-
tal phase, as well as when exposed to hard instances related to borderline reviews. In
addition, we discuss how far we are from having a system to score a paper and decide its
final status automatically. Our experiments showed, for example, that the performance of
a model to predict the final decision of a paper is 23.31% lower when it is exposed to hard
instances. We also found that the classifiers make mistakes with a very high confidence.
These and other results led us to conclude that we are still far from automatic systems
for scoring papers and predicting their final status based on the text of reviewers’ reports,
however we show that the difficulties faced by machines are also faced by humans. This
indicates that for the deployment of an automatic peer review system, it may be necessary
to rethink the review writing process, so that the reviewers’ impressions and positions are

clearer.

Keywords: Peer Review. Hard Instances. Text Classification. Polarity Classification.

Machine Learning. Natural Language Processing.
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Chapter 1

Introduction

1.1 The Peer Review Process

The peer review system is a fundamental academic process that helps to advance
the state of the art in all fields of science, documenting and communicating scientific
discoveries. Kelly et al. [2014] and Publons [2018] made a description of the basic peer

review workflows in their work.

Paper
Submission

~
. Conference
[ Reject H Check

Reviewer
Analyses

"~

-

H

Rebuttal

I

Reviewer
Analyses

~
q Meta
[ Reject H Reviewer 4{ Accept J
J

Figure 1.1: Basic peer review workflow.

H

First, the work is submitted to a conference appropriate to the subject of the
paper. Afterwards, the people responsible for the conference review the work to verify if
the work addresses issues relevant to the conference, and if it is in accordance with the

rules. If the paper fits with what is desired by the conference, the paper is sent to be
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peer-reviewed by researchers in the field. If it does not fit, the paper is rejected. After
reading the paper, reviewers write a report with their thoughts on the work and give an
opinion about the acceptance or rejection of the paper. In the review report, reviewers can
provide suggestions and ask questions. In the next phase, called rebuttal, reports are sent
to authors who have time to adjust what was requested and answer reviewers’ questions.
This phase is important, because based on what is modified in the work or answered by
the authors, reviewers can change the recommendation of acceptance or rejection. After
this phase, reviewers give the final verdict on the work. Recommendations are sent to
those responsible for the publication, editor or meta-reviewer, who decide whether the

paper will be accepted and published or rejected (Figure 1.1).

—. .

-

i

\\..‘I / — ~

J'/ \'\

Reviewer x Author

(a) Single blind interaction.

N e

J N

< P
\ /

T

o~

i

/AN

.\‘.‘I / —

J'/ \'\

Reviewer x Author

(b) Double blind interaction.

~ P
) —K—
- p

Figure 1.2: Interactions between reviwers and authors.

There are several types of review processes. According to the Publons report, the
two most common types are: single-blind review and double-blind review. In the single-
blind format, the authors do not know who the reviewers are, however the reviewers do
have information about the authors (Figure 1.2(a)). In double-blind format authors and
reviewers are unaware of each other (Figure 1.2(b)). In this work, we use reviews written
during ICLR 2019 and ICLR 2021, years in which the conference used the double-blind

format.
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1.2 Papers and Reviewers

Despite its importance, this process faces several challenges, such as finding qual-
ified reviewers to meet the growing demand for reviews. A study developed by White
[2019], analyzing journals and conferences proceedings in Science and Engineering and
indexed in Scopus, shows that from 2008 to 2018 there was an average increase of 3.8 in
research published in the world. In 2018, the scientific global production grew from 1.8
million, in 2008, to 2.6 million papers.

Kovanis et al. [2016] developed the first work whose objective is to measure the
sustainability of the peer review system. A mathematical model, fed with data extracted
from a bibliographic database called MADLINE, was used to estimate the quality of the
review process in terms of the number of reviewers available. The authors concluded
that the availability of reviewers outweighs the demand for reviews in all tested scenarios.
Meanwhile, the Publons [2018] report shows that for a publisher to get a review on a
paper, it is necessary to make an average of 2.4 invitations and, in 2025, this number
is expected to rise to 3.6 invitations. These two studies suggest that there is a high
number of possible reviewers available, however, the tendency is that the refusal to this
task increases, making the review process slower. According to Publons, the lack of time
is one of the biggest reasons for declining review invitations. This is understandable, since
the average time taken to carry out a review is 19.1 days [Publons, 2018]. During this
time, reviewers have to read the paper, write a report on the work, and give it a score.
The latter, although not the only factor, has a very important role in the final decision
regarding the paper acceptance. Chakraborty et al. [2020] showed that the score has a

correlation of about 90% with the final decision to reject or accept the paper.

1.3 Motivation

While it sounds simple, giving a fair score during the review process is a complex
task. On one hand, because the reviewer’s perception of the paper’s scientific strengths
and weaknesses only depends on their own experience and research background, the text of
the review should not change much with the venue of the publication. On the other hand,
because conferences and journals have different levels of acceptance rates and demands,
the score given by the review might vary accordingly. This is why it is common for a

paper to be rejected at one conference and accepted at another without major changes
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in the work [Smith, 2006]. For instance, a review pointing to a weakness related to the
lack of statistical significance tests in a given empirical result might be sufficient for a
rejection score in a highly competitive conference but not critical enough in other less
competitive conferences. The fact is that with the different reviewers’ backgrounds and
different conferences’ levels of acceptance rates and demand, even after the text of the
review is finished, the reviewer may be in doubt about the score that does more justice to
the text of the review and to be in doubt between accepting or rejecting the paper, which
makes the reviewer task even more difficult. In some cases, the paper is clearly positioned
on a thin line that separates it from rejection and acceptance, and which side the paper
goes on may depend on a score decision made with very little confidence. Papers around
this thin line between approval and rejection are usually called borderline papers, and for
many papers of this type, review scores and texts may be inconsistent |[Gao et al., 2019|.
In order to contribute to this process and help the reviewers and meta-reviewers,
classification models were created for two tasks: (1) predict the score of a paper
and (2) predict the acceptance decision of a paper (both highly dynamic values)
from the texts written by the reviewers (usually static information) [Ghosal et al.,
2019a; Deng et al., 2020]. However, just like for humans, this classification task is also
non-trivial and has several challenges involved. As we will show in this work, at different
stages of the review process, the same text can be associated with different scores, and
this can be a problem for supervised learning models. This change occurs in cases where,
after the reviewer releases the text of the review with its score, the authors have a period,
called rebuttal, to respond to the text written by the reviewers, clarify doubts and defend
the work. After this phase, the reviewer can change the score according to the author’s
answer. We will treat the period before rebuttal as pre-rebuttal and after post-rebuttal.
Another challenge is to accurately identify text reviews recommending borderline scores
(e.g. weak accept). Because these reviews make recommendations that are close to both
acceptance and rejection, they tend to have similar sentiments and features even when
they are recommending opposing scores, i.e., weak accept and weak reject. In other
words, this can make it difficult for models to learn meaningful features to differentiate
the positive borderlines from the negative borderlines. Unfortunately, it is common for
reviewers to have to deal with this situation, as the highest concentration of scores in the
most popular conferences are usually located in borderline scores [Deng et al., 2020].
Thus, before deploying an automatic peer review system, it is crucial to carefully
evaluate these classification models, especially with regard to the data used in the learning
process and their confidence when making a prediction. Therefore, it is essential to study
these difficult cases to understand the impact they have on existing classifiers. That way,
we will know if the performance of the models is being overestimated or underestimated
because of instances of certain types. Furthermore, with this impact mapped, models

will be developed so that their results are fairer and more transparent, which can help
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reviewers mitigate their errors and not propagate them. Unfortunately, until recently, the
lack of public databases containing review scores and texts made it difficult for this type
of work to be carried out. Currently, some databases containing the text, score and final
decision of a reviewer are already available, however, only one [Gao et al., 2019] has pre-
rebuttal and post-rebuttal records. Nevertheless, it is still unknown how much the reviews

that underwent these changes can influence the performance of classification models.

1.4 Goals

The peer review process is very important, however its success is directly related
to the performance of the reviewers, since they are the ones who score the papers and
decide which ones will be accepted or rejected. To make the process more efficient and
fair, works were developed to create models that predict the paper’s score and its final
status (accepted or rejected), based on the review report written by the reviewers and,
from that, can guide the reviewers’ decisions. Therefore, it is important to investigate
which scenarios these models may have more problems with. Based on this, the goals of

this work are:

1. Evaluating the performance of the state-of-the-art classification models in the tasks
of (1) predicting the score of a paper and (2) predicting the final acceptance decision
of a paper, when exposed to hard instances. Our hypothesis is that hard instances

negatively impact the performance of classifiers.

2. Discussing how close we are from systems in which the reviewers only write their
reviews and, from that, the score and the decision about the acceptance or rejection

of the paper is made automatically.

The models assessed in our work (DeepSentiPeer |Ghosal et al., 2019a], Hab-
Net |Deng et al., 2020], C-LSTM |Zhou et al., 2015], CNN-GRU |[Wang et al., 2016],
BERT |Devlin et al., 2019], RoBERTa |Liu et al., 2019] and XLNet [Yang et al., 2019)])
classify the review based on the complete text, and do not perform an aspect-based clas-
sification [Brauwers and Frasincar, 2021]. That means that the models do not identify
the aspect (i.e. clarity, originality, results) that the reviewers are evaluating.

Our experiments are conducted on data collected from the OpenReview.net website.
We collected reviews submitted to the ICLR conference in the years of 2019 and 2021. We
chose these two years because only in them we were able to collect data in the pre-rebuttal

and post-rebuttal phases. In total, we collected 14,459 reviews containing their texts and
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scores before and after the rebuttal. Each review is associated with a paper, which in
turn is associated with an acceptance or rejection decision. We only use reviews of papers
that have a decision and we only use papers that have all their reviews, totaling 4,035

papers.

1.5 Contributions

The tasks developed to achieve the objectives proposed in this work resulted in the

following contributions:

1. We present the general aspects of the data set we have collected and describe its
data distribution when taking into account the different states that a review can

have over time (through the pre-rebuttal and post-rebuttal phases).

2. We assess the overall performance of models created specifically for classifying sci-

entific paper reviews and models created for classifying text in general.

3. We assess the performance of models when exposed to instances considered more
difficult due to changes in the text and in the score, during the pre-rebuttal and

post-rebuttal phases, to measure the impact they have on the classification process.

4. We assess the performance of models when exposed to borderline reviews, and the
impact of changing borderline acceptance and rejection scores (e.g. “weak accept”)

to pure borderline scores (e.g. “neutral”) in the final decision of a paper.

5. We evaluate the errors made by the classifiers in order to understand how far these
models are from automatically executing the review score prediction and paper de-

cision prediction tasks without the need for human intervention.

1.6 Dissertation Organization

This dissertation is organized as follows:

e Chapter 2 provides some background definitions about text representation, text

classification and peer review process.
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e Chapter 3 provides a review of related work that address solutions developed to
help the peer review process, text classifiers used in peer review process and in

others domains, and hard instances.

e Chapter 4 describes the review score prediction and paper decision prediction prob-

lem. Besides that, it also describes the types of hard instances explored in this work.

e Chapter 5 provides the experimental setup of the work, describing the data set

and the models analyzed.

e Chapter 6 reports the experiments executed to measure the overall performance

of the classifiers and the impact of hard instances on the classification process.

e Chapter 7 reports the investigation about how close are the models to solving the

review score prediction and paper decision prediction.

e Chapter 8 concludes this dissertation recapturing the results, answering the hy-

potheses and presenting future work.
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Chapter 2

Background

2.1 Text Representation

Language, written or spoken, is a tool by which much information is produced.
According to a global survey carried out by DataReportal [2020], in January 2020 around
3.81 billion people accessed at least one social media, of which three of the five most
popular are intended for exchanging messages, they are: WhatsApp (2 Billions users),
Facebook Messenger (1.3 Billion users) and WeChat (1.16 Billion users). However, in
order for it to be used for machine learning, it is first necessary to represent it in an

adequate way to be interpreted by algorithms.

I have a dream

I [1000]
have: [0100]
a: [0010]
dream: [000 1]

Figure 2.1: Representation of the sentence "I have a dream" in one-hot encoding.

One way to make this representation is using one-hot encoding [Cerda et al., 2018].
In this approach, considering a vocabulary of size N, each word is represented by a vector
of size N filled with 1 in the position referring to the word and 0 in the other posi-
tions [Kowsari et al., 2019]. The Figure 2.1 shows a sentece! and its representation as
one-hot enconding. In this scenario, we consider a hypothetical four-word vocabulary.

Another way to represent a text is through a term-frequency vector [Salton and
Buckley, 1988|. In this approach, considering a vocabulary of size N, the text is represented
by a vector of size N, where each position represents a word. The vector is then filled

with the number of times a word appears in the text. Figure 2.2 shows a sentence? and

IMartin Luther King Jr.” quote
2 Archbishop Desmond Tutu’ quote
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its representation as a term-frequency vector. In this scenario, we consider a hypothetical

vocabulary compound only by the words of the sentence.

If you are neutral in situations of injustice, you have chosen the side of the oppressor.

if | you | are | neutral in | situations | of injustice have chosen the side opressor

1 2 L 1 1 1 2 1 1 1 2 1 1

Figure 2.2: Representation of the sentence "If you are neutral in situations of injustice,
you have chosen the side of the oppressor." in term-frequency vector.

Using also the frequency of words, it is possible to represent a text with a TF-IDF
(Term-Frequency Inverse Document Frequency) vector [Ramos et al., 2003], but, in this
case, the frequency of words in other texts is also considered. In this approach, first is
calculated how often a word w appears in a document d (Equation 2.1). Then, the inverse
frequency of the document is calculated, to measure the importance of this term when
considering the other texts (Equation 2.2). Lastly, the TF-IDF is the multiplication of

the term-frequency by the inverse frequency of the document (Equation 2.3).

quantity of word w in d

TFE,q = 2.1

- number of words in d (2.1)
number of documents

IDF,, =1 2.2

Og(number of documents with word w (2:2)

TF —IDF,.=TF,.*IDF, (2.3)

The approaches presented so far represent the text with a lack of semantic infor-
mation. For example, although small and little have similar meanings, there is nothing
in the one-hot vector, term-frequency vector, or TF-IDF vector to show this. Another
problem is that the word order in the sentences is not considered, so the sentences make
love, not war and make war, not love will be represented in the same way. However, it is
possible to represent texts in a way that semantic information is considered, using word
embeddings [Goldberg, 2016]. This technique uses algorithms called Neural Network to
learn features of words and transform them into a vector of real number. Many methods
have already been used to build word embeddings, some of them are Word2Vec [Mikolov
et al., 2013], and FastText [Bojanowski et al., 2017].
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2.2 Text Classification

The Text Classification task can be defined as an automatic categorization of a
text into one or more predefined classes, based on its content [Joseph and Ramakrishnan,
2015]. This classification is considered a supervised machine learning technique, because a
group of texts already categorized is used for machine learning [Kadhim, 2019]. Therefore,
a group of texts T' = {t1, ..., t,} with pre-defined classes C = {c1, ..., ¢} is used to
learn how to classify a new document d, into one or more classes in C' [Allahyari et al.,
2017).

Kowsari et al. [2019] highlight in their work four main levels to which textual

classification can be applied:

1. Document Level: The algorithm classify the complete document into some cate-

gory.

2. Paragraph Level: The algorithm classify a paragraph (a portion of a document)

into some category.

3. Sentence Level: The algorithm classify a sentence (a portion of a paragraph) into

some category.

4. Sub-sentence Level: The algorithm classify an expression (a portion of a sentence)

into some category.

Many approaches were used for Text Classification (Naive Bayes Classifier |[Rish
et al., 2001|, Support Vector Machine [Noble, 2006], K-Nearest Neighbor [Keller et al.,
1985]), but the Deep Learning models achieved better results in several Natural Language
Processing (NLP) tasks, including Text Classification, simulating the human brain to
learn characteristics of data [Kowsari et al., 2019]. The basic structure of a Deep Neural
Networks consists of one input layer, two or more hidden layers and one output layer
(Figure 2.3). The input layer receives the text representation and transfers it to the
hidden layers. In these layer, neurons perform calculations and transfer the results to the
output layer, the last layer. The output layer contains values that represent the network’s
response to a given task [Kowsari et al., 2019]. In the case of Text Classification, the final
layer represents the class to which a given text belongs.

The training of a Deep Learning Model, consists of taking the result of the final
layer, comparing it with the real class of an instance and checking how far they are from
each other. This distance is called error. The next step, called backpropagation, is to
use the error found to adjust the hidden layer weights with the purpose of calculating

them to generate results that make the error of the final layer decrease. Training ends
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Hidden Layver 1 Hidden Layer N

Text
Representation |

N = Neurons

Figure 2.3: An illustration of a basic structure of a Deep Neural Network.

when it reaches a certain condition, for example, training may stop when the learning
process repeats a predetermined amount of times, or until the error no longer decreases.

Other architectures emerged from this idea (CNN [Goldberg, 2016], LSTM |[Hochreiter
and Schmidhuber, 1997], BERT [Devlin et al., 2019]).
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Chapter 3

Related Work

3.1 Contributions to the Peer Review Process

Due to the importance of the peer review process, several works have already
been carried out with the aim of analyzing the process and contributing to make it more
transparent, fair and efficient. For example, Ragone et al. [2013]| analyzed the quality
of the peer review process at computer science conferences and identified the presence
of acceptance and rejection biases related to gender, author affiliation and geographic
location. It also highlights the presence of reviewers who tend to always give high or low
scores, which is known as rating bias. In this direction, Tomkins et al. [2017] also analyzed
the bias related to author affiliation, showing that in the single blind review process, the
fame of the authors or the institutions they belong gives a great advantage for acceptance.
In their works Silva and Vance [2017] discussed these biases, presenting the opinions of
several authors about them, with the aim of understanding the problems and deficiencies
of the review process.

During the NIPS conference, in 2014, Langford and Guzdial [2015] verified the
consistency of the process. They distributed 10% of the papers submitted to the conference
to be evaluated by two different groups of reviewers and noted that the groups diverged
in terms of acceptance or rejection in more than a quarter of the papers. Chakraborty
et al. [2020] used sentiment analysis to explore the correlation between the characteristics
of a paper and its final decision. The object of study was review’s texts from the ICLR
conference (2017, 2018 and 2019). They find that the appropriateness and the clarity are
the most relevant aspects in both acceptance and rejection.

In order to simplify and improve the assertiveness of an important step in the
review process, Charlin and Zemel [2013] and Anjum et al. [2019] develop systems that
associate papers with most suitable reviewers to evaluate them. Seeking to help editors
exclude papers outside the scope of the conference, Ghosal et al. [2019b] developed a
multiview clustering which, trained with previous papers, was able to predict whether

a new paper was within the scope of a given conference. The model was tested using
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lexical, semantic and bibliographic representations of the papers. Results were generated
for each of these representations and combinations between them. The best result was
achieved when using the combination between the lexical, semantic and bibliographic
representations of the paper, having an accuracy above 90% in the decision to keep or
withdraw a paper.

Exploring the content of review texts, Kumar et al. [2021a| developed a classifier to
perform aspect extraction and sentiment classification of sentences from a review. Thus,
given a sentence, the model is able to predict the aspect to which it refers (e.g. clarity)
and the sentiment polarity of the sentence (e.g. positive). In their work, Singh et al. [2021]
presented a database called COMPARE composed of sentences extracted from reviews,
that indicate to the papers’ authors the absence or presence of important references in the
paper. Singh et al. [2021] also use pre-trained language models and fine-tune them in the
COMPARE database to measure their performance in the task of identifying sentences
of this type in new reviews.

In order to assist in the meta-review phase, Bhatia et al. [2020] and Kumar et al.
[2021b] proposed models to automatically generate the meta-review text, a text that con-
tains a summary of the reviewers’ opinion and the final decision of the papers, facilitating
the work of the meta-reviewer. Seeking to contribute to the process, Bartoli et al. [2016]
proposed a deep neural network framework to generate review comments with a positive,
neutral or negative tone, given a paper. According to the work, approximately 30% of the
reviews generated were considered genuine by human reviewers. Furthermore, Gipp et al.
[2017] and Weber and Karcher [2020] proposed systems to increase the transparency and

security of the review and research processes.

3.2 Automatic Review Classification

3.2.1 Reviews in Other Scenarios

Researchers tried to use other approaches to improve the review process, and as
we do in this work, there are studies that evaluate and propose classification models to
decide whether a paper will be accepted at conferences based on their reviews. Classifiers
are already widely used in reviews of other scenarios and have achieved good accuracy
results.

In their work, Tsutsumi et al. [2007] created a model capable of classifying movie
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reviews’ opinions into positive and negative sentiment. Sagar et al. [2021], in the market
domain, evaluated and compared different approaches to classify product reviews. Al-
Smadi et al. [2018] explored the hotel reviews domain, with the aim of identifying in a
customer’s text which hotel service the text is referring to, and also the sentiment polarity
of the comment. Finally, Ganu et al. [2009] classified sentences of restaurant reviews,
according to the topic addressed (e.g. food, service, price). They also classified these
sentences in positive, negative or neutral sentiment and sentences with mixed polarity.
It is possible to make an analogy between the sentiment expressed in a movie review
(negative and positive) and the paper’s final status (rejected and accepted), or between
the number of stars given to a product and the score given to a paper. The customer task
and the reviewer task are similar, that is, to evaluate something. Nonetheless, differently
from Al-Smadi et al. [2018] and Ganu et al. [2009] that identify the aspect of the hotel and
restaurant that is being evaluated in the review, the classifiers used in our work classify
the entire text of the review without identifying the aspects of the paper that the reviewer

is referring to.

3.2.2 Challenges

Scientific paper reviews texts have different characteristics from the previously
mentioned review texts, which makes the task more difficult. As already mentioned by
Deng et al. [2020] and Wang and Wan [2018], scientific review texts have a larger size, since
reviewers have to write a more detailed opinion of several aspects of the evaluated paper.
Scientific reviews also have a mix of opinion text with non-opinion text, as reviewers
write in the report a summary of the paper and excerpts from the work (non-opinion)
and highlight strengths and weaknesses of the work (opinion). In adition, scientific reviews
usually mix positive and negative points, since it is normal for reviewers to have positive
opinions on some aspects, and negative opinions on others on the same paper, even when
the score is extremely positive or negative. All of these make it difficult for models to
capture the overall (or general) polarity of the review. Thus, efforts were made to develop
classifiers specifically designed for this type of text.

Another difficulty in the supervised classification of paper reviews is obtaining la-
beled data containing review texts with their corresponding scores, and the final papers’
situation (accepted or rejected). Therefore, some efforts were made to meet this need
and enable the study and proposition of classifiers. Soergel et al. [2013] developed the
platform called OpenReview.net, which serves as a communication channel between re-

viewers, meta-reviewers and authors. The data that is stored on the platform is made
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available through an API'. Kang et al. [2018] made available the first public database
containing 10,770 scientific reviews and suggested some tasks that could be explored from
it, such as predicting the score and the final decision of a paper. Hua et al. [2019] created
a database with 14,200 reviews, of which 5,050 are associated with the reviewers’ score, in
order to understand the content and structure of the reviews. A different effort was made
by Gao et al. [2019], who provided database containing the text and scores before (1,213
reviews) and after (1,275 reviews) the rebuttal phase of the ACL 2018 conference. They
also provided the text written by the papers’ authors during the rebuttal phase. In their
work, they analyzed the importance of the rebuttal phase to change the reviewer’s scores
and found that the persuasion, politeness and specificity of the authors’ response has
a statistically significant effect on changing the scores, especially for borderline papers.
However, score alignment among reviewers is the most important factor for a change to

occur.

3.2.3 Classifiers of Scientific Paper Reviews

From these and other efforts, classifiers were created specifically for the task of pre-
dicting the review score and the final decision of the paper. Kang et al. [2018], made the
baselines available for review score prediction and paper decision prediction tasks, using
the architectures: Convolutional Neural Networks (CNN) [Zhang et al., 2015], Recurrent
Neural Networks (LSTM) [Hochreiter and Schmidhuber, 1997] and Deep Averaging Net-
works (DAN) [Lyyer et al., 2015]. Then, Ghosal et al. [2019a] improved the results achieved
using an architecture that uses information from the paper and sentiments associated with
the review, extracted in an unsupervised way.

In another initiative, Deng et al. [2020] proposed a neural architecture that uses
three levels of encoders for text representation in addition to an attention mechanism.
The data provided by Kang et al. [2018] were used by these two works, but other reviews
needed to be collected to run their experiments. Authors of other works already cited here
(Bhatia et al. [2020] and Kumar et al. [2021b]), also sought to use the text of the reviews
to predict the final decision of the paper. These models were created with the aim of
making the review process fairer and more transparent, as they can guide the reviewer’s
decision, thus removing the subjective factor from the score and also preventing texts and

scores from not corresponding to each other.

thttps://openreview-py.readthedocs.io/en /latest /
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3.3 Hard Instances

Another serious problem inherent to text classification tasks is the unreliability
of the data, which can present instances that, for some reason, do not transmit their
classes clearly. These instances, known as hard instances can, therefore, overestimate or
underestimate the effectiveness of the classifiers. Smith et al. [2014] presented an idea
of what a hard instance would be, and defined them in the classification aspect of the
machine, that is, these instances are those that lead more classifiers to error. On the
other hand, Beigman Klebanov and Beigman [2009] defined hard instance in the database
annotation aspect, that is, when an instance is difficult to be annotated because it causes
doubt and confusion among the annotators, it is a hard instance. In another work,
Beigman Klebanov and Beigman [2014]| showed that these hard instances can hinder even
the learning of easy instances.

In the context of scientific paper reviews classification, the two concepts of hard
instances can be applied. The definition that explores machine classification is applicable
when thinking about existing classifiers and what types of instances make learning more
difficult for them. This aspect is important because we are looking for these instances,
and we aim to assess their impact.

The definition that explores the database annotation is applicable when we think
about the peer review process. The reviewer has as the final artifact of her/his assessment
the review text and a score, so the reviewer herself/himself labels the text she/he has
written with a score. It is desirable that this score is in line with the text that was
written and expresses the reviewer’s perception of the paper. However, as we said before,
scoring is not an easy task, which can lead the reviewer to have doubts about which score
to give to a particular paper, or worse, to give a score that is in disagreement with the
text of the review. This point is important for our work, as the input for learning the
supervised models is the review text and the score given by the reviewer.

Martins et al. [2021] proposed a methodology for finding hard instances in movie
reviews and showed that such instances are significantly more difficult to classify. To the
best of our knowledge, only Wang and Wan [2018| evaluated the impact of hard instances
on the review score prediction task. In their work, the authors proposed a new neural
architecture to predict the score of reviews and the final decision of the paper. More
important for the purpose of our work, they also showed that borderline reviews (hard
instances) are much harder to classify.

Unlike the work of Wang and Wan [2018| and others cited in this section, in this
work (i) we evaluated the overall performance of state-of-the-art models in review score
prediction and paper decision prediction tasks. Furthermore, we evaluated the impact of

two types of hard instances on these tasks: (ii) reviews that had their scores and /or texts
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changed during the rebuttal phase and (iii) borderline reviews. Regarding the latter, we
also evaluated the possibility of replacing borderline acceptances and rejections scores (e.g.
weak accept) by a single borderline score. Finally, (iv) we investigate how close are state-
of-the-art models to solving the task of classifying reviews and the final acceptance decision
of papers. Note that our goal is not to propose a new model for review classification, but
to investigate how the current state of the art behaves, especially in challenging scenarios

and problematic data.
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Chapter 4

Problem Setting

4.1 Problem Design

In this work, we seek to analyze the impact of hard instances on peer review
classification models and understand how far we are from having a system that helps
reviewers to score reviews and editors to decide whether a paper should be accepted
or not. To do this, we identify some instances that may be difficult to classify (hard
instances) and measure their impact on classification models. We will investigate two

prediction tasks: review score prediction (RSP) and paper decision prediction (PDP).

4.1.1 Review Score Prediction

The review score prediction (RSP) task concerns predicting a review’s score from
its text. Let R = {ry,r,...} be a set of paper reviews where each review r; = (t;, ;)
is associated with a text ¢; and a score s;. The objective of the RSP task is to learn a
classifier F(R) from R capable of predicting a §; score for the text of review ;.

In our dataset, reviews have scores from 1 to 10, but we understand that it is not
necessary for the classifiers to make such a harsh prediction, so we group together scores
that are similar within the context of acceptance and rejection of the paper. The first set,
which we will call the set S__, is composed of reviews associated with rejection scores,
that is, scores between 1 and 4. The second set, which we will call Sy_, is composed
of reviews associated only with the score 5, which denotes a rejection borderline score.
The third set, which we will call Sy, , is composed of reviews associated only with the
score 6, which denotes an acceptance borderline score. Finally, the fourth set, which we
will call S, ., is composed of reviews associated with acceptance scores, that is, scores

between 7 and 10. This approach allows for a clear division between scores that represent
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acceptance and rejection and, between these two sets, there is a division between what is
a clear position, whether acceptance or rejection, and a dubious position, in the case of
borderlines (Table 4.1).

Rejection ‘ Acceptance

1-4 5 | 6 7-10

Clear Position Dubious Position ‘ Dubious Position Clear Position

Table 4.1: Division of scores considering acceptance/rejection and clear/dubious position.

4.1.2 Paper Decision Prediction

The paper decision prediction (PDP) task concerns predicting the decision to ac-
cept a paper from its reviews. Let P = {p1,ps,...} be a set of papers submitted for peer
review. Each paper p; = (R;, d;) is associated with a set of reviews R; = {r},7?,...} and
a final decision d; € {0, 1} about its acceptance, where 0 denotes that the paper has been
rejected and 1 that has been accepted. As in the RSP task, each review r! = (t/,s]) € R;
is associated with a text t{, which describes the j-th opinion about the paper p;, and a
score sg, which is the corresponding score. The objective of the PDP task is to learn a

classifier F(P) from P capable of predicting a decision d; for a paper p;.

4.2 Hard Instances

The ideal scenario for classification models to perform well in RSP and PDP tasks
is one in which hard instances do not exist in both training and production phases,
that is, in their real-world applications. This means that it is desirable that all scores
s; correspond to the actual opinion described in the ¢; texts (RSP) and that all final
decisions d; correspond to the actual opinion expressed in the R; review set of paper p;

(PDP).
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4.2.1 Review States

However, as seen from the set of reviews we collected, a review can have different
states over time, which, as we hypothesize, can impact the performance of classifiers
in review score prediction. During the rebuttal phase, the reviewer has the option to
change the score given to the paper and, with that, change the text of the review. In a
worse scenario, the reviewer can also change the score and leave the text unchanged. To
differentiate reviews with different change states, we define review sets according to the
type of change they have gone through. Sets will be denoted by the notation S;77, where
S; refers to the existence or not of a change in the score and 7T refers to the existence or
not of a change in the text.

In the first set are the reviews of the state STy, that is, this set contains reviews
that have not changed either in the score (Sp) or in the text (7p). In this case, it is more
likely that the text ¢; is correctly associated with the score s; given by the reviewer. In the
second set are the reviews of the state ST}, that is, reviews that suffered alterations in
the text and in the corresponding score. Reviews of this set may still be consistent, that
is, the score s; may be representative of the content of the text t;, but it is possible that
the text changes are not sufficient to represent the score change. The third state contains
reviews from the set S;7j, that is, the reviews have not changes in the text ¢;, but have
changes in the score s;. This case is more difficult than the previous one, since the text ¢;
hardly corresponds faithfully to the score s; given by the reviewer. The fourth set, Sy7T7,
contains reviews that have not changes in score and have changes in text. In this case, the
text has probably changed with some additional explanation of the reviewer’s assessment,
and possibly the text is even more informative about the score than the previous text. We
will use the * symbol to group reviews from different sets. For example, the set S, T refers
to 51Ty U SpTy, that is, reviews that have changes in text and scores and reviews that
have changes in text and not in score. Note that 5,77 corresponds to the set containing
all the instances we consider difficult (hard) according to their states.

Our first hypothesis is that the performance of review score classifiers (RSP) is
significantly impacted by review states. Our second hypothesis is the presence of reviews
from different states also impacts the final decision regarding the paper (PDP). As men-
tioned in Chapter 1, Chakraborty et al. [2020] showed a strong correlation between the
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scores {s .} of the reviews of a paper p; and its final decision d;. Therefore, we
also associate the previously defined sets to characterize papers according to the types of
reviews they receive. A paper belongs to the set SyTo (or easy instance) if all its reviews
are from the set SoTp. A paper belongs to the set S.77 (or hard instance) if at least one
of its reviews are from the set SyT; or S;77 and none are from the set S;7y. Finally, a

paper belongs to the set S; 7y (or hardest instance) if at least one of its reviews are from
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the set S17j.

4.2.2 Review Scores

In addition to the change states that reviews can go through, a specific sce-
nario where text and score may not match closely is the case of reviews with borderline
scores. Under this circumstance, reviewers may have doubts between acceptance and re-
jection [Gao et al., 2019]. Moreover, a reviewer may write a text with several sentences
characteristic of an acceptance but assign a borderline rejection score to the paper (or
vice versa). In these cases, it is evident that the text (¢;) is not consistent with the score
(s;). This mismatch between text and score may impact the prediction of the review score
and also the final decision regarding the acceptance of the paper.

Thus, we will assess the impact of the review score classifiers (RSP) on the four
review sets: S__, Sp—, So+ and S;;. While reviews of the sets S__ and S, can be
considered easy instances, reviews of the sets Sy and Sy, can be considered hard instances
to be classified. Also, for the paper decision prediction task, we will group instances of
the sets Sp_ and Sy, into a new set Sy, to understand whether treating borderlines as
a single set does not harm performance of classifiers. Such design decision can ease the
task of reviewers because assigning a single borderline score (e.g. neutral) to a paper is
a much easier task for the reviewer than having to decide if a borderline paper should be

accepted (e.g. weak accept) or rejected (e.g. weak rejection) at a conference.
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Chapter 5

Experimental Setup

5.1 Dataset

We extracted our dataset from OpenReview.net. The data refers to reviews of
papers submitted to the ICLR conference in 2019 and 2021. In total, we collected data
from 14,459 reviews and 4,035 papers. From 2019 there are 4,358 reviews and 1,419 papers
and from 2021 there are 10,101 reviews and 2,616 papers. The main metadata collected

were:

e Review Texts: The text of the review report. Before the rebuttal phase, reviewers
write their impressions about the paper, can ask questions to authors and write
suggestions. Based on what the authors write in the rebuttal phase, reviewers can

complement the review text.

e Scores: The score given to papers by reviewers. The ICLR conference gives the
following meaning to each score: (1) Trivial or wrong; (2) Strong reject; (3) Clear
rejection; (4) Ok, but not good enough - Rejection; (5) Marginally below acceptance
threshold; (6) Marginally above acceptance; (7) Good paper; (8) Top 50% of ac-
cepted papers; (9) Top 15% of accepted papers; (10) Top 5% of Accepted (seminal

paper).

e Reviewer confidence: The reviewer’s level of confidence in the paper’s assessment.
The ICLR conference gives the following meaning to each confidence levels: (1) The
reviewer’s evaluation is an educated guess; (2) The reviewer is willing to defend the
evaluation, but it is quite likely that the reviewer did not understand central parts
of the paper; (3) The reviewer is fairly confident that the evaluation is correct; (4)
The reviewer is confident but not absolutely certain that the evaluation is correct;
(5) The reviewer is absolutely certain that the evaluation is correct and very familiar

with the relevant literature.

For training the models, only the review text and the score given after the rebuttal phase

were used.



5.1. Dataset 40

From the metadata, it is possible to identify the old and updated version of the
reviews’ texts, and also the score and confidences change in each phase (pre-rebuttal and
post-rebuttal). To identify the text change and extract the snippets added in the post-
rebuttal phase, we use the python difflib' library, which allows comparing two strings
and returning what’s different between them. To identify the change in score and in
confidence, it was only necessary to verify whether the score or confidence was different
in the two states. From this, we classify each review according to the logic expressed in
Chapter 4.2.

5.1.1 Dataset Characterization

Scores: As already mentioned previously, in our database reviews are scored between
1 and 10. Figure 5.1 shows the number of reviews that received each scores after the
rebuttal phase. Note that the most frequent final score in the conference were 6 and 5,

together they represent 48.19% of the database.
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Figure 5.1: Number of reviews per score.

thttps://docs.python.org/3/library /difflib.html
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Figure 5.2: Number of reviews per Score, distinguishing between 2019 and 2021 reviews.

Figure 5.2 shows the number of reviews per score, but this time making a distinction
between the reviews given to 2019 and 2021 papers. Observe that in the years 2019 and
2021, the order of frequency of the scores is the same, with score 6 being the most frequent

and score 10 the least frequent.

- Pre-rebuttal

- Post-rebuttal

Number of Reviews

171 177

Score

Figure 5.3: Number of reviews per score, distinguishing between pre-rebuttal and post-
rebuttal scores.
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Figure 5.3 shows the amount of reviews that received each score, but this time
making a distinction between pre-rebuttal and post-rebuttal scores given. Note that 5 and
6 were the most given scores by reviewers, and that together they already represented
48.15% of the dataset. It is also possible to notice that the number of reviews with scores
on the rejection side (<= 5) tends to decrease from pre-rebuttal phase to post-rebuttal
phase, while the number of reviews with scores that indicate acceptance (>= 6), with the
exception of the score 10, tends to increase. The change of scores after the rebuttal makes
the score 7, the fourth most frequent in the pre-rebuttal phase, become the third most
frequent score in the post-rebuttal phase, changing its position with the score 4, before

the third most frequent, and in the end, the fourth most frequent.

12 - Pre-rebuttal
- Post-rebuttal

4000

w
o
o
o

Number of Reviews
S
(@]
o

1000

S__ So- So+ S+
Score Set

Figure 5.4: Number of reviews per score set, distinguishing between pre-rebuttal and post-
rebuttal scores.

Figure 5.4 shows the number of reviews per score set, that is, with the scores
grouped according to the logic described in Section 4.1.1. Note that with the scores
grouped, the class with the highest amount of reviews is S__. Note also that this grouping
makes the classes have a more balanced amount. Figure 5.5 shows the score changes that
occurred between the pre-rebuttal and post-rebuttal phases. Note that among 14,459
reviews, 2,766 underwent class changes. Of those modified, 2,469 (89.26%) moved to a

higher score class and 297 (10.74%) moved to a lower class. Futhermore, observe that
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1,420 (51.33%) scores changed from a reject score to an accept score, while 146 (5.27%)

scores changed from accepted score to a rejected score.
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Figure 5.5: Number of reviews score set changes between the pre-rebuttal and post-rebuttal
phases

Reviewers Confidence: Figure 5.6 shows the number of reviews per level of confidence.
Note that the most frequent confidence is 4, with 4,880 reviews (48.73%).
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Figure 5.6: Number of reviews per reviewers confidence
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This confidence means that the reviewers are confident, but not completely sure about
the evaluation. The least frequently confidence is 1 with 125 reviews, meaning that only
0.86% of reviews were written as a guess. Overall, few reviewers from the conference and

years analyzed gave their scores with low confidence.

5000

4000

w
o
o
o

Number of Reviews
S
(@]
o

1000

Reviewer Confidence

Figure 5.7: Number of reviews per reviewers confidence, distinguishing between 2019 and
2021 reviews.
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Figure 5.8: Number of reviews per reviwers confidence, distinguishing between pre-rebuttal
and post-rebuttal confidence.

The Figure 5.7 shows the number of reviews per reviewer confidence level, but this

time distinguishing between the years of the ICLR conference. Note that in the years
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2019 and 2021, the order of confidences frequency is the same, with confidence 4 being
the most frequent and confidence 1 being the least frequent. The Figure 5.8 shows the
number of reviews that each reviewer confidence classes has, distinguishing between the
pre-rebuttal and post-rebuttal phases. Note that unlike the scores, reviewers do not change
their confidence much, after the rebuttal phase. Only 362 (2.50%) of the reviews had their
confidence changed.

Figure 5.9 shows the changes in reviwer confidence classes that occurred between
the pre-rebuttal and post rebuttal phases. Note that of the reviews with altered confi-
dence, 229 (63.26%) the confidence of frequency, while 133 (36.74%) it decreased.
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Figure 5.9: Number of reviwers confidence changes between the pre-rebuttal and post-
rebuttal phases.

Scores Set x Reviewers Confidence: Figure 5.10 shows the number of reviews in
the relationship between the score set and the reviewer’s confidence. The colors indicate
the magnitude of the values, that way, the closer to red, the lower the quantty of reviews,
and the closer to green, the higher the quantity of reviews.

Figure 5.11 shows the probability of the reviewers confidence, given the score that
she/he gave. The colors indicate the magnitude of the values, that way, the closer to
red, the lower the probability, and the closer to green, the higher the probability. Note
that regardless of the score, reviewers have a high probability of giving them with high

confidence.
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Figure 5.10: Number of reviews considering the score set and the reviwer confidence.
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Figure 5.11: Probability of the reviewer confidence based on the review score set.

Number of Words x Score Set:

Figure 5.12 shows the number of words in pre-rebuttal

text review, distinguishing between the score set given before the rebuttal. Figure 5.13
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shows the number of words in the reviewers’ answer to authors after the rebuttal phase.
At both figures, the information is represented by violin plots, in which, the wider the
violin body is on the Number of Word axis, the greater the number of reviews. The
Figures also bring the first, second and third quartile of the number of words in each of
the score set. Note that there is a tendency for reviewers to write more when the score
is lower, this behavior can be explained by the fact that it is necessary to write bigger

justifications for lower score.
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Figure 5.12: Number of words in pre-rebuttal review text per score set.
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Figure 5.13: Number of words in post-rebuttal review complement text per score set.
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Number of Words x Reviewers Confidence: Figure 5.14 shows the number of words
in the pre-rebuttal review text, distinguishing between the reviwer confidence level given
in pre-rebuttal phase. Figure 5.15 shows the number of words in the reviewers’ response
to authors after the rebuttal phase. Both also bring the first, second and third quartile of
the number of words in each of the classes. Note that there is a tendency that reviewers

with low confidence tend to write less before and after the rebuttal phase.
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Figure 5.14: Number of words in pre-rebuttal review text per reviewer confidence.
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Figure 5.15: Number of words in post-rebuttal review complement text per reviewer con-
fidence.
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5.1.2 Dataset Distribution for the Experiments

In Table 5.1 we describe the amount of instances of each class for both tasks
evaluated in this work. For the review score prediction task, the S__ group contains
4,144 reviews, the Sy_ group contains 3,441 reviews, the Sy, group contains 3,530 reviews
and the S, , group contains 3,344 reviews, a roughly balanced set in term of review
scores. For paper decision prediction task, there are 1,362 accepted papers and 2,673

rejected papers, slightly unbalanced towards the rejection class, as expected.

Data distribution
for Model Comparison

Review Score Prediction (RSP)

S So—  Sos Syt
4144 3441 3,530 3,344
Paper Decision Prediction (PDP)
Accepted Rejected
1,362 2,673

Table 5.1: Data distribution to analyze the overall performance of the models in the tasks
of review score prediction and paper decision prediction.

In Table 5.2 we describe the amount of easy instances and hard instances found
in the data regarding the state of the review. For the RSP task, there are 10,134 easy
instances (SoTy), 3,022 hard instances (SyTy U SiTy), and 1,303 reviews of the hardest
instance (S11p) class. For the PDP task, there are 1,501 easy instances (SoTy), 1,482 hard
instances (S, T), and 1,052 of the hardest instance (S;7y) class. Note that the amount of

hard instances is significant, which can be a challenge for classifiers.

Data distribution
for Review and Paper Classes

Fasy  Hard Hardest

Review Score

Prediction (RSP) 10,134 3,022 1,303

Paper Decision

Prediction (PDP) 1,501 1,482 1,052

Table 5.2: Data distribution to analyze the performance of models in the tasks of RSP
and PDP when exposed to hard instances related to score and/or text change.
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Finally, in Table 5.3 we show the amount of hard instances regarding the scores
of the review. In order to isolate the impact of the review score from the review state,
for both tasks we only consider reviews that have not gone through any change in the
process (easy instances). For the review score prediction task, the S__ group contains
3,153 reviews, the Sy_ group contains 2,325 reviews, the Sy, group contains 2,269 reviews
and the S, . group contains 2,387 reviews. For paper decision prediction task, there are

324 accepted papers and 1,177 rejected papers.

Data distribution
for Borderline Reviews

Review Score Prediction (RSP)

S So—  Sos Syt
3,153 2,325 2,269 2,387
Paper Decision Prediction (PDP)
Accepted Rejected
324 1,177

Table 5.3: Data distribution to analyze the performance of models when exposed to hard
instances related to borderlines.

5.2 Models

In this work we will evaluate several state-of-the-art models for the review score
prediction (RSP) and paper decision prediction (PDP) tasks. The first, DeepSentiPeer
[Ghosal et al., 2019a], to perform the score and and the final decision prediction tasks,
it was trained only with the review texts (one of the three approaches proposed by the
authors), as shown in Figure 5.16 and Figure 5.17, to maintain consistency with the
other models evaluated in this work. Furthermore, unlike what is done in Ghosal et al.
[2019a|, where the model is evaluated in a regression task, here it will be evaluated in
a classification task. Although the distance between borderline rejection instances (Sy-)
and acceptance borderline (Sp) is small, such evaluations represent different spectrums
in the context of the final decision of the paper and wrong classifications of these scores
should be penalized with due rigor.

The second, HabNet [Deng et al., 2020], is trained with the texts of the reviews to
predict the score (Figura 5.16) and the final decision (Figura 5.17), and already originally
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treat these tasks as classification tasks. The model was initialized with pre-trained GloVe

embeddings following the authors’ guidelines.

Review

Figure 5.16: Approach used for the task of predicting the score of a paper. The model is
trained on the review text, and predict the score class.

-
Z [ PDP 4 \
o | |

E > ||\ Model ,-'l - '-._ Accepted ;I

N S

Figure 5.17: Approach used for the task of predicting the final decision of a paper.
(DeepSentiPeer and HabNet). The model is trained on the text of all reviews of a paper,
and predict the final decision.

We also evaluated other state-of-the-art text classification models, such as C-
LSTM |Zhou et al., 2015] and CNN-GRU |Wang et al., 2016], which were initialized with
pre-trained word2vec vectors generated from within Google News data set. BERT |Devlin
et al., 2019|, RoBERTa |Liu et al., 2019] and XLNet [Yang et al., 2019] were pre-trained
with texts from Wikipedia and BookCorpus. For all these models, the prediction of the
score (RSP) is made from the review texts (Figure 5.16). For the prediction of the final
decision (PDP), we used a different approach from the ones proposed by the DeepSen-
tiPeer and HabNet models. Instead of using the review text, we use the output of the
trained model for the RSP task. In other words, we train the model normally for the
task RSP, then, for each review r;, we collect the probability given by the model of the
text t; corresponding to a score belonging to the groups S__ ( P__(t;)), So— (Po—(t:)),
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Sot+ (Pos(t;) ) and Sii (Pyy(t;)). Then, for each paper p;, we group all the calculated
probabilities for all reviews r; € R; into a single matrix, which serves as input to a layer

(Multilayer Perceptron) responsible for training and predicting the final decisions.
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Figure 5.18: Number of papers per number of reviews.

As the number of reviews (|R;|) per paper varies between 2 and 6 (Figure 5.18),
the size of the probability vectors also varies between 8 and 24. To make the input vector
for the MLP a fixed size, we define its size as 24 and we did a average padding to fill in
the missing values. In other words, for all papers with less than 6 reviews, we take the
(column-wise) average among the probability vectors and create new vectors with these
averages until completing 6 vectors. Thus, all papers are associated with inputs of the
same size, that is, vectors of size 24. We tried other ways to handle these differences, but
the results were similar or worse (Appendix A).

Figure 5.19 illustrates the approach used. Each one of the reviews associated to
papers is submitted to a review score prediction (RSP) model (C-LSTM, CNN-GRU,
XLNet, RoBERTa, or BERT) trained to predicted the score class (S__, Sp_, Sp:, and
Sy4) of a review from the text written by the reviewer. From these trained models, we
extracted the probability of each reviews belong to one of possibles score class (P__, Py_,
Pyy, and P,,). A new vector is created containing the average of the probabilities of the
vectors generated by the RSP models. Then, all the vectors are concatenated to create
a matrix. The vector that contains the averages probabilities is repeated in the matrix
util it has six rows, that is the maximum amount of reviews that a paper can have in
our database. The matrix is used as input to train of the MLP model, whose goal is to

predict the final paper decision.
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Figure 5.19: New approach used for the task of predicting the final decision of a paper.
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Chapter 6

Experimental Results

6.1 Model Comparison and Overall Results

In order to understand the feasibility of an automatic review classification system,
our first step is to assess the overall performance of the models. For this, we performed a
5-fold cross validation and calculated the mean and standard deviation of the accuracy.
To assess the statistical significance of the results, we ran the t-test to determine if there
was a significant difference between the means.

Note in Table 6.1 that in the review score prediction (RSP) task, the models
HabNet and BERT performed best. The models RoBERTa, DeepSentiPeer and XLNet
were statistically tied and had the second best performance. Finally, C-LSTM and CNN-
GRU had the worst results, having a performance 50% lower than the best models. It
is important to highlight that among HabNet and DeepSentiPeer, created specifically for
the studied task, DeepSentiPeer had a statistically worse performance, being also behind
BERT.

Observe in Table 6.1 that, for the paper decision prediction (PDP) task, BERT,
DeepSentiPeer and HabNet performed best, being statistically tied. RoBERTa and XLNet
models were statistically tied with the second best performance. Finally, C-LSTM and
CNN-GRU were tied and presented the worst performance, with a performance of 14%
lower. It is important to emphasize that the models created specifically for the studied
task, HabNet and DeepSentiPeer, had a similar performance to BERT'.

Regarding the results, for the RSP task, the best models had an average accuracy
of ~ 50%, while for the PDP, they had an average accuracy of ~ 75%. These results
suggest that we are still far away from a completely autonomous peer review system, both
in terms of scoring the reviews and deciding the acceptance of a paper. Also note that
the proposal to use the output of the trained model for the RSP task in the PDP task
had a similar performance when compared to the strategy used by the DeepSentiPeer
and HabNet models, which use only the text of the reviews to predict the final decision.

Finally, observe that there is an expected correlation between the two tasks, that is, the
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best (worst) models in the RSP task are also the best (worst) models in the PDP task.

Overall Results

Review Score Paper Decision
Prediction (RSP) Prediction (PDP)

Model et Mot
DeepSentiPeer ( j?'g?ﬁ% ) (Jf}'g?g%%)
HabNet (Jj?.g.lg(z)%) (+;?-g?6(§>%)
Model "ot RSP Output
C-LSTM ( jﬁ"fﬁ’%) (ﬁ?'g?o%%)
RNN-GRU (ﬁ'gﬁ%) <+3?S-50?%>
XLNet (;;%(2)%%%) (+;:-))§E;§%)
RoBERTa ( j?.?%zo%) (+7L(8).56ZO%)
BERT ( —i—j?f ?0%)%) (+7-3.(8).89§)%)

Table 6.1: Accuracy of models in RSP and PDP tasks.

6.2 Impact of Changes After the Rebuttal

Having assessed the overall performance of the classification models on both tasks,
our next step is to see how they deal with the first type of hard instances, those related to
review and paper states throughout the process. For that, we will use the two models that
had the best performance in the previous tasks, HabNet and BERT. Furthermore, this
choice will also allow us to evaluate the performance of two different training approaches
in the PDP task. While HabNet is trained only with reviews texts, BERT is trained with
the outputs of the model trained for the RSP task, that is, it is indirectly trained with
the predicted scores (Figure 5.19).
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6.2.1 Scenarios

To assess the impact of hard instances on model training, three different training
scenarios were considered for each task. For the task RSP, in the first scenario, we train
the models only with reviews from the group So7Ty (easy instances), in the second, with
reviews from the group SyTo U S. T} (easy instances + hard instances) and, in the third
(easy instances + hard instances + hardest instances), using all reviews. For the PDP
task, in the first scenario we train the models only with papers from the group Sy7o (easy
instances), in the second, with papers from the group SyTo U S. 71 (easy instances +
hard instances) and, in the third, with all papers (easy instances + hard instances +
hardest instances). Afterwards, each trained model was tested separately in groups of

easy instances, hard instances and hardest instances corresponding to each task.

6.2.2 Results

Note in Table 6.2 that, for the review score prediction task, the HabNet model
performed better than BERT to predict instances of the S, T} group, regardless of the

Review Score Prediction (RSP)

Test
Hard
Scenario Easy Hard Hardest +
Hardest
52.44% & 40.44% & 43.36% # 41.32% &
(+/- 0.63%) (+/- 1.39%) (+/- 1.88%) (+/- 0.79%)
Fasy 52.06% < 43.18% & 45.90% & 42.04% &
(+/- 0.40%) (+/-1.23%) (+/-2.44%) (+/- 1.32%)
51.60% & 42.92% & 41.52% & 42.50% &
Trai Easy  (4/- 1.11%)  (+/- 1.43%)  (+/- 3.28%) (+/- 1.27%)
ain +
Hard 51.61% & 47.22% < 43.74% < 44.67% &
(4+/- 0.63%) (+/- 0.83%) (+/- 2.76%) (+/- 1.48%)
Easy 52.02% & 42.62% & 44.74% & 43.26% &
H;d (+/-0.711%) (+/- 1.09%) (+/- 2.14%) (+/- 1.13%)
+ 51.57% & 46.59% < 45.28% < 44.35% &
Hardest (4 /. 0.79%) (+/- 0.75%) (+/- 2.34%) (+/- 1.43%)

Table 6.2: & BERT and <) HabNet. Accuracy in review score prediction task.

training scenario. For the other groups, the performance was similar. The addition of
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hard instances and hardest instances to training impacted the prediction of instances
of the 5,77 group by the HabNet model. In this case, surprisingly, the more difficult
the instances, the better the model’s performance. For the other cases, the addition of
these instances in training did not change the performance of the models. Regardless of
the training model and scenario, the prediction of instances of the SyTy group was, as
expected, better than the instances of the 5,77 and STy group. The biggest difference
between the worst and the best case, within the same training scenario, was 12% (Model:

BERT, Training: easy instances, Test: easy instances, Test: hardest instances).

Paper Decision Prediction (PDP)

Test
Hard
Scenario Easy Hard Hardest +

Hardest

84.81% & 74.83% & 61.50% 69.30% &
(+/- 1.837%)  (+/- L11%)  (+/- 1.48%)  (+/- 0.91%)

Easy 83.54% & 72.33% & 67.21% O 68.55% <O
(+/- 1.21%) (+/- 1.10%) (+/- 3.85%) (+/- 1.57%)

86.74% & 75.84% & 65.40% & 70.84% &
Trai Easy  (4/- 1.62%) (+/- 2.76%) (+/- 3.54%) (+/- 2.77%)

aimn +

Hard 84.28% & 75.24% & 67.78% & 71.31% &
(+/-0.75%) (+/- 1.14%) (+/-2.69%) (+/- 1.47%)

Easy 85.81% & 75.98% & 65.78% # 72.93% &
iy (F/-2.08%)  (+/-2.35%)  (+/-206%) (+/- 1.64%)

+ 83.48% & 75.84% & 67.68% < 71.67% &
Hardest (4 /0 1.40%) (+/- 1.29%) (+/-2.31%) (+/- 1.71%)

Table 6.3: & BERT and ) HabNet. Accuracy in paper decision prediction task.

For the paper decision prediction task, observe in Table 6.3 that HabNet performed
better than BERT to predict instances of the &;7y group when trained with the Sy7,
group. For the other groups, the performance was similar. The addition of more difficult
instances to training impacted the prediction of instances of the group S.7; and S;7, by
HabNet and BERT respectively. In these cases, as for the RSP task, surprisingly, the
more difficult the instances, the better the model’s performance. For the other cases, the
addition of these instances to the training did not change the performance of the models.
As with the RSP task, regardless of the model and training scenario, the prediction of
instances of the group Sy7y was better than the instances of the group S,7; and §;7;. The
biggest difference between the worst and the best case, within the same training scenario,
was 23.31% (Model: BERT Training: easy instances, Test: easy instances, Test: hardest
instances).

In short, the results in this section suggest that reviews that went through changes

in the process (hard instances) are the hardest to classify. We also observed that adding
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such instances in training does not harm their performance in easy instances, but improve

their performance in hard instances (RSP) and in all classes (PDP).

6.3 Impact of Bordeline Reviews

In this section we investigate the impact of hard instances related to borderline
scores. For this, we will use only BERT, as in addition to having obtained the best results
in both tasks, it also allows for an additional experiment to be carried out. In order to
investigate whether it is really necessary to impose an acceptance decision on all review
scores, we will evaluate BERT on the PDP task when it is trained with only three classes
of scores (S__, Sp. and S, ) instead of four (S__, Sy_, Sp4, and S ).

6.3.1 Results

First, in Table 6.4, we show how BERT performs in binary classification tasks,
where the goal is to tell apart one group (e.g. S__) from another (e.g. S, ). As expected,
when BERT is working with the easiest classes (S__ and S, ), the performance is 55.53%
greater than when it tries to separate the most difficult instances (Sp_and Spy), i.e., a
difference in accuracy of 31.43%. Also, note how borderline instances degrade the classifier

performance.

BERT
One vs One

S__ wvs So_ S__vs S(H- S()— VS So+

63.36% 78.26% 56.60%
(+/- 1.49%)  (+/- 1.41%)  (+/- 1.19%)

S++ VS SOJ,- S++ VS SO— S__vs S++

62.24% 78.65% 88.03%
(£/- L10%) (/- 1.33%) (+/- 1.01%)

Table 6.4: Accuracy in the review score prediction (RSP) task. Training and testing with
just two classes.

When the classifier have to separate instances with opposite decisions (accept/reject) and
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one of them is a borderline (eg. S, and Sy_), the performance is 10% lower than between
instances with easy opposite decisions and no borderline score (S__ and S, ).

We now evaluate whether BERT trained with a single neutral score (Sp.) instead of
two (Sp— and Sp) with harm its performance in the PDP task. Observe in Table 6.5 that
grouping borderlines into a single class Sy, caused a drop in accuracy when predicting easy
instances (= 85% to ~ 81%). For the hardest instances, the accuracy was statistically the
same. Surprisingly, for hard instances, grouping borderlines into a single class resulted in

a performance improvement (=~ 75% to =~ 80%).

BERT - Paper Decision Prediction (PDP)

Test
Hard
Scenario Easy Hard Hardest +
Hardest
80.89% 79.29%% 64.73% 72.53%

Train  Easy (+/- 1.65%) (+/-250%) (+/-3.30%) (+/-2.31%)

Table 6.5: Accuracy in the PDP task. Training on Easy instances. Test on Easy, Hard,
Hardest and Hard + Hardest instances.

The results suggest that distinguishing the borderline classes from one another is
a difficult task, however, dividing the borderline classes into two may not be necessary, as
this does not make the models perform better than the scenario in which the borderlines

are together.
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Chapter 7

How far are we?

After analyzing the impact hard instances have on classifiers, we now seek to
understand how far we are from being able to automate the process of scoring a paper
solely based on the review text and deciding whether a paper should be accepted or
rejected. For this, we measure the magnitude of the classifier error. At the time of
classification, the classifier yields the probabilities of an instance to belong to each class.
The class with the highest probability is chosen as the predicted class. We define the
magnitude of the classifier error as the difference between the probability given to the

incorrectly predicted class and the probability given to the correct class.

7.1 Review Score Prediction (RSP)

Table 7.1 shows the average confusion matrix for the review score prediction after
five runs. As expected, the classifier tends to confuse neighboring classes, for example:
~ 158 instances that should be predicted as S__ were predicted as Sy_; &~ 124 instances

that should be predicted as S, were predicted as Sy .

Correct Class x Predicted Class (RSP)
Predicted Class

RCGE:V S So- So+ Siq

g 387.2 158.2 67.6 17.6
T (+/-24.39) (+/-13.64) (+/-13.64)  (+/-3.97)

S 119.4 184.8 124.8 36

Correct 0= (+/-12.75)  (+/- 8.81)  (+/-9.94) (4/-7.37)

Class s 37.2 105.6 184.8 126.2
o+ (+/-7.13)  (+/-11.37) (+/-T7.05) (+/-12.27)

12.6 34.4 124.4 306

S+ (+/-1.49)  (+/-11.37)  (+/-24.92) (+/- 27.87)

Table 7.1: Confusion matrix of RSP task, with the average number of instances. This
table refers to the scenario where the model was trained and tested in Easy instances.
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Table 7.2 describes the average magnitude of the error when the classifier makes a
mistake. The highest difference is 50.20%, when the correct class is Sy and the classifier
predicted S, . This means that when such mistake occurs, the difference between the
probability given by the classifier to the incorrect class (S, ) and the correct class (Sy-)
is, on average, 0.502. In fact, note that when the classifier makes an error, the magnitude
of the error is large, since in the best case, the average distance between the probabilities
is 21%. Surprisingly, also note that the greater the distance between the score values,
the greater the classifier error, that is, the greater the difference between the probability
given to the correct class and the probability given to the incorrectly predicted class. This
suggests that the classifier is fairly confident of these mistakes, which may characterize a
discrepant instance, i.e., a review text that conveys the opposing polarity of its associated

score.

Classifier Error - Correct Class x Predicted Class
Wrong Predicted Class

Review

Class S So- So+ S+
g . 21.18% 35.24% 49.13%
- (+/-12.93%) (+/- 13.17%) (+/- 17.39%)
s 35.30% . 25.40% 50.20%
Correct 0= (+/- 24.01%) (+/-15.45%) (+/- 17.89%)
Class g 49.59% 24.74% % 36.18%
O (4/-20.69)% (+/-15.45%) (+/- 23.95%)

g 49.24% 40.24% 23.75%
T (+/-13.92%)  (+/- 10.92%)  (+/- 13.92%)

*

Table 7.2: Average difference between probabilities given to correct classes and probabil-
ities given to wrong predicted classes.

Inspired by this conjecture, we conducted the methodology proposed by Martins
et al. [2021] to identify hard instances in polarity classification tasks, which is able to
identify texts with discrepant and neutral polarities. To do that, we selected 24 reviews
for each of the scenarios that had the highest average probability error, which are: (i)
instances of class S__, but predicted as S, ; (ii) instances of class Sy_, but predicted as
S 45 (iii) instances of class Sy, but predicted as S__ and (iv) instances of class S, ., but
predicted as S__. Note that these are also the most distant classes from each other. The
24 instances chosen for each scenario are composed of the 12 instances with the highest
error and 12 instances with the lowest error. In total, 96 instances were chosen.

A researcher with high peer review experience was asked to read the reviews, to
score them (playing the role of the classifier) and indicate if she/he felt in doubt when
rating them. According to Martins et al. [2021], reviews in which the annotator is in doubt
about its polarity are neutral hardest instances. On the other hand, reviews for which
the annotator is certain about its polarity and makes a mistake are discrepant hardest

mstances.
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Human Prediction - All Reviews

Predicted Class

S__ 15 4 4 1
Correct So— 5 11 3 5
Class So. 7 7 8 5
Siy 2 4 6 12

Accuracy 47.91%

Table 7.3: Confusion matrix with all instances scored by the human.

Human Prediction
Reviews with Highest Error

Predicted Class

S__ 6 1 4 1
Correct So— 0 7 1 4
Class So. 4 3 5 0
Sio 2 2 4 4

Accuracy 45.83%

Table 7.4: Confusion matrix with instances scored by the human, considering only the
instances with the highest errors.

Human Prediction
Reviews with Lowest Error

Predicted Class

S__ 9 3 0 0
Correct So— 5 4 2 1
Class So. 3 4 3 2
See 0 2 2 8

Accuracy 50%

Table 7.5: Confusion matrix with instances scored by the human, considering only the
instances with the lowest errors.
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Observe in Table 7.3 that the human classifier had an overall accuracy of 47% in
instances where the model failed (0% accuracy). Also note that the human performed
worse (Accuracy: 45.83%) on instances where the machine classifier error was higher
(Table 7.4), when compared to the performance (Accuracy: 50%) on instances where
the machine classifier error was lower (Table 7.5), indicating that, in fact, this group of

instances may have more misleading texts.

Human Prediction
Reviews without Doubt

Predicted Class

S__ 15 2 1 1
Correct So— 5 7 0 5
Class So. 7 9 7 9
Siy 2 5 12

Accuracy 54.66%

Table 7.6: Confusion matrix with instances scored by the human, considering only the
instances that the human had no doubt.

Considering the two types of hardest instances proposed by Martins et al. [2021],
for 21 (22%) instances the annotator was not certain about their polarities, that is, 22% of
the instances in this sample are neutral hard instances. The accuracy for these instances
was only 23% (Table 7.7), significantly lower than for the instances in which the annotator
did not have any doubt: 54.66% (Table 7.6).

Human Prediction
Reviews with Doubt

Predicted Class

Review

Class
S__

S So_ Sor Sis

0
Correct So— 0
Class So. 0
0

2
4
5
2

— = W W

0

0

0
St 0
Accuracy 23.80%

Table 7.7: Confusion matrix with instances scored by the human, considering only the
instances that the human had doubt.
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Moreover, for 34 (35.41%) instances the annotator was certain about the polarity
of the text, a mistake was made. These are the discrepant hard instances, which had a
significance presence in our sample. For this instances, both the machine classifier and

the human annotator made a mistake, and both were confident about their predictions.

7.2 Paper Decision Prediction (PDP)

Each cell of Table 7.8 shows the average confusion matrix for the review score

prediction considering each of the train x test scenario, after a 5-fold cross validation.

BERT - Correct Class x Predicted Class (PDP)

Test
Scenario Easy Hard Hardest Hard + Hardest
Eas ©0225.2; 4102 O 182.4; #4138 ©91.6; 4 11.4 < 268.6; & 30.6
Y & 35.4; 5294 &60.8;39.4 & 70.6;36.8 & 125;< 82.6
Easy
Trai n 02222, 4132 QO1174; 4188 QV91; #4102 O 266.8; & 324
am Hard W 266: 0382 #528 0474 6080466 & 115.4; & 922
Easy
Hzrd ©217; #4184 0 165.6; & 30.6 © 83.2; 4 19.8 © 244.4; & 54.8
N & 24.2; $ 40.6 & 40.6; & 59.6 & 52.2; & 55.2 & 82.4; & 125.2
Hardest

Table 7.8: ©: Rejected Papers, predicted as Rejected Papers; #: Rejected Papers, pre-
dicted as Accepted Papers; &: Accepted Papers, predicted as Rejected Papers; {: Ac-
cepted Papers, predicted as Accepted Papers. Confusion matrix of PDP task, with the
average number of instances.

Taking the case Easy (train) x Easy (fest) as an example, the cell is a confusion matrix
which indicates that in this scenario: (©) 222.2 papers predicted as rejected, were in fact
rejected; (M) 10.2 papers predicted as accepted, were actually rejected; (&) 35.4 papers
predicted as rejected, were actually accepted and () 29.4 papers predicted as accepted,
were in fact accepted. Therefore, the main diagonal (O and <) is composed of the cases
where the classifier made a correct prediction, and the secondary diagonal (& and &) is
composed of the cases where the classifier made an incorrect prediction.

That said, observe that BERT is more likely to make an incorrect classification of
instances that indicate acceptance of a paper in a conference. This is expected, as the

dataset is slightly imbalanced towards the rejection class. However, when BERT is trained
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with hardest instances, the classifier precision on instances that were accepted increase
significantly, it was able to predict acceptance decisions more correctly than incorrectly.

Table 7.9 describes the average magnitude of the error when the classifier makes a
mistake in the PDP task. Observe that the magnitude of the error is considerably high

in all scenarios, with the smallest difference is approximately 45%.

BERT - Classifier Error - Correct Class x Predicted Class (PDP)

Test

Scenario Easy Hard Hardest Hard + Hardest
Easy A 65.12%; & 84.02% & 57.85%; & 77.54% & 54.74%; & 73.17% & 53.58%; & 72.40%

Easy
+ & 58.48%; & 78.41% & 56.80%; & 71.43% M 45.47%; & 61.40% & 51.79%; & 64.70%

Trai
ram Hard

Easy
+
Hard & 55.25%; & 70.62% & 49.86%; & 63.66% & 52.63%; & 61.60% & 47.18%; & 58.35%
+
Hardest

Table 7.9: #: Rejected Papers, predicted as Accepted Papers; &: Accepted Papers,
predicted as Rejected Papers. Average distance between probabilities given to correct
classes and probabilities given to wrong predicted classes.

However, it is interesting to note that as more difficult instances are added in training or
testing, there is a tendency for this error to decrease, indicating that the presence of hard
instances can help to guide the perception of the classifier, although the absolute amount
of incorrectly predicted instances is still large (Table 7.8).

In summary, the results shown in this section indicate that when the classifiers
make mistakes, the distance between the incorrectly predicted class and the correct class
is large, reinforcing that we are still far from having an autonomous peer review system.
However, as shown in Section 7.1, humans have also difficulties to correctly classify the
scores of reviews. Thus, for completely automatic peer review system to be deployed,
maybe the entire process of writing a review should be rethought and redesigned to a
more structured an unambiguous format, where the pros and cons of each paper are

clearly stated, both semantically and in terms of their importance for the reviewer.
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Chapter 8

Conclusion

8.1 Overview

In this work, we evaluate the performance of the state-of-the-art models in two
tasks: review score prediction and paper decision prediction. In addition, we evaluated
how they behave when exposed to more difficult instances (hard instances). The results of
the experiments showed how important it is to pay attention to this type of instance if we
want to have automated systems to help reviewers, editors and the scientific community
in general. We believe that our findings can help our community to quantify how far
we are to fully automated peer review systems, in which the reviewers only write their
reviews and the system makes the rest of the decisions.

First, we investigated whether the performance of review score classifiers (RSP)
is significantly impacted by review states. Next, we analyzed if the presence of reviews
from different states also impacts the final decision regarding the paper (PDP). Our
experiments revealed that, in general, hard instances of this nature do not significantly
impact the performance of classifiers when added to training. This behavior is observed in
both the RSP task and the PDP task. However, it is evident that the models have more
difficulties in predicting the score and final decision of papers when the text of the reviews
underwent modifications after the rebuttal phase. In the worst case, the difference was
12% in the RSP task and 23.31% in the PDP task.

We also investigated the impact of having a single borderline score (instead of
the traditional weak reject and weak accept scores) in the review process. The idea is
that this aggregation can make the task of reviewers easier. The results revealed that,
as expected, borderline scores are the most difficult instances to be classified. The most
difficult scenario for classifiers is to differentiate borderline acceptance score from border-
line rejection score, indicating that the line between these two scores is quite small. The
results also showed that transforming the two borderline classes into one, in general, does
not significantly alter the classifier performance. This suggests that this borderline score

division might not necessary, which can make the reviewers’ task easier.
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In order to present quantitative results regarding how far we are from having a
system capable of automatically accepting or rejecting an paper, we investigated the
confidence of the classifiers when they make mistakes. To do that, we computed the
difference between the probabilities yielded by the classifier for the incorrectly predicted
class and the correct class. The results revealed that when the classifier makes mistakes,
this difference is usually high, indicating that the classifier makes mistakes with a high
confidence. More specifically, we noticed that ~ 50% of the instances in the RSP task and
~ 23% of the instances in the PDP task were incorrectly classified with a high confidence.
This indicates, therefore, that we are still far from a system capable of scoring a paper
from its review and from automatically accepting or rejecting it. However, as shown
in Section 7.1, the difficulties faced by machine classifiers are also faced by humans.
This indicates that for the deployment of an automatic peer review system, it may be
necessary to rethink the entire review writing process, so that the positive and negative
characteristics of the papers are clearly informed, both semantically and in terms of their

importance for the reviewer, in a way that the reviewer’s position is clearly identified.

8.2 Future Work

We believe that the main direction for future work is the development of classifi-
cation models that can classify more efficiently the hard instances presented in this work.
Furthermore, it would be interesting that data from other conferences are analyzed and
used to train existing or new models, in order to assess the particularities of each of these
conferences, as well as the behavior of reviewers from other scientific communities.

As showed by Chakraborty et al. [2020], there is a strong correlation between the
scores received by a paper and its final decision, which is why we use the report written
by the reviewer, which should express the score, to train the model to predict the final
decision. Nonetheless, we recognize that other information in the peer review process is
considered in the paper’s final decision, such as the reviewer’s confidence, the author’s
answers in rebuttal phase, and the meeting with the reviewers and meta reviewers. We
believe that in future works this information could be used in the training of a peer review
automatic system.

We also recognize that a system fully responsible for predicting the score and the
final decision of a paper, even considering the comments written by the reviewer, raises
ethical questions that should be addressed. We understand that it requires a long and
careful discussion, and this could be made in future works. Besides that, the comparison

between the models and human performance in the tasks of predicting the score and the
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final decision (as shown in Chapter 7 for the review score prediction task) could be more
explored and use other experienced reviewers in the experiment.

Finally, we understand that over time, new models will be created in order to help
reviewers and meta-reviewers in the tasks analyzed in this work, so it is essential that new
works are developed with the objective of evaluating the performance of these new models

and measuring how far we will be of an autonomous peer review classification system.
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Appendix A

Vector Fill Approaches

In addition to completing with vectors filled with the average of the probabilities,
we also tested the performance of the MLP when using zero-filled vectors and 0.5-filled

vectors. Table A.1 presents the results achieved using these approaches.

Overall Results

Review Score Paper Decision
Prediction (RSP) Prediction (PDP)
Input: . Input:
Model Text Vector Fill RSP Output
Average
LSTM 24.81% 0.5 66.25%
(+/- 1.28%) 0.0 (+/- 0.06%)
Average
25.03% 66.25%
RNN-GRU (+/- 0.67%) g'g (+/- 0.06%)
Average 73.88%
& (++/- 0.92%)
44.26% 74.20%
XLNet (+/- 0.94%) 0.5 (+/-1.27%)
0.0 73.53%
) (+/- 1.55%)
Average 74.85%
g (++/- 0.65%)
45.93% T4.7T%
RoBERTa (+/- 1.08%) 05 (+/- 1.44%)
0.0 74.92%
) (+/- 1.61%)
Average 76.88%
g (+/- 0.99%)
49.20% 76.31%
BERT (+/- 1.00%) 0.5 (+/- 0.71%)
0.0 76.46%
) (+/- 0.91%)

Table A.1: Accuracy of models in RSP and PDP tasks using other approaches to fill the
vector.
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Appendix B

Training Information

B.1 Model Repository

The code for all classifiers used in this work is available on GitHub. As already
explained, modifications were necessary so that all models were evaluated according to
the same parameters. Models: DeepSentiPeer, HabNet, C-LSTM, CNN-GRU, XLNet,
RoBERTa and BERT.

B.2 Model Training Parameters

The experiments were performed on an Intel Core i7-9700KF CPU 3.40 GHz and
NVIDIA GeForce RTX 2080 Ti 11GB machine.

The DeepSentiPeer and HabNet models were trained following the specifications
described in their work repositories. The C-LSTM model was trained with the following
configuration: batch size of 32, 100 filters with size 4 in the convolutional layer, and 200
as memory dimension for LSTM. The CNN-GRU model was trained with the following
configuration: 100 filters with size 5, and 3 as pool size for both CNNs. In the GRU,
dimensionality of 150 and batch size of 32. The XLNet model was trained with the
following configuration: batch size of 8, max sequence length of 256 and pre-trained
model xlnet-base. The RoBERTa model was trained with the following configuration:
batch size of 16, max sequence length of 256 and pre-trained model roberta-base. The
BERT model was trained with the following configuration: batch size of 16 and max

sequence length of 512, and pre-trained model bert-base.


https://github.com/rajevv/DeepSentiPeer
https://github.com/zhongfendeng-2020/HabNet
https://github.com/EngSalem/TextClassification_Off_the_shelf
https://github.com/ultimate010/crnn
https://github.com/zihangdai/xlnet
https://github.com/pytorch/fairseq
https://github.com/google-research/bert

	1 Introduction
	1.1 The Peer Review Process
	1.2 Papers and Reviewers
	1.3 Motivation
	1.4 Goals
	1.5 Contributions
	1.6 Dissertation Organization

	2 Background
	2.1 Text Representation
	2.2 Text Classification

	3 Related Work
	3.1 Contributions to the Peer Review Process
	3.2 Automatic Review Classification
	3.3 Hard Instances

	4 Problem Setting
	4.1 Problem Design
	4.2 Hard Instances

	5 Experimental Setup
	5.1 Dataset
	5.2 Models

	6 Experimental Results
	6.1 Model Comparison and Overall Results
	6.2 Impact of Changes After the Rebuttal
	6.3 Impact of Bordeline Reviews

	7 How far are we?
	7.1 Review Score Prediction (RSP)
	7.2 Paper Decision Prediction (PDP)

	8 Conclusion
	8.1 Overview
	8.2 Future Work

	Bibliography
	A Vector Fill Approaches
	B Training Information
	B.1 Model Repository
	B.2 Model Training Parameters


