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seguir firme no desafiador trabalho que é fomentar pesquisa, e que permite ao VeRLab

possuir equipamentos para a realização de seus trabalhos. Aos colegas do VeRLab pelo

companheirismo e disponibilidade em ajudar, especialmente aqueles que contribuem para

manter ativa a invejável estrutura do laboratório. E por fim ao Professor Erickson pela
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Resumo

Embora tenhamos testemunhado um progresso substancial feito por abordagens de visão

computacional na solução de problemas de classificação de imagens, detecção de objetos

e estimativa de pose, para citar alguns, o reconhecimento de ação continua sendo um

dos seus principais desafios em visão computacional e reconhecimento de padrões. Um

método abrangente deve lidar com uma série de desafios, como ruidos no plano de fundo,

oclusões, variações de escala, iluminação e aspecto. Além disso, quando consideramos

métodos baseados em aprendizagem de máquina, a construção de conjuntos de dados

tende a ser cara e complexa, incentivando o aproveitamento de sequências capturadas em

situações naturais que trazem, por śı mesmas, novos desafios como o desbalanceamento

entre as atividades observadas e ambiguidade na classificação. Esta dissertação propõe

uma estrutura de aprendizagem para endereçar o problema de reconhecimento de ativi-

dades quando exposta a dois destes desafios: desbalanceamento e ambiguidade. Nossa

abordagem utiliza para análise de poses de agentes uma arquitetura que combina camadas

de convolução em grafos acrescida de um mecanismo para captura de caracteŕısticas mul-

tiescala espaço-temporais e camadas de Transformers para captura de contexto. Embora

diversos métodos da literatura tenham alcançado elevados ńıveis de precisão quando tes-

tados em conjuntos de dados de referência como NTU, seu desempenho diminui significa-

tivamente quando testados em um conjunto de dados com alto grau de ambiguidade entre

as atividades e um número desequilibrado de amostras para cada classe. Avaliamos nossa

arquitetura no desafiador conjunto de dados BABEL, onde alcançamos o estado da arte

em termos de precisão (65,4%) na classificação de ações em métrica que considera tanto

a ambiguidade quanto o desequiĺıbrio na representação entre classes. Além disso, por

meio da observação dos perfis de ativação obtidos por diferentes modelos, realizamos uma

análise qualitativa de como aspectos da nossa abordagem contribuiram para o resultado

obtido.

Palavras-chave: reconhecimento de ações, representação de ação, análise de movimento

multiescala, análise de movimentos baseado em esqueletos.



Abstract

Although computer vision approaches have provided remarkable advances in solving image

classification, object detection, and pose estimation, to name a few, activity recognition

still remains one of the key challenges. A comprehensive method has to deal with several

challenges such as background noise, occlusions, variations in scale, lighting, and aspect.

Furthermore, when we consider learning-based methods, the construction of datasets tends

to be expensive and complex, inducing the use of sequences captured in natural situations

that brings new challenges such as imbalance between observed activities and labeling

ambiguity. This dissertation proposes a learning framework to address the problem of

recognizing activities when exposed to two of these challenges: imbalance and ambigu-

ity. Our approach is based on an architecture that combines graph convolution layers for

Spatio-temporal agent poses analysis through a multi-scale approach and Transformers

layers for context capture. Even though several methods have achieved high accuracy in

benchmark datasets like NTU, their performance significantly decreases when tested in

datasets with a high level of ambiguity among activities and an unbalanced number of

samples for each class. We evaluated our architecture in the challenging BABEL dataset,

where we achieved state of the art in terms of accuracy (65.4%) in action classification

when considering both ambiguity and class unbalance. Furthermore, by observing acti-

vation profiles obtained by different models, we performed a qualitative analysis of how

aspects of our approach contributed to the result obtained.

Keywords: action recognition, action embedding, multi-scale motion analysis, skeleton

based motion analysis.
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Chapter 1

Introduction

Humans are very good at making sense of what is going on with movements and assigning

labels to the observed action. We have an innate ability to understand human behavior

by analyzing a small set of human poses. Although in the past decade, we have witnessed

the performance gap between humans and computers becoming smaller for many tasks

such as image classification [19], scene recognition [55], and object detection [57], the same

does not hold true for action recognition.

A comprehensive action recognition method has to deal with several practical chal-

lenges such as background noise, occlusions, variations in scale, lighting, and aspect. Fur-

thermore, when we consider learning-based methods, the construction of datasets tends to

be expensive and complex, leading to the use of sequences captured in natural situations.

Using sequences captured in a natural environment implicitly brings the difficulty of main-

taining a balanced number of samples that cover all the variations described. Even the

balance among classes is a complex variable to control. Furthermore, sample labeling can

be difficult to fit into a well-separated set of classes, leading to ambiguous classification.

Human Action Recognition (HAR) is a relevant problem in computer vision since

it can have a significant impact in a wide range of areas such as sports development [44],

health and safety [32], and surveillance [22]. Examples of practical problems that HAR

can address are:

• Health and safety monitoring, by anomaly detection of potentially hazardous sce-

narios in factories;

• Security improvement, by detecting dangerous or aggressive actions;

• Sports performance, through the generation of team and athletes statistics and

biomechanical metrics.

The first works in the field usually focused on using gray-scale or RGB videos as

input due to their popularity and easy access [38]. Due to the development of different

kinds of accurate, affordable, and wide available sensors, recent years have witnessed an

emergence of works using other data modalities, such as skeleton [31, 30], depth [50], in-

frared signal [20], event stream filtering [16], audio processing [28], accelerometer data [56],

radar [24], and even WiFi [48]. Those modalities are exemplified in Table 1.1.
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Table 1.1: Action recognition data modalities

Mode / Example Mode / Example

RGB
[26]

Skeleton
[31]

Depth
[50]

Infrared
[20]

Point cloud
[6]

Event stream
[16]

Audio
[28]

Acceleration
[56]

Radar
[24]

Wifi
[48]

Among the methods listed, action recognition based on skeleton data has received

increasing attention due to its compactness and specialized ability to capture pose dy-

namics. In this approach the human skeletons are mainly represented as a sequence of

joint coordinate matrices, where the coordinates are extracted by pose estimators like

OpenPose [3]. Since it only includes the sequence of poses, the information provided is

concentrated on the description of the movements performed, making it easy to follow the

movement of the limbs of the person of interest. An example of poses extracted from an

image can be seen in Figure 1.1. The data is focused on human motion information while

being immune to contextual noise, such as background variation and lighting changes.
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Figure 1.1: Example of skeletons extracted from an image. After extraction, the pose
information is condensed in the graphs immune to background noise and lighting. Image
extracted from [3].

1.1 Problem Definition

Although high accuracy have been achieved by classical action recognition skeleton-

based datasets with simple actions (e.g ., NTU [30, 41] and Kinetics [21]), with the proposal

of datasets with more natural and complex human motions, those methods have shown a

significant drop in performance. Particularly, datasets such as BABEL, proposed by [39],

highlight the challenge faced by action recognition tasks as they show low levels of accuracy

when evaluating state-of-the-art methods on this dataset.

Human action recognition techniques face several challenges. One of them is the

high level of motion ambiguity when classifying natural and common human movements.

For instance, more general actions such as interacting with or using an object are easily

misclassified with specific actions with finer and low-scale motions like taking or picking

up something. Running and jogging actions, for example, show very similar motions for

the joints and links in a human skeleton, albeit easily separable when considering the spa-

tiotemporal relation among joints. Recent advances in human pose estimation [3, 2, 53],

self-attention layers [45] and graph architectures [54, 7, 5] have shed new light on action

recognition approaches. However, modeling the multiscale nature and spatiotemporal

relation of the skeleton joints remain a key challenge in the action recognition field.

The ambiguity problem is also observed in datasets generated from descriptive

data based on video sequences not specifically generated to support research in the field

of action recognition. Datasets forged for research have clear and easily discriminated

classes. In the case of Datasets generated from the description of sequences, the set of

available class labels ends up having overlaps, which means that a certain observed action

can receive more than one classification. In this case, the most likely classification is

not enough to analyze the network performance; being necessary to observe all the most
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activated classes to evaluate the network performance. For example, the dataset may

have ‘throw’ and ‘play sport’ labels. In this scenario, a video sequence showing a baseball

player throwing a ball could be correctly classified with either of these labels.

The same holds true for the mentioned approaches to datasets with balancing

problems. Given that data in the wild are naturally unbalanced, the class imbalance

problem must be addressed. This imposes the need to find approaches to the situation

not so oriented to finding the best result for a dataset but finding ways to represent the

movement robustly and generically in such a way that it enables better performances even

if identifying less represented classes.

This work proposes ways to tackle these problems by developing a model that

combines a multiscale mechanism to capture fine and coarse motion and Transformers

layers to capture context. The model is pre-trained in two different methods that target

the creation of representations in the hidden layers of the network that allow robust

description of the movement. Then, in a second stage, the model is fine-tuned to recognize

actions from an unbalanced dataset.

1.2 Contributions

This thesis proposes a new learning framework based on two components: a mul-

tiscale spatiotemporal graph convolution layer and a Transformer module. Our model

is trained using a stage-wise strategy. In the first stage, we optimize the network using

one of the following approaches: (a) an encoder-decoder model that is trained to recon-

struct the action through self-supervision in an auto-regressive task or (b) an encoder

that is trained using contrastive learning to force the output vector to be able to separate

different actions.

In both cases, the input is an action represented by a set of poses encoded as

skeleton graphs, and the goal is to create a rich embedding of the action in the internal

layers of the model. Then, the feature vectors extracted from our encoder are used to

feed the classifier. Our encoder is built upon a Transformer architecture, which enables

it to enrich the pose representation with context information. The experimental results

show that our architecture is superior to the state-of-the-art methods in the challenging

BABEL dataset in the most relevant indicators.

Our contributions are as follows:

• An architecture that uses a proposed multiscale component and Transformers layers

to combine multiscale motion and context into an action embedding;
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• A two stage-wise pre-training strategies in an action recognition problem: An auto-

regressive approach, and a contrastive learning approach;

• The analysis of the relevance of focal loss to optimize models for unbalanced and

ambiguous datasets.

Part of this work was submitted to 35th Conference on Graphics, Patterns and

Images (SIBGRAPI), 2022.

1.3 Document Structure

This document is structured as follows. In Chapter 2, we discuss the works related

to neural networks on graphs, skeleton-based action recognition, the usage of Transformers

in computer vision problems, and contrastive learning. In Chapter 3, the model compo-

nents are formalized, including the multiscale downsampling component. It also details

the two proposed pre-training methods: auto-regressive pre-training and contrastive learn-

ing pre-training. The dataset, experimental setup, and results are discussed in Chapter

4. Finally, we conclude and present future works in Chapter 5.
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Chapter 2

Related Work

2.1 Neural Networks on Graphs

A graph is a highly flexible data structure that can be used to model a wide variety

of problems [40] as it can, simultaneously, represent instances (nodes) and relationships

(edges). This feature enables its usage in a large number of fields, including social sci-

ences, chemistry, and logistics. Its representation power makes it especially interesting

for applications in neural network architectures. However, its flexibility prevents its us-

age with typical neural network layers such as Convolution Neural Networks (CNNs) and

Multilayer Perceptrons (MLPs).

Works developed by [14] and [25] represented a breakthrough in the area due

to the ability shown by their methods to process graphs of arbitrary topology by an

aggregation function that passes messages to a node from its neighbors. [18] propose to

(a) Convolution operation in a 2D Eu-
clidean grid.

(b) Convolution operation in a graph. No
regular structure.

Figure 2.1: Convolutions in images versus convolutions in graphs. a) Euclidean space
with well defined structure. Operations on the surroundings are naturally defined for
each position in space. b) Non-Euclidean space where the neighborhood is not defined by
space structure, but by connections. Image extracted from [52].
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make the aggregation function more generic, partitioning the adjacency matrix into two

parts: loops and neighbors, and learning different weights for each partition. Finally,

[46] added attention mechanisms to the message passing process, enabling to weight a set

of neighbors based on their features. A comparison between a convolution in a typical

Euclidean space and a convolution in a graph can be seen in Figure 2.1.

2.2 Skeleton Based Action Recognition

The problem of recognizing actions has been an object of study in the computer

vision community for a long time. Before the dominance of methods based on deep

learning, techniques for the generation and processing of handcrafted features were usual.

Examples of classic ways to represent an action are:

• Spatiotemporal volume-based action representation;

• Spatiotemporal interest point (STIP), and

• Joints trajectory representation.

An example of a skeleton-based motion analysis without deep learning was pre-

sented by [47], who proposed a descriptor called Space–Time Occupancy Pattern (STOP),

where the motion is represented by the occupancy level of a 4D space-time grid. From the

grid cells, feature vectors are obtained, helping to classify the action. Still using classical

approaches to skeletons, [9] combined a filtering strategy to select discriminative poses

with a Latent-Dynamic Conditional Random Fields (LDCRF) model to discriminate ac-

tions in a video sequence.

In the realm of deep-learning-based methods, [54] work was quite influential be-

cause it presented a generic graph-based way of modeling the dynamics of a skeleton’s

movements. Using their model, the pose graphs extracted from each time frame are

temporally connected, forming a single graph representing the entire action, as shown

in Figure 2.2. This way of modeling the movement allowed the application of neural

networks based on graphs directly on the input data for the action recognition task.

To capture richer dependencies between joints, [27] introduced two architectures.

The first is called A-links, or actional links, which are responsible for learning action-

specific dependencies directly from the data. The second structure, called S-Links, extends

the existing skeleton graphs, adding higher-order connections to be able to capture more

complex movements. The combination of these two structures, named Actional-Structural
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Figure 2.2: Human motion represented by temporally interconnected graphs. Note that a
vertex is only connected to its neighbors in the same time frame and its respective vertex
in adjacent time frames.

Graph Convolution Network (AS-GCN), can be used as a basic building block for learning

both spatial and temporal features for action recognition.

Another extension intended to capture richer dependencies among joints was pro-

posed by [42], where structural information,( i.e., the adjacency matrix), is complemented

by a set of learned weights capable of establishing higher-order topology connections. They

proposed the adaptive graph convolutional layer, where the graph structure used during

the convolution is a composition of three parts. The first part, Ak, is the same as the

original N ×N normalized adjacency matrix and represents the physical structure of the

human body. The second part, Bk is also an N × N adjacency matrix, but, in contrast

to Ak, the elements are optimized together with the other parameters during the train-

ing process. The third matrix Ck represents a data-dependent graph that is different for

each sample. To determine whether there is a connection between two vertexes and how

strong given connection is, a similarity measurement of the two vertexes is calculated.

The layer topology and a comparison between the structural adjacency matrix and the

learned adjacency matrix can be seen in Figure 2.3.

[7] adapted the shift convolution operation from CNN architectures to graphs,

improving results when compared to previous works using fewer parameters. [13] propose

a different method that relies on a 3D heat map stack instead of a graph sequence as

the base representation of human skeletons. More recently, [5] propose the Multi-Scale

Spatial Graph Convolution Module. Inspired by Res2Net [15], it enriches the receptive

field of the model in spatial and temporal dimensions partitioning the feature space and

applying successive convolutions, each time adding a new partition and increasing the

receptive field.
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(a) Illustration of the adaptive graph con-
volutional layer.

(b) A comparison between the structural
adjacency matrix (left) and the learned
adjacency matrix (right).

Figure 2.3: Adaptive graph convolutional layer. a) There is a total of three types of graphs
in each layer, i.e., Ak represents the original adjacency matrix, Bk contains an adjacency
matrix learned by the model and Ck is a matrix that measures the similarity between each
vertex pair. b) The left matrix is the original adjacency matrix for the second subset in
the NTU-RGBD dataset. The right matrix is an example of the corresponding adaptive
adjacency matrix learned by the model. Image extracted from [42].

Figure 2.4: The MST-GCN block topology. Each key-point feature vector is partitioned.
The convolution operations are applied in cascade, one partition per step. Image extracted
from [5].
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2.3 Transformers in Computer Vision

The Transformer, proposed by [45], is currently the basic building block for Natural

Language Processing (NLP) models due to its power of linking context between words in

a sentence, even in situations in which two related words are separated by many others.

The architecture blocks are illustrated in Figure 2.5. The model proposed in their paper

is composed of an encoder and a decoder.

The encoder’s role is to convert the tokens of the input (i.e. a sentence) into a

memory state. Then the state is passed into the decoder responsible for generating the

model outputs. The encoder is composed of a stack of self-attention and feed-forward

layers. In a self-attention layer, each token of the input sequence is converted into key,

value, and query vectors. With these vectors, the layer can calculate how one token of

the sequence is important for another. This allows a token in a given position to capture

information from any other token, regardless of the distance separating them. The decoder

has a similar topology, having an additional attention layer to enable the connection with

the encoder output. The operation in the encoder-decoder connection layer is similar to

a self-attention layer. The difference is that the key and query vectors are not calculated

from the previous decoder layer but from the output of the last encoder layer.

Since the position of a word in a sentence plays a determining role in understanding

the sequence, the Transformer also uses a mechanism to generate vectors that encode

position. Positional encodings are vectors that describe the location of an entity in a

sequence so that each position is assigned a unique representation. Each vector value is

calculated from a set of sines and cosines functions. The resulting vector has the same

dimension as the model input tokens so that it can be summed to the original vector,

adding positional information.

After the Transformer, significant advances have been attained in the NLP area.

[11] used the Transformer in a language representation model called BERT, designed to

pre-train deep bidirectional representations from unlabeled text and then fine-tune the

model for a specific task with just one additional output layer.

The Transformer’s success inspired many researchers to apply its model compo-

nents in computer vision tasks. [34] proposed ViBERT (inspired by BERT) connecting

NLP and computer vision in task agnostic self-supervised pre-trained models that produce

rich representations that can be later fine-tuned. [12] explore the usage of Transformers

blocks in computer vision tasks with only minor changes to adapt the input, an image, to

a series of tokens. [51] propose The Visual Transformer, which is a model for tokenizing

the image feature map into semantic groups through self-attention.

For human action recognition, [36] proposed a simple method entirely based on

the Transformer architecture. The pose sequence key points are mapped by a simple
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Figure 2.5: The Transformer architecture. Image extracted from [45].

linear transformation to match the Transformer input space dimensions. Additionally, a

class token is included at the beginning of the sequence and is responsible for aggregating

information through the layers. The class token representation after the last transformer

layer is served for the classifier.

[37] also applied the Transformer architecture to the human action recognition

problem. Instead of the typical structural adjacency matrix, they use the Transformer self-

attention blocks to model dependencies between joints. The ST-GCN’s spatial convolution

(GCN) is replaced by a Spatial Self-Attention module (SSA) which is used to capture intra-

frame interactions between different body parts, and the ST-GCN’s temporal convolution

(TCN) is replaced by a Temporal Self-Attention module (TSA) in order to model inter-

frame correlations.
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2.4 Contrastive Learning

Contrastive learning is a technique that can be used to train a model to learn

representations of data such that similar samples are closer in the embedding space, while

dissimilar ones are far apart. Contrastive learning can be applied to both supervised

and unsupervised data and has been shown to achieve good performance on a variety

of tasks. [4] propose a simplified contrastive self-supervised learning algorithm for im-

age classification tasks, and through systematic study of the major components of their

framework, they identify important factors to improve the results of the application of

this technique, i.e., (1) composition of data augmentations are very important in defining

predictive tasks, (2) introducing a learnable nonlinear transformation between the image

representation and the vector presented to the contrastive loss substantially improves the

quality of the learned image representation, and (3) contrastive learning benefits from

larger batch sizes and more training steps compared to supervised learning algorithms.

[23] state that besides good results achieved by unsupervised contrastive learning

approaches, the cross-entropy loss remained the preferred method to achieve state-of-the-

art results in problems like large-scale datasets image classification. This indicates an

opportunity to generalize the contrastive loss to a supervised mode, using the labels to

leverage the results. They proposed a loss that, instead of using data augmentation to

produce positive samples and choose randomly from the mini-batch negative samples,

the positive and negative samples are selected considering the labels. This makes the

algorithm to produce clusters of the same class and pull off different classes in the em-

bedding space. This approach permitted the authors to achieve state-of-the-art results in

ImageNet [10] dataset.

Most of the relevant works that applies contrastive learning in computer vision is

focused on providing good image classifiers. Consequently, those methods fail to produce

good results for problems that involve dense predictions like image segmentation or object

detection. To bridge the gap, [49] propose a dense self-supervised learning method that

directly works with local features. This is achieved by segmenting the feature map after

passing the image through a backbone network and producing for each segment a set of

negative samples from segments of other images and, for the positive sample, finding the

best correspondence of the key segment in a data augmented view of the same image.

Another relevant gap in applying contrastive learning in visual tasks is filled by

[1] in a sequence-to-sequence method for text recognition. Their method splits the image

into instances and views each feature map as a sequence of individual instances. This

allows applying contrastive learning at a sub-word level, such that each image yields

several positive pairs and multiple negative examples. The sequence of the instances is

considered, especially during the augmentation procedures, to preserve the consistency
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Figure 2.6: Sequence level contrastive learning. The image is split into instances and
views each feature map as a sequence of individual instances. The contrastive loss is
applied at the sub-word level. Image extracted from [1].

among different views. Failing to consider a sequence would lead to a poor generation of

positive samples. Their method is illustrated in Figure 2.6.

Contrastive learning has also been applied to tasks related to action recognition.

In the domain of RGB image sequences, [43] propose a self-supervised method where the

data augmentation is built from the variation of the video speed. They consider that no

matter how fast the video is, the action represented in the sequence of images remains the

same. For skeletons as input data, [17] also adopt the self-supervised approach. They seek

to improve the generation of positive and negative samples through a combination of eight

forms of augmentation, followed by filters that seek to optimize a bank of samples with

different movement patterns to improve the universality of the learned representations.

2.5 Focal Loss

Classification tasks usually use categorical cross-entropy loss. Since entropy refers

to the disorder of a system, it quantifies the degree of uncertainty in the model’s predicted

value for the variable. The sum of the entropies of all the probability estimates is the cross-

entropy. The cross-entropy function, however, does not perform well in all situations. It

performs poorly particularly in situations where the classes of the dataset are unbalanced,

and it has no mechanism to distinguish between hard and easy examples.

To address the problem of training from unbalanced data, the cross-entropy func-



2.5. Focal Loss 25

tion may be changed by introducing a weighting factor that is inversely proportional to

the effective number of samples [8]. The class-balanced loss term can be applied to a

wide range of deep networks and loss functions. For a long-tailed dataset where major

classes have significantly more samples than minor classes, setting the weighing factor

properly re-balances the relative loss across classes and reduces the drastic unbalance of

re-weighing by inverse class frequency.

After investigating the differences in performance of one-stage and two-stage object

detectors, [29] concluded that it was a result of extreme class imbalance encountered dur-

ing training. To control the problem, they proposed reshaping the standard cross-entropy

loss such that it down-weights the loss assigned to well-classified examples, focusing the

training on a sparse set of hard examples and preventing the vast number of easy negatives

from overwhelming the detector during training. Easily classified negatives comprise the

majority of the loss and tend to dominate the gradient. They proposed to add a modu-

lating factor to the cross-entropy loss with a tunable focusing parameter. The focal loss

value is defined by the equation:

FL(pt) = −(1 − pt)
λlog(pt), (2.1)

where FL(pt) is the calculated loss value and pt is the probability of sample t be correctly

classified. The function is configured by the parameter λ, which defines the focus level.

The behavior of the loss function for different focusing parameter values can be seen in

Figure 2.7.
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Figure 2.7: Focal loss. The graph shows the behavior of the focal loss for different values
of the focusing parameter γ. Well-classified examples receive less attention, reducing their
influence in the final loss value. Image extracted from [29].
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Chapter 3

Methodology

In this chapter we present the proposed architecture which is based on an encoder that

combines two components: multiscale downsampling and the context component based

on Transformer. After applying a pose extractor to the image sequence, the skeletons are

processed by these two components, the first being responsible for transforming a series of

pose graphs into a sequence of pose embeddings. The second is responsible for processing

them, along with an additional token – the action embedding – which will be ultimately

used to classify the action. The whole process is illustrated in Figure 3.1. The chapter

also describes the upsampling layer that can be used to extend the model depending on

the applied pre-training mode. Finally, the pre-training modes are described in detail.

3.1 Model Input

The proposed methodology is based on the processing of skeleton graphs. As

discussed in Chapter 1, the use of skeletons as input has advantages in terms of separating

the activity recognition problem into two steps. First, the pose skeleton is estimated,

which can be done in different ways and using various resources, such as MoCaps, which

Figure 3.1: After using a pose estimator, a series of downsampling operations are applied
to the skeleton graphs until they are reduced to a series of pose embeddings. The sequence
of feature vectors, together with a summary token, are presented for the Transformers
layers. Finally, the summary token is given as input to a classifier to generate the final
classification.



3.2. Model Blocks 28

generate the poses directly, or from the processing of RDB-D cameras or even simple

cameras. Then the sequence of poses encoded in graphs is analyzed.

Depending on the way of capturing the data, the information can be in 3D or 2D

space. Captures performed with MoCaps will naturally generate data directly in three-

dimensional space. Captures made with RGB-D cameras will allow estimating the poses

on the images and, by adding depth information, coding the pose in a three-dimensional

space. A simple camera will generate key points with information only in two-dimensional

space. A stereo pair montage can be used to estimate poses in a three-dimensional space,

inferring depth by parallax.

The methodology proposed in this dissertation uses skeletons extracted from a

scene in three-dimensional space. The way poses are captured may vary depending on

the data source. The preferred form of capturing is through MoCaps, which guarantees

the skeleton’s completeness and produces a less noisy data stream. However, the proposed

method can also use extraction from RGB-D and stereo pair cameras without changes.

The collected data are pre-processed for input into the model, translating and

rotating the skeleton coordinates so that the base of the pelvis is positioned at the coor-

dinate system’s origin and the line connecting the left and right shoulders starts aligned

with the X axis. This processing is made to normalize the coordinate system between the

different samples and thus facilitate the network learning process concerning the motion

analysis.

The use of skeletal data in 2D space is also possible. The model requires no modi-

fications since the number of coordinates for each key point of the skeleton is configurable

through parameters. However, skeletal data in 2D space needs to be treated with cau-

tiousness due to the large differences in appearance caused by observations made from

different perspectives. As it is not possible to rotate the skeleton on the vertical axis and

thus normalize perspective, as can be done in the case of skeletons in 3D space, restric-

tions on image capturing need to be imposed, such as the definition of maximum angles

of inclination and lateral deviation to the observed person.

3.2 Model Blocks

The encoder can be split into two components. First, the multi-scale downsampling

is responsible for transforming through a series of downsampling steps a sequence of

poses into a sequence of feature vectors, each feature vector representing a pose. The

second component is the Transformer encoder which is responsible for enriching pose

representations with context information.
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The decoder has three components. The first is the same multi-scale downsampling

described above. The downsampling weights in both encoder and decoder branches are

shared, since they have the same objective. The second component is the Transformer

decoder, which receives the action embedding from the encoder branch as memory. The

third component is the upsampling, which has the objective of predicting the next pose

considering the sequence of poses received as input so far.

The output of the encoder branch can be interpreted as an action embedding that

summarizes the whole action. The action embedding can be input into a final task. In this

work, we tested the embedding in an action classification task. In the following sections,

we describe each component of the architecture in detail.

3.2.1 Multi-scale Downsampling

The multi-scale downsampling is a series of k layers that gradually reduces the

number of nodes V of the input tensor Xk, simplifying the skeleton graph, while keeping

semantic information necessary to describe the pose. In our case the pose skeletons are

reduced from V0 = 25 in the input tensor, V1 = 19 after layer k = 0, V2 = 13 after layer

k = 1, V3 = 5 after k = 2 and V4 = 1 after k = 3. The whole downsampling scheme is

illustrated in Figure 3.2.

The downsampling sequence was defined as seeking to reduce the number of skele-

ton nodes in a balanced way, avoiding the reduction of the number of nodes being abrupt

in a given step and insignificant in another step. Therefore, we sought to eliminate six

nodes from the graph at each step, which can be done in steps 0 and 1. Extra care should

be taken not to eliminate nodes in an adjacent position on the graph, as this would make

the transmission of information between nodes in opposite positions harder.

Another factor that influenced the definition of eliminated nodes was prioritizing

the maintenance of arms nodes for longer during the execution of the downsampling steps.

This decision was motivated by the understanding that the arms make more complex

movements, and its reduction in the first steps would make it difficult to learn through

the model of relevant features to understand the action performed.

Each layer k is composed of two modules. First, the data passes through an aggre-

gation step implemented by a graph convolution network responsible for extracting pose

and motion features. The aggregation module could follow any spatiotemporal convolu-

tion block such as those proposed by [54], [27], [42] and [5]. This work uses the AGCN

convolution block as proposed by [42]. The AGCN convolution operation is defined by
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Figure 3.2: Downsampling scheme - The skeleton graph is reduced by each layer k accord-
ing to the steps above. The eliminated nodes in each step are highlighted in red. In the
final stage, features and structural pose information are condensed into a single vector.

hk = WhkXk(Ak + Bk + Ck), (3.1)

where hk is the tensor after the aggregation operation, Whk is the matrix of weights

learned by the network, Ak is the adjacency matrix of the graph that models the skeleton

in layer k, Bk is a matrix of weights learned by the model to allow the network to

establish connections between nodes that are not linked by Ak. Ck is a calculated matrix

that measures similarities between two node feature vectors. The matrix Ck acts like an

attention mechanism, considering that nodes with similar features should communicate

with each other. The matrix Ck calculation involves a linear transformation of the input

vector by the parameters Wθk and Wϕk, which are weights learned during training. This

operation is given by equation

Ck = XT
k W

T
θkWϕkXk. (3.2)

The second step is the downsampling module which is responsible for simplifying

the skeleton, reducing the number of nodes from Vk to Vk+1, as defined by

Yk = WskAkhk, (3.3)

where Wsk is a weight matrix of dimension Vk+1×Vk. Yk is the output tensor of layer k.

The multi-scale features are extracted from the output tensor Y0, and injected

into the upstream layers. Let Va, Vl and Vb be the set of node indexes i in dimension

V0, representing arm nodes, leg nodes and body nodes. The multi-scale features are

constructed through the following rule:


xarms = max(y0i) ∀i ∈ Va

xlegs = max(y0i) ∀i ∈ Vl

xbody = max(y0i) ∀i ∈ Vb

(3.4)
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Figure 3.3: Multiscale Downsampling Component. The downsampling component
receives a sequence of poses. Each pose is downsampled until it becomes a single vector.
After the first downsampling step, features from the body, arms, and legs are extracted
and max-pooled. Those features are concatenated to form the multi-scale features which
are injected in all nodes of all subsequent layers, finally producing the pose embeddings.

Then these components are concatenated to form the final multi-scale vector xms,

as defined by Equation 3.5:

xms = xarms ⊕ xlegs ⊕ xbody. (3.5)

The vector xms is stored internally and, in each subsequent layer, it is expanded

into the matrix Xmsk to meet the number of nodes in each pose input into that layer.

Finally, the expanded vector is concatenated with the previous layer output to form the

next layer input, as defined by Equation 3.6:

Xk = Xmsk ⊕Yk−1 (3.6)

The organization of the downsampling component can be better seen in Figure 3.3.
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3.2.2 Context Components

The context layers are, in fact, a standard Transformer’s encoder-decoder pair as

proposed by [45]. In our method, a stack of three identical layers composes the encoder.

Moreover, each layer is composed of two sub-layers: a multi-head self-attention mecha-

nism and a fully connected feed-forward network. The decoder is also composed of three

identical layers. Besides the sub-layers already described for the encoder layer, it adds

a third sub-layer, which performs multi-head attention over the output of the encoder

stack.

The layer’s input is the sequence of pose embeddings Yds produced by the down-

sampling component. A summary token is concatenated to the sequence of pose embed-

dings, whose values are parameters learned by the network. The token is responsible for

collecting and summarizing context data from Transformer layers in such a way it can de-

scribe the entire action. Finally, a positional encoding vector is added to the embeddings,

as proposed by [45]. It allows the network to sense the relative position of each token in

the sequence.

The encoder is present both in the pre-training and in the fine-tuning phases.

The encoder output is a sequence of arrays, where the first vector is the summary token

after passing through the Transformer’s layers and collecting context data. We call this

token Action Embedding Token. The remaining vectors are pose embeddings enriched by

context information. The organization of the context component is depicted in Figure 3.4.

The decoder is present only during the pre-training phase when the model is pre-

trained using the reconstruction mode. It receives a series of pose embedding produced

by the downsampling component as input. In the decoder branch, the poses are shifted

back one-time step, and a subsequent mask is applied to the self-attention block to model

an auto-regressive task. The encoder information is provided by the action embedding

token, which is input to the encoder-decoder attention block of each decoder layer. The

output of the decoder is a sequence of arrays, one for each pose, with features capable of

describing the pose with sufficient information to reconstruct the pose.

3.2.3 Upsampling

The upsampling block is present only during the reconstruction pre-training phase.

It is responsible for translating a pose embedding outputted by the decoder into a pose

skeleton in three-dimensional space. The upsampling component is similar to the down-
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Figure 3.4: Encoder Context Component. The pose embeddings feed a stack of
transformer layers together with a summary token. The transformers enrich each token
with context information. The summary token collects context information in each layer
producing the action token

sampling component, simply replacing the downsampling operation with an upsampling

operation. The latter is responsible for increasing the number of nodes in the graph

following the inverse order of the downsampling. The upsampling operation is defined by

Yuq = WuqAqhq, (3.7)

where Wuq is a weight matrix of dimension Vq+1 × Vq. Yuq is the output tensor of

upsampling layer q.

3.2.4 Classifier

The classifier component is present only in the fine-tuning phase. It is a compo-

sition of two fully connected layers. The first layer receives the action embedding token
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produced by the encoder. The second layer is responsible for producing logits that classify

the action. The complete fine-tuning architecture is shown in Figure 3.7.

3.3 Training and Classification

Pre-training has become a successful paradigm in many computer vision tasks. In

a typical setup, models are initially trained with a self-supervision algorithm on a given

dataset (usually larger) and then fine-tuned on target tasks, typically using less training

data. The self-supervised algorithms can be broadly split into two categories: reconstruc-

tion methods and contrastive methods. Both of these methods were experimented during

this research. After the pre-training, the encoder branch is extracted, and a final layer

responsible for the activity recognition is added.

The action is modeled as a sequence of poses represented by a graph and stored

in a tensor X0. The tensor X0 has dimensions T × V × C, where T is the number of

poses, V is the number of vertices of the skeleton graph, and C is the number of spatial

dimensions. In our case C = 6 (a three-dimensional vector defining the position of the

node and a vector describing the velocity of the node between time frames).

3.3.1 Reconstruction Pre-training

The reconstruction approach is inspired by [34], but instead of representing visual

and linguistic characteristics, the objective is to create a rich representation of the action

in the hidden layers of the model, especially in an encoder output vector that we call

action embedding. Since it is a self-supervised method, the objective of the pre-training

is to reconstruct the pose sequence itself through an encoder-decoder model. The setup

is illustrated in Figure 3.5.

For pre-training, an auto-regression pretext task is used, whose objective of the

model is, given the input of a partial sequence of poses of a given motion, to predict a

new pose that would better allow the reconstruction of the movement. This operation is

applied repeatedly, concatenating the new pose obtained from the decoder output to the

end of the sequence given as input in the previous step. Ideally, the model should be able

to reconstruct the entire motion. Pretext tasks like these are used in other approaches to

generate robust representations in the internal layers of the network, capable of correcting
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Figure 3.5: Pre-training using reconstruction - The pre-training architecture is com-
posed of a auto-regressive encoder-decoder pair whose objective is to reconstruct a se-
quence of poses. The encoder is connected to the decoder by an action token which is
trained to encode the whole action into a single vector.

errors in the input data.

In our setup, this is done by inputting the entire motion sequence into the encoder,

which will be responsible for encoding the motion. To render the task more challenging,

operations to distort the data are applied to the input sequence. The following operations

were performed on input data to cause damage:

• Adding random noise to pose key points, generated from a normal distribution;

• Deleting pose key point information (set position coordinates to zero);

• Deleting all information of a given limb (e.g ., erasing the skeleton leg during 5 time

frames);

• Deleting all information of a given frame.

All distortion operations were applied during pre-train. They were selected for each

batch by a random process during the training process. The distortion operations were

modeled as transformations through which input data were submitted before entering the

network.

The noise addition is applied to all key points with the generation of samples from

a normal distribution, then the noise is added to the original key-point coordinate. The

coordinates deletion starts with the selection of one of the key points, and then all its

coordinates are set to zero. For limb deletion, key points were grouped into four groups:

right arm, left arm, right leg, and right arm. One group is randomly selected, and then

the coordinates of all key points belonging to this group are set to zero during five time

frames. The time window is also selected at random. Finally, for frame deletion, a frame

is selected at random, and then the coordinates of all key points are set to zero.
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Figure 3.6: Pre-training using contrastive learning - Contrastive loss is applied
to the action embedding. However, the comparison is not made between the complete
vectors. The vector is partitioned into six parts, and the positive and negative samples
are selected according to the pseudo-labels.

For the decoder to be able to reconstruct the movement, a partial sequence of data

is provided (simulating the result of previous executions of the procedure). For efficiency,

this is not done step by step, but by shifting the entire input sequence a time step to the

past and adding a mask that hides from a given token position all the information that

would be in subsequent positions.

3.3.2 Contrastive Pre-training

The contrastive pre-training adopts a supervised approach. Since the objective of

this phase is not to classify the sample but to generate a rich action representation at the

end of the encoder, the labels were not directly used to contrast embeddings by class but

used as a reference to generate a set of pseudo-labels. The criteria behind each pseudo-

label are to semantically be capable of encoding characteristics considered as important to

understand the movement, especially for disambiguate classes with similar pose sequences.

For instance, walk and run have similar pose sequences, but the speed of the movement

is different. To be able to disambiguate those classes, it would be interesting to encode

the speed of the movement in the action embedding. To accomplish this objective, a

pseudo-label indicating if a movement is fast or not was defined and used to contrast

samples.

Five pseudo-labels where created: 1) Move indicates if the action typically involves

the displacement of the actor; 2) Hands indicates if, to perform the action, the actor needs

to use hands and arms; 3) Feet indicates if, to perform the action, the actor needs to use

feet and legs; 4) Trunk indicated if to understand the action, attention must be paid to
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the trunk movement and, finally, 5) Fast indicates if the movement described is typically

fast. The way the actual classes were mapped to the pseudo-labels can be seen in Table 4.1

and Table 4.2.

To calculate the model loss, the encoder output vector was segmented into six

equal parts. The first five parts were assigned for the defined pseudo-label. Each of the

five first segments was presented to the contrastive loss function together with positive

and negative samples selected accordingly to their respective pseudo-label. The goal of

this arrangement is to force each part of the embedding to encode as well as possible

the characteristic mapped by the pseudo-label. The 6th segment was presented to the

contrastive loss with the original class label to capture special characteristics. The setup

is illustrated in Figure 3.6. The partition loss value Lconstrastive is defined by Equation 3.8

Lconstrative = [mpos − sp]+ + [sn −mneg]+, (3.8)

where mpos and mneg are the positive and negative margins and sp and sn are the simi-

larity measurement of the anchor compared to the positive sample and negative sample

respectively. The similarity measurement is defined as the dot product between the nor-

malized anchor embedding and the normalized sample embedding. The summation of all

partition losses computes the final loss.

3.3.3 Fine-tunning

The fine-tuning process is performed after pre-training. During the previous phase,

the model is optimized to generate an internal representation of the action that is generic

and robust. In the fine-tuning stage, the network is optimized for a specific objective.

The network, however, is not trained from scratch but has as starting point the state of

the model after the pre-training.

The fine-tuning can be performed for different tasks. In this work, the task selected

was action classification. This forces us to change our model, including a final module

responsible for receiving the action embedding as input and generating the probabilities

of a given sample belonging to one of the pre-established classes as output.

The classification module was built as a simple MLP (Multi-Layer Perceptron),

consisting of 3 layers: two hidden layers and an output layer, all fully connected. Among

the hidden layers, the ReLU activation function was used. In the final layer, the activa-

tion function used was the softmax since it is necessary to generate the probabilities for
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Figure 3.7: Fine-Tunning Phase - In fine-tunning architecture the decoder branch
is dropped and a classifier is added after the encoder. The classifier uses the action
embedding as input and outputs score values for each class.

each class. The architecture after the inclusion of the classification layer can be seen in

Figure 3.7.

The dimension of the MLP input vector corresponds to the dimension of the action

embedding, and the module output depends on the dataset used for training. In the

experiments, described in Chapter 4, the output dimension varied between 60 and 120.

The inner layers had dimensions fixed at 128 for the two layers.



39

Chapter 4

Experiments

In this chapter, we first present the dataset used in the experiments and detail our testing

setup and implementation. We then discuss our results, comparing our performance with

the current state-of-the-art. Finally, we perform an ablation study to analyze the effect

of each major component of our architecture.

4.1 Dataset

To validate our methodology, we used the BABEL [39] action recognition dataset.

BABEL is a large dataset with language labels describing the actions being performed

tracked by a mocap system and it was conceived to support research aiming to understand

the semantics of human movement. It originally consisted of action labels for about 43

hours of mocap sequences from AMASS [35]. There are over 28 thousand sequence labels

and 63 thousand frame labels in BABEL, pertaining to 260 unique action categories.

The authors of BABEL, however, proposed a pre-processed version of the dataset as

a new benchmark for action recognition since current state-of-the-art models reach above

95% of accuracy in most used benchmark datasets such as NTU RGB+D 60 [41] and NTU

RGB+D 120 [30], leaving little room to estimate the progress of new action recognition

models. The pre-processed version of the dataset has the characteristics desired for this

work, (i.e., a high level of ambiguity, as we can see in Figure 4.1), and an unbalanced

distribution of samples, as shown in Figure 4.2.

The BABEL dataset for action recognition is organized in two subsets: BABEL

60, containing 45,473 samples and representing the 60 more common action labels of

the original dataset, and BABEL 120, contains the same samples from BABEL 60, plus

3,505 additional samples of the following 60 more common classes of the original dataset,

totaling 48,978 samples and 120 classes.
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Figure 4.1: This sequence of poses illustrates a sample dataset that has ambiguous clas-
sification. The dataset authors defined the ‘action with ball’ label for the action. If we
carefully look at the sequence, we see that the person is throwing something (probably a
ball); thus, the authors could select the label ’throw’ for the same sample.

Figure 4.2: Distribution of samples per class, showing that BABEL is a very unbalanced
dataset. The first ten classes amount to over 50% of all samples.
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4.2 Implementation Details

4.2.1 Data Pre-processing

Each pose skeleton was normalized by transforming the key-points coordinates such

that the middle spine is fixed at the origin, shoulder blades are parallel to the X-axis, and

the spine to the Y-axis, following the methods proposed by [41] and repeated by [39]. All

pose sequences are sampled at 30 fps and limited to five seconds. Poses sequences that span

less than five seconds are repeated until it completes five seconds. After normalization, key

point velocity features are calculated and concatenated to the input tensor. The velocity

is calculated by subtracting node spatial features of two adjacent temporal frames.

4.2.2 Pseudo-label Assignment

As described in the methodology chapter, for the contrastive learning pre-training

approach, a variation of supervised learning was adopted. But instead of using class labels

directly, a set of pseudo-labels was defined in order to cluster the samples according to

a list of characteristics considered important to reduce ambiguity among samples. For

this pre-training approach, the BABEL 60 dataset was used since its number of samples

covers close to 90% of the entire BABEL dataset for action recognition.

To generate the pseudo-labels each label was evaluated according to its semantics.

No pose sequence data were analyzed to help define the pseudo-label, only the label

title itself. For instance, the run label received the fast label since the run activity, by

definition, involves a person moving fast. The same is not valid for the class jog, since,

even though the pose sequence of a person jogging is very similar to a sequence of poses of

a person running, the speed is greater when analyzing how fast a person runs compared

to how fast a person jogs.

For each sample of the dataset, the class label was mapped to a set of five true-

or-false variables, each one containing the value of the pseudo label of one specific char-

acteristic. Those values were saved into a data structure to be used by the pre-training

algorithm. The values selected for each pseudo-label are organized in Tables 4.1 and 4.2.
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Table 4.1: Pseudo-label assignment - Classes 0 to 29

Label Class Move Hands Feet Trunk Fast

0 Walk D D
1 Stand D
2 Hand movements D
3 Turn D D D
4 Interact with use object D
5 Arm movements D
6 T pose D D
7 Step D D D
8 Backwards movement D D
9 Raising body part D
10 Look

11 Touch object D
12 Leg movements D
13 Forward movement D D D
14 Circular movement D D D
15 Stretch D
16 Jump D D D
17 Touching body parts D
18 Sit D D
19 Place something D
20 Take/pick something up D
21 Run D D D
22 Bend D
23 Throw D D
24 Foot movements D
25 A pose D D
26 Stand up D D
27 Lowering body part D
28 Sideways movement D D
29 Move up/down incline D
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Table 4.2: Pseudo-label assignment - Classes 30 to 59

Label Class Move Hands Feet Trunk Fast

30 Action with ball D D
31 Kick D D
32 Gesture D
33 Head movements

34 Jog D D
35 Grasp object D
36 Waist movements D
37 Lift something D
38 Knee movements D
39 Wave D
40 Move something D
41 Swing body part D
42 Catch D
43 Dance D D D D
44 Lean D
45 Greet D
46 Poses D
47 Touching face D
48 Sports moves D D D D D
49 Exercise/training D D D
50 Clean something D
51 Punch D D
52 Squat D
53 Scratch D D D
54 Hop D D
55 Play sport D D D D D
56 Stumble D
57 Crossing limbs

58 Perform D D D D
59 Martial arts D D D D D



4.3. Results 44

4.2.3 Training Regime and Inference

For the reconstruction pre-training, we used the L1 metric to measure the distance

of the position of each key-point predicted by the decoder in 3D space to the position

defined by the sequence of ground-truth poses. The reconstruction pre-training phase has

a duration of 300 epochs. For the optimization method, we selected AdamW optimizer [33]

with a learning rate of 5e-5. The mini-batch size was 64 samples.

For the contrastive learning pre-training we used the contrastive loss function, as

defined by Equation 3.8, fixing the parameters mpos = 0 and mneg = 1. The number of

epochs, the optimizer, learning rate and mini-batch size were kept the same as for the

reconstruction pretraining, i.e., 300 epochs, AdamW optimizer, learning rate of 5e-5 and

64 samples/batch.

For the fine-tuning phase, we experiment using focal loss [29]. Focal loss compen-

sates for class unbalance by up-weighting the cross-entropy loss for inaccurate predictions.

The models were trained for a maximum of 300 epochs. The experiment is subject to

early stop to avoid overfitting. For the fine-tuning phase, we kept the AdamW with a

learning rate of 5e-5 and 64 samples/batch. Each fine-tuning training epoch required

approximately 5:36 to process 766 batches.

Regarding the computational effort for inference, the network requires approxi-

mately 49 seconds to process an epoch consisting of 287 batches, each containing 64

samples, totaling 18,368 samples. This means that the network takes 2.66 milliseconds

to process an action sequence. The use of the model in a real-time application needs to

take into account other variables, such as data preparation times, which are optimized

here because a batch processes 64 samples in parallel, and the computational resources

available. Under ideal conditions, it would be possible to use the model in a real-time

application.

4.3 Results

To analyze the results attained by our methodology, we used the same metrics of

[39]. Top-1 measures the accuracy of the most activated class. Top-5 measures if the

correct class ranks among the top 5 highest-scoring predictions. Top-1-norm is the mean

Top-1 accuracy across all classes. If the dataset is balanced, both Top-1 and Top-1-norm

should have similar values. The Top-1-norm may give an indication of the class-specific
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Table 4.3: Results - Top 5 (Focal loss).

Variation Accuracy (%)

B
A

B
E

L
60

Dataset Benchmark 69.0
ST-GCN 44.2
2s-AGCN 67.8

MST-GCN 70.3
Ours (Reconstruction) 70.4

Ours (Contrastive) 70.9
B

A
B

E
L

12
0

Dataset Benchmark 59.0
ST-GCN 28.6
2s-AGCN 58.0

MST-GCN 60.1
Ours (Reconstruction) 65.4

Ours (Contrastive) 65.6

bias in the model performance.

Since Top-5 accuracy accounts for labeling noise and ambiguity, it is considered

as the best indicator to evaluate the model. We trained our model with focal loss to

compare with current state-of-the-art skeleton-based action recognition methods. The re-

sults for Top-5 using focal loss can be seen in Table 4.3. Both our methods outperform all

competitors by a small margin for the BABEL 60 dataset (0.1 p.p. and 0.6 p.p. for recon-

struction and contrastive methods, respectively) and for a bigger margin for the BABEL

120 (5.3 p.p. and 5.5 p.p. for reconstruction and contrastive methods respectively).

Our method also presented significant results for the Top-1 metric when optimiz-

ing with focal loss. The reconstruction method could outperform all competitors for both

BABEL 60 and BABEL 120 (0.1 p.p. and 1.5 p.p. respectively). The contrastive method,

however, loses by 4 p.p to MST-GCN when tested against the BABEL 60 dataset. How-

ever, when tested against the BABEL 120 dataset, its performance is good, outperforming

the best competitor by a margin of 3.7 p.p. The results for the Top-1 metric with focal

loss optimization are summarized in the Table 4.4.

For the Top-1 metric with accuracy normalized by the number of samples, what

we see is a good performance, but not enough to outperform all competitors. Our method

is able to surpass or equal the ST-GCN and 2s-AGCN methods in both versions of the

dataset, but it is below the MST-GCN, with a smaller margin (1.4 p.p) in the case of the

BABEL 120 dataset, but higher (2.0 p.p.) in the case of the BABEL 60. The results for

this metric are compiled in the Table 4.5.



4.4. Hyperparameter Sensitivity Testing 46

Table 4.4: Results - Top 1 (Focal loss).

Variation Accuracy (%)

B
A

B
E

L
60

Dataset Benchmark 34.0
ST-GCN 24.2
2s-AGCN 33.8

MST-GCN 36.3
Ours (Reconstruction) 36.4

Ours (Contrastive) 34.9
B

A
B

E
L

12
0

Dataset Benchmark 29.0
ST-GCN 20.5
2s-AGCN 27.9

MST-GCN 29.9
Ours (Reconstruction) 31.4

Ours (Contrastive) 33.6

Table 4.5: Results - Top 1 (Focal loss - Normalized).

Variation Accuracy (%)

B
A

B
E

L
60

Dataset Benchmark 30.0
ST-GCN 14.4
2s-AGCN 30.4

MST-GCN 35.4
Ours (Reconstruction) 30.3

Ours (Contrastive) 33.4

B
A

B
E

L
12

0

Dataset Benchmark 23.0
ST-GCN 5.5
2s-AGCN 26.2

MST-GCN 29.8
Ours (Reconstruction) 28.4

Ours (Contrastive) 26.4

4.4 Hyperparameter Sensitivity Testing

A systematic search for hyperparameters was not carried out in this work. How-

ever, as a way of evaluating opportunities for optimization, some tests were performed in

order to evaluate the sensitivity of the model to variations in the hyperparameters. The

tests were made to help define only the hyperparameters of the fine-tuning phase. The

variations made had no effect on the pre-training phases. This effort was restricted to

the fine-tuning phase to avoid an exaggerated expansion of the effort in this search, given

that there are many possible variations of hyperparameters. The results can be seen in

the Table 4.7.
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Table 4.6: Parameters evaluation.

Variation Top-1 Top-1-Norm Top-5

B
A

B
E

L
60

Dropout = 0.2 32.8 31.9 67.2
Dropout = 0.5 30.5 30.7 63.6
Optim = SGD 32.6 32.0 68.6

LR = 1e-5 33.8 31.4 65.9
LR = 2e-4 30.6 30.8 63.5

Weight decay = 1e-3 31.9 31.5 67.4
Selected 36.6 30.3 70.4

B
A

B
E

L
12

0

Dropout = 0.2 28.3 25.2 63.7
Dropout = 0.5 26.9 26.3 56.8
Optim = SGD 24.0 27.2 56.7

LR = 1e-5 28.5 26.4 57.2
LR = 2e-4 22.8 25.8 49.5

Weight decay = 1e-3 26.9 27.6 63.9
Selected 31.5 28.4 65.4

What can be observed is, firstly, that increasing the dropout did not result in

performance gains, which justified keeping the dropout fixed at 0.1. In terms of the

learning rate, we tested values above and below 5e-5, keeping the AdamW optimizer, in

which case we could observe that increasing the learning rate resulted in worse results.

The test performed with a lower learning rate also resulted in lower accuracy, but in this

case, it is important to note that the training was limited to 300 epochs. Increasing the

weight decay regularization term did not deliver good results, and therefore the value of

1-e4 was kept.

Regarding the optimizer, we observed that the use of SGD instead of AdamW

showed promising results. In the case of BABEL 60, the use of this optimizer surpassed

the best result obtained with AdamW in the Top-1-Norm metric by 1.7 p.p. In BABEL

120 dataset, however, the SGD optimizer was overcome by AdamW by 1.2 p.p.

Unlike the other hyperparameters, in this case, a systematic search was performed

for the configuration parameter of the focal loss function. As explained in Section 2.5, the

gamma parameter determines the relative weight that will be applied to the error relative

to samples of each class, together with the number of samples available for each one of

them. The tested values for this hyperparameter and the results can be seen in Table 4.7.

Looking at the table, we can see that this parameter has a significant effect on the Top-5

metric, with the accuracy increasing consistently with the increase in the parameter value

up to the limit of gamma = 20. Above this value, the model performance degrades rapidly.

In the case of the Top-1 parameter, an oscillation around 36.5% is observed, with the best

result occurring for gamma = 5. Also, in the case of the Top-1 metric, the performance

degrades for values above gamma = 20. Due to the fact that it is the best combination
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Table 4.7: Results - Focal loss tunning.

Gamma Top5 (%) Top1 (%)

B
A

B
E

L
60

1 68.4 36.1
2 68.5 36.3
5 69.3 36.9
10 69.8 36.4
20 70.4 36.4
50 53.9 21.5

of values, the value selected for this parameter was gamma = 20.

4.5 Ablation Study

In the ablation study, we selectively examine parts of our architecture in order to

analyze the impact each of them has on the results. First, to evaluate how the pre-training

contributes to the results, we execute experiments training directly for action recognition,

without a pre-training phase. Then we explore the effect of the Transformer, changing

the size of the stack of Transformer blocks. Finally, we remove the multi-scale mechanism

to verify its effect. The results are shown in Table 4.8.

It can be verified from the results that, especially in the metrics taken as a reference,

i.e., the Top-5 and Top-1 accuracy when trained with focal loss, all components contribute

to the result. The component with the greatest impact on key metrics was the use of the

multi-scale engine. This mechanism alone contributed to an increase of 4.2 p.p. in Top-5

accuracy, both for the BABEL 60 and BABEL 120 datasets when trained with focal loss.

Also, in the case of the Top-1 matrix, the result shows a gain of 3.2 p.p. for BABEL 60

and 2.4 p.p. for BABEL 120.

The use of pre-training also showed a relevant effect on the final result, given that

for the main metrics, the result was consistent in both versions of the dataset. In the

case of BABEL 60, it is observed is an increase of 0.7 p.p. in the Top-5, and 1.9 p.p.

in the case of the Top-1 accuracy. The use of pre-training had no observable effect on

the normalized Top-1 metric. In the case of BABEL 120, pre-training was responsible for

an increase of 1.9 p.p. in performance measured by the Top-5 metric and 1.6 p.p in the

performance measured by the Top-1 metric.



4.6. Discussion 49

Table 4.8: Ablation study.

Variation Top-1 Top-1-Norm Top-5

B
A

B
E

L
60

No pretrain 34.5 30.3 69.7
Transformer (1 layer) 34.2 31.4 68.2
Transformer (2 layer) 33.8 31.2 69.2

No multi-scale mechanism 33.2 29.4 66.2
Complete model 36.4 30.3 70.4

B
A

B
E

L
12

0

No pretrain 29.8 25.3 63.5
Transformer (1 layer) 29.9 26.8 61.9
Transformer (2 layer) 30.3 28.6 64.8

No multi-scale mechanism 29.0 24.7 61.2
Complete model 31.4 28.4 65.4

4.6 Discussion

From the results of the ablation study and experiments, some issues deserve a more

detailed evaluation. These findings may indicate opportunities for improvement in the

methodology or points of attention. A brief discussion will ensue in order to clarify some

observations.

As verified in the ablation tests, both forms of pre-training produced positive effects

on the final result, contributing to better performance. The pre-training step is responsible

for a gain in the Top-5 metric (in this discussion, we will always be referring to the metrics

obtained by models trained with focal loss). The gain, however, was greater in the case

of pre-training performed using contrastive learning, where we see a 0.5 p.p. performance

increase compared to the model generated from pre-training by reconstruction.

This increase can be explained by the fact that, through the definition of pseudo-

labels, the objective was to give the network the ability to disambiguate very similar

movements but with a striking feature. A clear example of this can be seen in the Figure

4.3. The images, show how the action representation space was organized when consid-

ering only the fraction of the embedding associated with a pseudo-label. To facilitate

the visualization, the representation space had its dimensionality reduced by the TSNE

algorithm.

What was evidenced in Figure 4.3 is that the embeddings associated with classes

that have fast movements (indicated in red) were well-differentiated in relation to slow

movements (indicated in blue). When we compare two classes that have similar pose

sequences, but that can be disambiguated by the speed of movements, such as the walk

and run classes, it is evident that the use of the pseudo-label contributed strongly to

facilitating the correct classification of these two classes for the network.
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Figure 4.3: Visualization of partition vectors - pseudo-label “Fast movement”. At the
top we see all the samples organized by the vector associated with the pseudo-label “Fast
movement”. Below we see only the samples associated with the actions “walk” and “run”.

In the case of the pseudo-label which aims to separate actions where trunk move-

ment is relevant, the separation was not so clear. As we can see in Figure 4.4, after the

reduction of dimensionality, what is observed is that, although there is a tendency favor-

ing separation (blue points becoming more to the right and blue points becoming more

to the left), there is no well-defined border between the two spaces, indicating that this

pseudo-label did not make a major contribution to disambiguation. Although some effect

is present, as can be seen in the comparison of the embeddings of the incline (exercise)

and wave actions. In both cases, the movement with the hands is similar, but the position

of the trunk is important to disambiguate.

However, despite the consistent result in the Top-5 metric, we see that in the

case of the Top-1 metric the result is inconsistent when comparing the BABEL 60 and

BABEL 120 datasets. Despite the strong result for the BABEL 120, outperforming the
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Figure 4.4: Visualization of partition vectors - pseudo-label ”Trunk is important”. At
the top we see all the samples organized by the vector associated with the pseudo-label
”Trunk is important”. Below we see the samples associated with the “wave” and “incline”
actions.

other competitors by more than 2 p.p., in BABEL 60 it loses to both the version pre-

trained by the reconstruction method and the competitor MST-GCN. It is also possible

to observe this behavior in the case of the normalized focal loss metric. The selection

of pre-training form, therefore, must be made according to the objective to be achieved.

For a situation where the objective is to better understand the context, accepting that

multiple classes can be accepted as an answer, pre-training using contrasting learning

is the best option, as it delivers better results for the Top-5 metric. If the objective of

the network is to obtain an accurate answer, (i.e., the most precise among ambiguous

options), the pre-training by reconstruction presented the best result in general.
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4.6.1 Dealing with Class Imbalance

As defined throughout the work, we have a special concern about the way the model

behaves in a long-tailed dataset. The way chosen to tackle this problem was through the

use of focal loss. In this section, we seek to analyze in more detail the effect of this

choice and highlight the reason why we pay special attention to metrics that use this loss

function. To perform this analysis, we can use as a reference the results organized in

confusion matrices. The confusion matrix of a model trained using cross-entropy, and the

confusion matrix of a model trained using focal loss are illustrated in Figure 4.5.

When training the model with cross-entropy, we observed that there is a significant

bias toward classifying in the model output classes that are represented in the first columns

of the matrix, that is, classes with a greater number of samples. This ends up favoring this

model if the analysis performed was only Top-1 accuracy, directly hitting the label defined

for the dataset. It is easy to see however, that this is not a fair approach, given that the

model would not be learning to analyze the action itself but would only be learning to

exploit the dataset’s imbalance in its favor.

A very different situation is what we observe in the case of the model trained with

focal loss. The bias towards classes with the highest number of samples is not present.

The false positives in the first columns are in balance with what was observed in columns

associated with classes with fewer samples. The cases of confusion are the result not of

class imbalance but of movement similarity itself. This fact becomes clearer when we

observe that in the confusion matrix of the model trained using cross-entropy, there are

practically no false positives above the main diagonal of the matrix. In the case of the

matrix of the model trained with focal loss, there are several occurrences of false positives

above the main diagonal.

What we could observe in the confusion matrices of both models is even more

evident when we analyze the difference between the two matrices, illustrated in Figure 4.6.

To obtain the difference between the two matrices, we simply perform the element-by-

element subtraction of each cell of the matrix. Dark colors mean that the value of that

cell is smaller in the matrix of the model trained with focal loss, and light colors mean

that the cell value is larger in the matrix trained with focal loss.
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(a) Trained using cross-entropy. (b) Trained using focal loss.

Figure 4.5: Confusion matrix comparison. The confusion matrix of a model trained with
cross-entropy (a) shows that, besides it has higher accuracy, the is biased in favor of more
represented classes. This fact is evidenced by the large number of false positives observed
in the first columns (which represent the best-represented classes). In the model trained
using focal loss (b) this problem is not present.

4.6.2 Dealing with Ambiguity

Another important aspect of this work is its ability to deal with ambiguity. We saw

in the quantitative results (organized in Table 4.3) that we performed better on the Top-

5 metric when trained with focal loss, which is the one that best captures the model’s

ability to deal with ambiguities. In this section, we will make a qualitative analysis,

seeking a better understanding of the result obtained, why using focal loss turned out to

be important when dealing with ambiguity, and what this means in practical terms.

For that, we observed the accumulated activation profile of selected class samples

when presented to models trained with cross-entropy compared to models trained with

focal loss. The accumulated activation profile is generated from all samples of a selected

class inputted in a trained model. The activation levels output by each sample are accu-

mulated, resulting in a histogram. Through the histogram, it is possible to visualize how

the model is interpreting a certain class and if the activation level of similar classes is well

represented.

The first example is shown in Figure 4.7 where we can see the activation profile for

two networks, one trained with cross-entropy and the other trained with focal loss, when

all samples of the ‘touch object’ class are inputted into the model. What we can see in

the example is that for the cross-entropy trained network, the ‘touch object’ class stands
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Figure 4.6: Matrix highlighting the differences between the confusion matrix of a model
trained using cross-entropy and a model trained using focal loss.

out with a large peak, with similar classes having clear activation levels but significantly

less intense.

On the one hand, if we consider this difference in semantic terms, we can conclude

that it is not justified. The meaning of touching an object (represented in class 11,

highlighted in the image) is very similar to the meaning of interacting with an object

(represented in class 4, also highlighted in the image). The level of certainty presented

by the network does not match the real meaning of the available options. The same can

be said for other classes like ‘place something’, ‘pick something’, and ‘lift something’.

On the other hand, when we observe the activation profile for the same set of classes

when trained with focal loss, we still observe a peak in the ‘touch object’ class, but the
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(a) Cross-entropy (b) Focal

Figure 4.7: Activation profile for class ‘touch object’.

(a) Cross-entropy (b) Focal

Figure 4.8: Activation profile for class ’action with ball’.

other classes with similar semantics to the studied class also show relevant activation, in

balance to the activation of the main peak. We also observed that the set of activated

classes is better representing the action itself, with the inclusion in the set of highly

activated classes actions like ‘grasp object’ that presented very weak values in model

trained using cross-entropy.

A similar situation can be observed in the activation profile of samples of the class

‘action with ball’, illustrated in Figure 4.8. Again in the case of models trained using

cross-entropy, the network presented a level of certainty in the choice of a class that is not

justified when analyzing the semantics of the available options. Classes like ‘sport moves’

and ‘play sports’ receive activation but at a level lower than reasonable. Actions such as

‘catch’ and ‘throw’ are also present in the activation profile but with much lower values

than those obtained for the main peak.

In the activation profile of the model trained using focal loss, the levels are more

balanced, better representing the expected equilibrium among classes that are closely

related to each other, including classes such as ‘kick’ and ‘touch object’ that was not

present in the activation profile of the model trained using cross-entropy.

One last example can be seen in the profiles obtained for the samples of the ’gesture’
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(a) Cross-entropy. (b) Focal

Figure 4.9: Activation profile for class ’gesture’.

class, illustrated in Figure 4.9. In the case of the model trained using cross-entropy, we see

only two peaks, the first for the ’gesture’ class and the second for the ’wave’ class. If we

analyze only these two classes, we observe an adequate balance between them. However,

when we train the network using focal loss, the ’greet’ class, which previously received

weak activation, starts to stand out, even surpassing the class designated by the dataset.

The results obtained for the focal loss better describes the set of samples, as it shows a

balance between three classes that have similar meanings.
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Chapter 5

Conclusion & Future Work

5.1 Conclusion

The search for robust solutions to treat the problem of action recognition had

consistent advances in increasing the accuracy in datasets primarily dedicated to this

task. However, when researchers test these on real cases, they still find it challenging to

deliver the necessary reliability, indicating that this line of research still has a long way

to go to reach maturity.

In this work, we seek to address two critical aspects that are generally not ad-

dressed: class unbalance and the ambiguity inherent to datasets built from the observation

of everyday life. To achieve this goal, we propose a new learning framework based on mul-

tiscale features and the context of motions. Additionally, the learning process was subject

to a training regime that involved pre-training, seeking to generate robust representations

of the movement in the internal layers of the network to boost classification.

Considering that the selected dataset is highly unbalanced and sufferers from a

high degree of ambiguity, the most appropriate indicator is the accuracy among the top

5 predictions. Our approach beat our competitors in both BABEL 60 and BABEL 120

in the Top-5 (focal) accuracy metric, the most relevant from our problem definition. We

also achieved a better result in Top-1 (focal) accuracy when trained with focal loss.

Using the focal loss function in the fine-tuning phase proved very important. Its

use made it possible to deal with the problem of class imbalance and made an important

contribution to the problem of ambiguity. With the help of focal loss, as demonstrated

qualitatively through the analysis of the activation profiles of the network, the outputs

better reflect ambiguous situations, unlike what we observed in a network trained using

cross-entropy. This good effect in the treatment of ambiguity directly impacts our primary

metric, which is the Top-5 accuracy.

The field of study of action recognition is very dynamic. Undoubtedly, we will see

advances over the next few years, especially considering the momentum of technologies

based on deep learning. The development of this area will therefore continue to be heavily
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dependent on the construction of large datasets. This dependency will be true both in

the academic-only domain and in the portability of technology to real world applications.

Addressing class imbalance and ambiguity problems helps the community to work with

datasets with these characteristics and to approach a technology that evolves rapidly from

its application in everyday issues.

5.2 Future Work

Recent years have seen a rapid development of various techniques in tasks related

to motion analysis and in machine learning in general. This research is far from having

exhausted all opportunities in the field. Some even came to be the object of preliminary

tests, but because they initially did not have the desired result, they were passed over for

other choices that obtained more effective results. In future work, those options can be

revisited and better investigated.

The first point to be explored is feature engineering. Our methodology uses the

key-point positions enriched with the velocity. However, human movement is the result of

the articulation of limbs, which makes the angles of the joints powerful pose descriptors.

We see potential in adding the calculated angles around a joint to input data, especially

through angle descriptors that do not have discontinuity problems.

There are opportunities in the two main components of the architecture. For

example, systematic research around aggregation functions will likely improve the down-

sampling layer. The investigation can be done by taking advantage of convolution strate-

gies in skeletal graphs from more recent works in the action recognition literature and

seeking to identify the advantages and disadvantages of each one of them. The way our

model’s architecture is structured allows for an exchange of these functions with minor

adaptations.

We used Transformers in its most straightforward formulation, which suggests that

searching for more tuned arrangements for our problem could improve the results obtained.

Something interesting to note is that when applied in NLP, Transformers deal with word

tokens. If we observe the embedding vectors of a set of words of a sentence, we will see

that their position in the embedding space is distant from another. Our case is very

different since the sequence of vectors represents a continuous motion. That results in a

set of vectors that are positioned next to each other in the embedding space, particularly

in adjacent poses. This attribute allows applying a strategy to reduce the number of

tokens presented to the Transformer by selecting key poses.

We see the potential for improvement of the training regime in the case of learn-
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ing by contrast. Despite having considered the strategy of using pseudo-labels successful,

other arrangements regarding the use of partitions can be made. The number of partitions

could be increased, seeking to directly encode other features such as circular movements,

periodic movements, or interactions with body parts (e.g ., hand-head interactions). More-

over, because it is a technique used in a lot of research, there is a field of opportunity to

refine our approach using techniques that have been successful in other areas.

In addition to the two pre-training forms used in this work, other strategies could

be used. For example, the BABEL dataset was originally designed to link text and

movement. This correlation between the description of the sequence and the actions that

make up the sequence could be used in line with one of the objectives we proposed, i.e., to

generate rich and robust representations of the movement in the network’s hidden layers.
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