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Resumo

Classificacao Automética de Texto (ATC), também conhecida como Classificacao de
Documentos ou Categorizacao de Texto, é uma tarefa desafiante em processamento de
linguagem natural que envolve classificar textos em categorias baseando-se nas pro-
priedades e atributos textuais de cada documento. Recentemente, metodologias de
aprendizado profundo tém transformado ATC através de novas estratégias de classi-
ficacdo e criacdo de novas técnicas de vetorizacao de palavras, que nada mais é do
que a representacao de palavras em forma de vetor numérico. Contudo, a maioria
dos métodos de redes neurais mostram diversos problemas, incluindo a falta de com-
paracoes rigorosas de benchmarks com outros algoritmos tradicionais mais bem esta-
belecidos (onde a avaliagdo é feita partir de conjuntos de dados e procedimentos de
preprocessamento padronizados). Nesta dissertacdo, avaliamos diversas métodos, in-
cluindo diferentes arquiteturas de redes neurais como redes neurais de convolugao, de
atencao, e transformadores bidirecionais e as comparamos com um dos algoritmos de
aprendizado de maquina mais tradicionais, denominado Maquinas de Vetor de Suporte
(mais conhecido como SVM). Nossos resultados experimentais indicam que, para con-
juntos de dados menores, o método de referéncia mais tradicional e barata (TFIDF
com maquinas de vetor de suporte) estd entre os melhores desempenhos no geral, su-
perando significativamente abordagens neurais muito mais sofisticadas e caras quando
o custo-beneficio é considerado. Nos conjuntos de dados maiores, a abordagem neu-
ral mais recente que utiliza transformadores, denominada BERT, ultrapassa alguns

métodos com significancia estatistica.

Palavras-chave: Classificacao de texto, aprendizado profundo, SVM.



Abstract

Automatic Text Classification (ATC), also known as Document Classification or Text
Categorization, is a challenging Natural Language Preprocessing task that involves
classifying texts into various categories based on inherent properties or attributes of
each text document. Recently, deep learning methodologies have been transforming
ATC through new strategies of classification and creation of new word embedding ap-
proaches. However, most neural networks methods show several issues, including the
lack of rigorous benchmark comparisons with other more well established traditional
algorithms (where the evaluation is based on standard datasets and pre-processing
procedures). In this master thesis we evaluate several methodologies including dif-
ferent neural networks architectures such as Convolution Neural Networks, Attention
Networks and Bidirectional Transformers and compare them to one of the most tra-
ditional known machine learning algorithms called Support Vector Machines. Our
experimental results, indicate that for the smaller datasets, the simplest and cheaper
baseline (TFIDF with Support Vector Machines) is among the best overall performers,
clearly beating much more sophisticated and costly neural approaches when a trade-off
effectiveness-cost is considered. In the larger datasets, the recently proposed neural
approaches based on Transformers do excel, beating (tied) other neural architectures

with statistical significance.

Palavras-chave: Text Classification, Deep Learning, SVM.
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Chapter 1

Introduction

Getting meaningful insights from textual data in order to understand text is one of the
first, yet most essential tasks in Natural Language Processing (NLP). Automatic Text
Classification (ATC), also known as Document Classification or Text Categorization,
is a challenging NLP task that involves categorizing texts based on inherent properties
or features of each text document. Several methodologies and algorithms have been
used to classify, clusterize and extract information from text, such as Nearest Neigh-
bors classifiers, Decision Trees, Latent Semantic Analysis, probabilistic classifiers and
ensembles of classifiers Crammer et al. [2012]; Manne et al. [2012]; Joachims [1998];
Allahyari et al. [2017]; Campos et al. [2017a]; Salles et al. [2015a].

Advances in computer architectures (e.g., GPUs) and in processing power have
boosted some Artificial Intelligence architectures, among them, Deep Neural Networks
(DNNs)!. DNNs are able to learn hierarchical features through multiple stacked repre-
sentation layers in an automatic fashion, allowing NNs solutions to become the state-
of-the-art (SOTA) in many applications, such as image processing Guo et al. [2016];
Pavlakos et al. [2017], object recognition Ribeiro et al. [2018] and speech recognition
Chiu et al. [2017]; Upadhyay et al. [2018]; Kannan et al. [2018].

In this context, there is a large interest in developing NNs strategies to extract
information from text, classify documents, predict next words, etc Conneau et al.

2017]; Lin [2019]; Kim [2014].

'We use the terms Neural Networks (NNs), Deep Learning, Deep Neural Networks (DNNs) inter-
changeably in this dissertation.
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1.1 Motivation

Neural Networks (NNs) have been transforming NLP research in recent years. They
started being more studied in different communities, such as data mining and informa-
tion retrieval, and in a vast number of applications, such as medical diagnosis, document
organization, sentiment analysis and web searching [Aggarwal and Zhai, 2012; Kakade
et al., 2017]. One of the pioneer works in NLP, well known as word2vec Mikolov et al.
[2013a], which is a method based in neural networks that can be trained and transform
text input to a representation of numerical vector for each word in the text, has opened
entirely new venues for NLP research Young et al. [2018].

It has been demonstrated that Neural Networks can approximate any type of
learning function K. et al. [1989], since they are a set of layers multiplications, in the
most short form, that can be know as a regression (more about how a neural network
works in the Section 2.2). However, the costs to do so are extremely high due to the
exponential number of configurations (dozens of hyperparameters), architectures and
parameters (literally millions of parameters!) that need to be tuned Lin et al. [2017].
Indeed, some industries estimate the cost of training state-of-the-art deep learning
models, even pre-trained ones (such as BERT Devlin et al. [2018] and XLNETYang
et al. [2019]), in hundreds of thousands of dollars, besides demanding very powerful
and costly computational architectures?.

Moreover, the adoption of NNs in the text domain is still less successful than
in other ones Hassan and Mahmood [2017a]; Kim [2014]; Xiao and Cho [2016a] such
as computer vision Feng et al. [2019]. In fact, in some text-based applications, as
automatic text classification (ATC) and sentiment analysis, despite some interesting
proposals Zhang et al. [2015a]; Kim [2014]; Hassan and Mahmood [2017b]; Conneau
et al. [2017]; Devlin et al. [2018], it is not clear or well established yet if deep neural
networks configure the SOTA. There are several issues, including the lack of rigor-
ous benchmark comparisons with other more well established SOTA algorithms (e.g.,
Support Vector Machines® Campos et al. [2017a]; Salles et al. [2015b] ), with standard-
ized datasets and pre-processing procedures. Also, standardized scientific procedures
(e.g., folded cross-validation, statistical significance tests with corrections (e.g., Bon-
ferroni Hochberg [1988] or Friedman Friedman [1940, 1937]) are not the rule in the
comparisons of existing and novel deep learning proposals. These problems have been

confirmed in recent, more rigorous, comparisons of NNs against standard baselines in

Zhttps://syncedreview.com/2019/06/27 /the-staggering-cost-of-training-sota-ai-models/
3Several comparisons are made with the less effective, but faster, Logistic Regression or KNN
algorithms
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areas such as recommendation systems Dacrema et al. [2019]; Ludewig et al. [2019],
where most NNs did not perform better than the simplest baselines in many situations.

In fact, typically the comparisons of novel NN proposals with previous ones in
the literature are very shallow, reporting minimal gains with no rigorous (statistical)
evaluation of the results, usually using a single metric such as accuracy, which may not
even been adequate for some scenarios (e.g., datasets with skewed class distributions).
In such cases, it cannot be ruled out that newest results reported in the literature over
the last few years are simply statistical ties, with no real advances.

Another pitfall is the absence of the original implementations of the reported
methods, which makes it hard to perform a fair comparison. Even when there is some
code available, it is so hard to run or poorly documented, that is almost impossible to
run it. When available, and possible to run, the actual parameterization of the method
is extremely obscure. In many cases it is performed using a process of trial-and-error,
commonly described in an anecdotal way, making it again impossible to replicate.

Furthermore, some of these methods usually exploit an enormous amount of pro-
prietary data to configure some portions of the network, which are usually only available
to huge enterprises such as Google and Amazon and not to the Academy.

Finally, there is a myriad of different deep neural architectures (convolutional
NNs, attention NNs, recurrent neural networks Medsker and Jain [2001]; Liu et al.
[2017]; Song et al. [2019]; Devlin et al. [2018], etc.) that can be used for ATC. Thus,
it is currently not clear which of these alternatives are more suitable for each specific
task.

This is the current context in which this dissertation is inserted.

1.2  Our Proposal

Our main goal in this dissertation is to design and run extensive experiments aiming at
validating and comparing the effectiveness and efficiency of different neural networks ar-
chitectures such as Convolution Neural Networks (CNN) and Very Deep Concolutional
Neural Networks (VDCNN), Hierarchical Attention Networks (HAN) and Bidirectional
Transformers (BERT). We do compare them to one of the most effective SOTA and
traditional classifiers: Support Vector Machines, most known as SVM, in the text clas-
sification realm. We follow a standardized and controlled experimental set up. This is
not an easy task as the training process of the methods may be time-consuming and

the results tend to be vastly distinct with regard to different parameters and datasets.
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This general objective can be narrowed down into three specific goals, driven by

the following research questions:

e Research Question 1 (RQ1): Can we model and achieve state-of-the-art perfor-
mance with recent deep learning architectures? Even on small datasets?
Most of the published works on text classification that use deep learning archi-
tectures do not perform standard statistical comparison procedures, or train-
ing/testing splitting set up for model construction. We build a controlled exper-
imental setup aiming at comparing different methods and evaluating how recent
works perform in a set of standardized datasets following proper statistical pro-

cedures.

e Research Question 2 (RQ2): Are previous results statistically significant?
Our hypothesis follow similar observations and findings from Dacrema et al.
[2019], Ludewig et al. [2019] and Lin [2019], where they evidence that new deep
learning methods are rarely better in text classification tasks, that they might

perform better in some cases, but by a small margin.

Aiming at answering RQ1 and RQ2, we have worked in the standardization of all
datasets, working in a setup with k-fold cross-validation, using the same set of
parameters as the authors of each published deep learning architecture. Our eval-
uation procedure measures the performance of the models using fl-score (micro
and macro averages) and log-loss, comparing the results with statistical t-test
(with Bonferroni corrections), Friedman ranking and bootstrapping confidence

interval.

o Research Question 3 (RQ3): How efficient are deep learning models?
Previous work Conneau et al. [2017]; Yang et al. [2016]; Xiao and Cho [2016a],
do not measure or describe any details of the time their methods take for train-
ing/testing. The process of tuning neural networks consumes a very long time.
That is usually the reason why tuning of parameters is not used. The process of
trial-and-error is used due to this high cost. To the best of our knowledge, there
is no study mentioning and/or comparing time of tuning or training/testing of
deep learning models. Towards answering RQ3, we analyze the total time for

training, tuning and testing each one of the classifiers in study.
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1.3 Main Contributions

Towards achieving the proposed goals, we have accomplished the following contribu-

tions:

A comprehensive experimental evaluation which explores the trade-offs between effi-
ciency and classification effectiveness, where we compare the performance and

time taken for fitting and testing different methods.

An evaluation of performance of deep learning models using other metrics besides
accuracy or error (100 - accuracy)%. More specifically, as we are aware of, we
are the first work that evaluates deep learning architectures considering F1-score
with macro and micro averages and log loss for measuring the confidence of the
model. We also provide extensive statistical analysis of our findings using well-

known statistical tests in order to fairly compare all the methods.

In summary, as our experimental evaluation shows, traditional methods such as
Support Vector Machines are very powerful and effective in most of the datasets, mainly
in the small ones. Moreover, it is more viable than any other method we have compared

in this dissertation due to its very small time consumption and interpretation.

1.4 Outline

The rest of this dissertation is organized as follows. Chapter 2 discusses the background,
highlighting main breakthroughs in the deep learning area and most recent works in
text classification, plus, it also explains some important concepts around the methods
used in this dissertation. Chapter 3 describes our experimental methodology, presenting
characteristics of our datasets, methods and experimental setup. Chapter 4 presents
and discusses our results and finally, Chapter 5 presents the conclusions and directions

for future work.
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Chapter 2

Background and Related Work

In this Chapter we introduce a timeline of the history of the Neural Networks with
very important breakthroughs concerning deep learning architectures and highlight
some related work. Moreover, we explain some important concepts related to the

architectures explored in this master thesis.

2.1 A Brief Timeline History

We briefly describe how deep learning techniques evolved over the years. Figure 2.1
illustrates a timeline of the evolution.

Neurons were mentioned by Warren McCulloch and Walter Pitts in their paper
titled “A logical calculus of the ideas immanent in nervous activity”, in which the first
mathematical model of a neuron was built with a electrical circuit McCulloch and Pitts
[1943]. During the 1950’s, Nathanniel Rochester from IBM research lab led the first
effort to simulate a neural network. In 1958 Frank Rosenblatt created the oldest Neural
Network still in use today: the perceptron Rosenblatt [1958].

One year later Stanford researchers Bernard Widrow and Marcian Hoff developed
the first application of neural networks (Adaline and Madaline) applied to phone lines,
eliminating echoes Attoh-Okine and Ayyub [2005]. After a long recession, Convolu-
tional Neural Networks emerged with the work of Fukushima Fukushima [1980] in the
1980s, who created Neucognitron, a Neural Network that recognizes visual patterns.
At that same time the first type of Recurrent Neural Network (RNN), named as Hop-
field Networks Hopfield [1982] surged. Later, in 1997 Jiirgen Schmidhuber and Sepp
Hochreiter proposed the Long Short Term Memory Neural Networks (LSTM). LSTMs

were able to "'remember" information for a longer period of time. In 1998, the stochastic
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descent algorithm was born with the work of Yann LeCun LeCun et al. [1998], which

became a very popular algorithm in deep learning.

! ' T GPUs ARE CREATED
foe . |
E PERCEPTROMN Q GPUs are create by Nvidia
| : in 2007 and CUDA
: {Frank Rosenblatt LSTM was platform is released:
| {created the proposed by Bi'r?*akthmugh paper by
{perceptron; the Schmidhuber & { Raina et.all.
{ ioldest I i ! Imagenet is launched.
Foeeoes EIRsT PAPER NG Hochreiter | g
inetwork still in use
today.
Warren McCulloch &
Walter Pitts wrote a
paper on how [
neurons might RMNMNs and LSTMs for
work; The first | | Enada del
i g ge models.
mathematical model : Matural Language *, 5
using electrical - | Meodels with feed Word?2 m .
Tratilte. Fukushima - CNNs! foward NNs e

Hopfield - RNMs :
2015 - Attention NNs

P—o—o e

DOCUMENT
LS ! CATIO : b | e
FIRST SIMULATION EYESTAEELIGATION i RECOGHNITION DEEP LEARNING

Nathaniel Rochester | Bernard Widrow & Yann LeCun | Pretrained Language
from IBM led the i Marcian Hoff from published Models
first simulation of a | Stanford developed ' Gradiant-Based | BERT
neural network. the first neural Learning Reinforced Learning
i network to be applied | Applied to '
i to a real world Document | !
! problem: Adaline and _! Recognition | i
Madaline. :

Figure 2.1. Timeline of Neural Networks

The development of neural networks in the visual recognition realm started to
bring insights to text-related areas in the beginning of 2000, mainly language models
that compute the probability of a word w; given its n— 1 previous words. By that time,
language models evolved from n-gram based to the first classic neural network language
model proposed by Bengio et al. [2003], which learned distributed representations for
words. The architecture consists of an one-hidden layer feed-forward neural network

that predicts the next word in a sequence. This was also one of the first works to
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introduce the term word embeddings (a real-valued word feature vector in IR) and
train them in a neural network.

The creation of GPUs and release of CUDA platform near 2010 was a break-
through in the processing of big datasets and consequently a huge step towards the
training of neural networks. After that, language models evolved to recurrent neural
networks and LSTMs Mikolov et al. [2010]; Graves [2013] and the main innovation was
proposed in 2013 by Mikolov et al. [2013¢| with the creation of the most well known
methodology: Word2vec.

Word2vec is a two-layer neural network that processes text. Its input is a text
corpus and its output is a set of vectors: feature vectors for words in that corpus, also
called word embeddings. Specifically, Mikolov et.al proposed the continuous bag-of-
words (CBOW), which uses context to predict a target word and skip-gram, which
uses a word to predict a target context Mikolov et al. [2013b]. CBOW and skip-gram
are models created to efficiently construct high-quality distributional vector represen-
tations.

Another type of word embedding that emerged along with word2vec is a count-
base model, called Global Vectors (Glove) by Pennington et al. [2014]. In summary,
Glove generates word embeddings by aggregating global word-word co-occurrence ma-
trix from a corpus. By training Word2vec and Glove or any of these types of models
on a large corpus of words, we can capture certain relationships between words such
as gender, verb tense, and country-capital relationships, which has not been possible
in early years. Many other frameworks for creating word embeddings are currently
available as pre-trained vectors to be incorporated into deep learning models* ® ¢ in an
fully automatic way.

The aforementioned embedding representations Mikolov et al. [2013c|; Penning-
ton et al. [2014] consider all the sentences where a word is present in order to create a
global vector representation of that word. A new method, called Embedding from Lan-
guage Model (ELMo) emerged in 2018 Peters et al. [2018] proposing contextual word
embeddings instead, where a word can have two different vector representations (each
one with a different word sense). It provides deep contextual embeddings, producing
word embeddings for each context a word is used. Moreover, the authors claim that
combining ELMo with Glove or Word2vec is beneficial. However, the latest findings
in transformers (explained later) have shown better results using BERT Devlin et al.
[2018], surpassing ELMo.

4https:/ /radimrehurek.com/gensim/
Shttps:/ /fasttext.cc/
Shttps://tfhub.dev/google/elmo/2
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During 2014-2016 neural networks, such as Convolutional Neural Networks and
Recurrent Neural Networks started to be more adopted in several other tasks in natural
language processing. Both RNNs and CNNs treat texts as sequences, but CNNs are
more parallelizable because the states at every time step only depend on the local
context (convolution operation) rather than on all past states (as in RNN) Kim [2014];
Kalchbrenner et al. [2014]; Razavian et al. [2014]; Zhang et al. [2015a]; Xiao and Cho
[2016b]; Zhang et al. [2015b].

Following the evolution of deep learning models, attention models also evolved
from sequence-to-sequence models Sutskever et al. [2014] and started a new era for
NLP tasks. The use of attention neural networks is the most recent advance in NLP.
Basically, this model encompasses an encoder and a decoder, both containing several
RNNs in their architecture. The attention is an improvement from encoder-decoder
model that, besides translating, also identifies which parts of the input sequence are
relevant to each word in the output, whereas translation is the process of using the
relevant information to select the appropriate output Bahdanau et al. [2014]; Cho et al.
[2014].

The transformer was introduced by Vaswani et al. [2017] in 2017 in their ground-
breaking paper named “Attention is all you need”. It allowed more parallelization
because it did not use any recurrent or convolution layers. The model architecture
eschews recurrence and instead relies entirely on an attention mechanism.

Bidirectional Encoder Representations from Transformers (BERT) emerged from
this idea. It is a bi-directional transformer created by Devlin et al. [2018] and uses differ-
ent pre-training tasks for language modeling being applicable to several other tasks by
means of fine-tuning. One of the pre-training tasks is to predict masked words and the
other one is to predict the next sentence given a sentence. This pre-training method-
ology helps BERT, the most well known representative of transformers architecure,
to outperform state-of-the-art techniques on key NLP tasks such as Question-Answer
(QA) and Natural Language Inference (NLI), where understanding relations among
two sentences is very important.

Right after BERT several other algorithms based on the same architecture ap-
peared, such as RoBERTa Liu et al. [2019], DistilBERT Sanh et al. [2019], XLNet
Yang et al. [2019] and many more. Those architectures improvements are either due
to increased data, computation power or training procedure. Training them is very
expensive and they tend to rely on a trade-off between computation and prediction
results. The current effectiveness results (accuracy) reflect a huge advance in the re-
search of NLP tasks, but there is still much study to be done in order to bring these
algorithms to everyday (industry) tasks.



23

2.2 Neural Architectures

In the next subsections some neural network architectures are explained and discussed
for understanding of some concepts. We clarify that deep learning architectures have
lots of theories, concepts and details and the focus of our work is to compare the
performance of the existing algorithms, rather than explaining each architecture in
detail.

We introduce some important concepts, but do not deeply explain all of them.
The reader is suggested to read references in the last section such as Zhang et al.
[2015a]; Vaswani et al. [2017]; LeCun et al. [1995]; Patterson and Gibson [2017]; Foster
[2019]; Fontaine [2018] for further understanding. Specifically, we focus on describing
architectures such as multilayer perceptron, convolutional neural networks, attention
models and transformers that are used in text-related tasks, most notably in automatic

text classification.

2.2.1 Multilayer Perceptron - MLP

Deep feedforward networks, also called feedforward neural networks, or multilayer per-
ceptron are the quintessential deep learning models Fontaine [2018]. Rosenblatt [1958]
created the first perceptron, which was built in hardware. Later, Rumelhart et al. [1988]
introduced the concepts of backpropagation and hidden layers, officially creating the

multilayer perceptron.
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Figure 2.2. A neuron by Bonaccorso et al. [2018]

A neural network is formed by several single units, which are called artificial
neurons, shown in Figure 2.2. In the illustration we can understand how each neuron
is composed. Specifically, each neuron receives inputs, weights them on the basis
of their importance, computes a weighted sum of the inputs and, finally, adds up an
additional input b called bias to properly tune its output value. The output of a neuron

isn; = h(w;-x+b;), where w; and b; are the weights and bias of the linear transformation
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and ¢ is a nonlinear activation function. The nonlinear activation function enables the
neural network to model complex non-linearities of the underlying relations between
the regressors and the target variable Pal and Prakash [2017]; Schifano et al. [2018].
A multilayer neural network chains many of these neurons and can create models
that are more powerful than single neurons. Conceptually, as shown in Figure 2.3, a
MLP is composed of an input layer, an output layer that makes a prediction about the
input, and in between those two, an arbitrary number of hidden layers that are the

true computational engine of the MLP.

Input 9

Layer \ Hidden“Layers

Figure 2.3. MLP by Fontaine [2018]

During the training, the weights are usually initialized to small random values
and the bias to zero. After that, each input is passed from one layer to the next one
until it reaches the output layer. In this phase, the network computes the output and
the error corresponding to the input. The error is calculated on a training or validation
set, and then propagated backwards changing the values of weights and bias in order
to reduce the error itself Schifano et al. [2018].

An input layer is determined by the number of features in the dataset. For tex-
tual data, it can be words or characters and for images, it can be raw pixels values
from different color channels. The output layer for classification problems, can have
n neurons for n-way classification and utilize a softmax function to output the prob-
ability of belonging to each class. There are other hyperparameters that should be
chosen somehow - via cross-validation or usually in trial-and-error setting. Specifically,
hyperparameters are numerical presets, which are values assigned prior to the start of
the learning process. It is critical to select good hyperparameters and very difficult to
determine their optimal values. Most hyperparameter optimization algorithms depend
on searching a generic range of values and these are imposed blindly on all sequences
Dong et al. [2018]. Following, we explain some important hyperparameters that can

be tuned during training of deep learning architectures.

Activation function: It is used in every neuron and it is responsible for deciding
whether the incoming signals have reached the threshold and should output sig-

nals for the next level. In practice the activation function activates a neuron



25

given the value it receives exceeds a certain threshold. Different types of acti-
vation functions are possible. The most common is rectified linear unit (ReLU)

(sigmoid and tanh converge slowly) .

Optimization algorithm: It is used to learn weights of the network. Specifically, it
is the process that minimizes the error and adjusts the network coefficients step
by step. The most used algorithms are based on gradient descents, each one

applying different types of improvement, such as Adagrad, Adam and RMSProp.

Loss function: the function that will produce the quantity that will be mini-

mized /maximized by the optimizer (e.g. accuracy, categorical loss).

Weight initialization: In most cases, weights are initialized randomly. In some finely-

tuned settings, weights are initialized using a pre-trained model strategy.

Regularization strategy: It is used to decrease overfitting of models. Usually, the
regularization is done by adding some constraints on the parameters, such as L1
or L2 regularization, which prevent the weights or coefficients of the networks

growing too big.

These same hyperparameters are present in CNNs, RNNs and all the other neural
network architectures. As previously described, setting each of these hyperparameters
is very important. More complex architectures have many different hyperparameters
and they are very sensitive to even small changes to these hyperparameters. There
are many possible values (there is a huge number of possibilities), which brings more
complexity during tuning or choice of parameters. In our implementation of the neural
network architectures we tuned a set of hyperparameters during training, which is
shown in Table 3.3.

In this work we develop two neural networks based in MLP architecture, we feed
them with feature selection of TFIDF weights. More details are described in Subsection
3.2.1.

2.2.2 Convolutional Neural Networks - CNN

A CNN typically involves two methods: convolution and pooling. This architecture
was inspired in the visual cortex, shown in Hubel and Wiesel [1959]. It has a small
local receptive field, meaning that they react only to visual stimuli located in a limited
region of the visual field. Figure 2.4 illustrates how the local receptive fields work in
the picturing of an image by an eye.

The neurons in the visual cortex react to a small or limited area of the overall

image due to the presence of a small local receptive field. A local receptive field is an
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area on the neuron that excites or activates that neuron to fire information to other
neurons. Thus, they are activated by viewing a local area of the image via its local

receptive field.

Figure 2.4. Visual Cortex Example Géron [2018]

Each neuron in the visual cortex reacts to a different type of visual information,
some recognize horizontal lines, while others react on different orientations. These,
among other very interesting observations led to the creation of the convolutional neural
networks. In CNNs, each local receptive field can be seen convolving the image above,
with a kernel ( represented by the blue circle), which recognizes different structures
such as lines, shapes, etc.

As previously described, CNNs emerged in the 80’s, but only after the creation of
GPUs and parallel processing that algorithms of neural networks reemerged. In 2009,
Raina et al. [2009] showed that training neural networks on massively parallel graphics
processors greatly surpassed the traditional methods of training on multi-core CPUs,
what stimulated many other works. Initially, CNNs were created to recognize shapes
and patterns in images and audio Lee et al. [2009]; Krizhevsky et al. [2012]; Masci
et al. [2013]; Sermanet et al. [2013] but recently started to be used to train language
modelsMelis et al. [2017] and to perform classification and other natural language
processing tasks Mikolov et al. [2013c]; Conneau et al. [2017]; Zhang et al. [2015a].

2.2.2.1 Convolutions

The convolution layer is where most of the computational operations are done. During
a convolution, as shown in Figure 2.5, the kernel (sliding window over the image) is
multiplied by the input data values within the same boundary as the kernel and creates
a single entry in the output convolved feature (activation map or feature map or feature
detector). This architecture allows the network to concentrate on low-level features in

the first hidden layer, before assembling them into higher-level features in the next
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hidden layer, and so on as shown in Figure 2.6 Patterson and Gibson [2017]; Kulkarni

and Shivananda [2019]; Géron [2018].

Convolutional
° layer 2

Convolutional
R AV layer 1

Input layer

Figure 2.5. Convolution Operation Géron [2018]

The filter size and stride of the filter are important hyperparameters when de-

signing a convolutional layer. We explain each one in the following explanation of a

convolution.

The convolution operation begins at the top of the input matrix. The values of

the input matrix are multiplied by the corresponding values in the convolution filter.

All of the multiplied values are added together resulting in a single scalar, which is

placed in the convoluted feature matrix. After that, the kernel moves to the right by

the length of = pixels, where x is called stride (a parameter of the CNN structure), as

illustrated in Figure 2.6. This process is repeated, covering an entire row, and then

shifted down the columns by the same stride length, until the whole input matrix is

convoluted.

Convoluted feature

Kernel
Input data

Figure 2.6. Convolution Operation Patterson and Gibson [2017]
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Usually, after a convolutional layer there is a layer called pooling, which reduces

the size of the resulting feature map through a aggregation operation. We explain it

next.
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2.2.2.2 Pooling

In order to reduce the computational load, the memory usage, and the number of
parameters, a sub-sampling technique called Pooling is applied. A pooling neuron
does not have weights. It aggregates the inputs using an aggregation function, such
as max or mean. Figure 2.7 examplifies how the pooling operation works with a max
pooling kernel with stride 2. Specifically, the pooling layer summarizes the features
learned in the previous layers, helping to prevent overfitting. The advantage of the
pooling layer is its ability to inject location invariance into the network, which means

that features can be detected by the network wherever they are on the input.

Figure 2.7. Pooling Operation Géron [2018]

2.2.2.3 CNNs Applied to Text

Convolutions were first applied to textual tasks by Collobert et al. [2011] in semantic-
role labeling and later by Kim [2014] in sentiment and question classification. The
convolution is applied to text in a similar way as to images, but slightly different
because the process of convolution occurs in 1D.

Figures 2.8 and 2.9 illustrate how a filter works in word and character based
inputs. Each word or character is represented by a vectorized encoded representation,

for instance, a one-hot encoded or even real-valued representation.
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Figure 2.8. Character Convolution over text - adapted from Zhai et al. [2018]
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Figure 2.9. Word-level Convolution

When dealing with a character-level representation is necessary to: (i) define an
alphabet that will be considered and (ii) determine the max length of the documents
size to work on batches. Figure 2.8 exemplifies the process of convolution over the
word Mark. Each character is represented in a vector of the length of the considered

alphabet, which is generally summed up, so that smaller sentences have the same length
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as the maximum document length. Following, there is a layer of convolution, which
has a kernel of size 3 and stride 1. After that a max-pooling layer takes the maximum
active value across the respective convolved matrix.

The process of convolution over text can capture k-grams from the sequence of m
vectors Goldberg [2017]. Usually CNNs have many layers, because each layer capture
distinct feature maps. Number of kernels, their dimension, number of convolutions,
and types of pooling are the most import hyperparameters.

In this master thesis we have considered architectures working on both structural
levels (character and word). We will explain each one of them in the subsections 3.2.2

and 3.2.3..

2.2.3 Attention and Transformers

Sequence-to-sequence (or encoder-decoder) models are a relatively recent architecture
that have created many possibilities for machine translation, speech recognition, and
text summarization. An encoder-decoder maps an input sequence to an output se-
quence, which can be of a different length Salvaris et al. [2018]. Encoder-decoder
networks were initially applied to text translation. In this method when the sentence
becomes large, the information from the start of it might not be learned well and the
network struggles to retain all information. Thus, attention mechanisms were intro-
duced in order to solve this kind of problem Foster [2019].

Attention models were first introduced in NLP for machine translation tasks by
Bahdanau et al. [2014]. It can be used as a tool for interpreting the behavior of neural

networks, which are very difficult to understand.

pork belly = delicious . || scallops? || I don’t even
like scallops, and these were a-m-a-z-i-n-g . || fun

and tasty cocktails. || next time 1 in Phoenix, I will
go back here. || Highly recommend.

Figure 2.10. Yelp 2013 sentence attention example

Figure 2.10 shows a sentence example from Yang et al. [2016] of how an attention
helps to understand results from the neural network. The first and third sentence have
stronger meaning and the words delicious and a-m-a-z-i-n-g contribute the most in
defining the sentiment of the two sentences. The attention helps to create visualizations
that highlights attention weights, making it possible to investigate and understand the

outcome.



31

Mainly, attention allows the model to focus on the relevant parts of the input
sequence as needed. A nice screenshot from Alammar [2018] post is shown in Figure
2.11 and illustrates how attention works in a high level. We will explain it briefly and
also in a high level due to its high complexity; for further understanding we suggest to

continue on specialized literature Alammar [2018]; Vaswani et al. [2017].

SEQUENCE TO SEQUENCE MODEL WITH ATTENTION
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Figure 2.11. An attention on a high level Alammar [2018]

We start by reading the image above from left to the right side. The encoding
state (in green) is a set of recurrent neural networks, which receive text as input data
and process it to become basically a vector of numbers, that we call hidden states (a
representation of the input given to the encoder). After that, the encoder passes the
hidden states to the decoder, that receives a current word and initial hidden state.
The RNN (blue circle) process its inputs, producing an output and a new hidden state
vector (h4). Once the RNN outputs h4, it uses the hidden states from the decoder
plus h4 to calculate a context vector c4, that represents the scores from the words
around the current word, for the current time step. Then both are concatenated into
one vector, passing through a feedforward neural network and its output indicate the
word for this time step. Repeating this process for the next time steps (next words).

The use of attention have introduced a challenge of increased computational com-
plexity of computing a separate context vector for every step of decoder. Transformers
were proposed by Vaswani et al. [2017] to mitigate this problem, being an evolution of
attention models as they do not rely on recurrent units. The authors Vaswani et al.
[2017] affirm:

The Transformer is the first transduction model relying entirely on self-
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attention to compute representations of its input and output without using

sequence-aligned RNNs or convolution.

Specifically it has stacked layers of encoders and decoders. The encoder is com-
posed by a self-attention model and a feed forward neural network and the decoder

has 3 layers: a self-attention, a encoder-decoder attention and a feed forward. As it is

shown in Figure 2.12.
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Figure 2.12. The transformer

Self-attention is defined by the authors as:

Self-attention, sometimes called intra-attention, is an attention mechanism

relating different positions of a single sequence in order to compute a rep-
resentation of the sequence.

In short, self-attention allows the model to look at the other words in the in-
put sequence to get a better understanding of a certain word in the sequence. The
transformer computes self-attention multiple times, thus they name this process as
Multi-head Attention.

Transformers demonstrate to be a huge improvement over the current NN archi-
tectures and the most recent technique applied to NLP tasks. They have overcome
some problems but there are still some limitations such as fixed-length of text input,
which leads to context fragmentation. This means that important sentences might be

split without considering the semantics.
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In this master thesis we study the performance of an attention neural network
based on encoding words and sentences as well as transformer model. More details in

the subsections 3.2.5 and 3.2.4, respectively.

2.3 Related Work

In this section we discuss some important related work that classifies text using deep
learning models. Mainly, we highlight the architectures and discuss how each one of
them was evaluated. Although there are many papers using different architectures
for NLP tasks (and much more are surging every day) we summarize some important
references in order to demonstrate that there might be some questionable comparisons
even in the most popular and cited works. Furthermore, we show that several works
make strong assumptions where they might not be significantly true.

Table 2.1 summarizes important information about some of the recent published
papers, highlighting the year, type of the architecture, input of the neural network
(words, characters or sentences), whether any type of statistical test was applied, if

there was tuning and how it was done, and finally, if the input uses pre-trained word

embeddings.
Table 2.1. Research Papers
Paper Year Architecture Input Level — Statistical Tuning Embeddings
Tests
CNN Kim [2014] 2014 CNN Word No Grid search on the SST-2 dev set ~ Word2vec
and tuning only on early stopping
GRNN Tang et al. [2015] 2015 CNN, RNN Word No Word2vec
CNN Zhang et al. [2015b] 2015 CNN Char No Not mentioned
ConvRec Xiao and Cho [2016a] 2016 CNN-+RNN Char No Not mentioned —
HAN Yang et al. [2016] 2016 Attention Sentence No Tuning on validation set; Word2vec
and word grid-search on the learning rate
VDCNN Conneau et al. [2017] 2017 CNN Char No Not mentioned —
BERT Devlin et al. [2018] 2018 Transformer Sentence No Finetuning of some
hyperparameters
XLNet Yang et al. [2019] 2019 Transformer Sentence No Fine-tuning of some —

hyperparameters

Kim [2014] a pioneer work proposed a simple and shallow CNN for sentence-level
classification with one layer of convolution on top of word vectors obtained from an
unsupervised neural language model (word2vec). The CNN is composed of multiple
filters, in order to obtain different n-gram sizes from the text input. The tuning of
the architecture occurred only in one dataset and the best values found were used in
all the other datasets. Additionally the best early stopping criteria was chosen on all

validation sets ( called as dev-sets by the authors).
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Their CNN was evaluated on seven small sentiment datasets and compared to
more than 10 other methods. None of the baselines was evaluated in all datasets, as
the authors could not reproduce them in their experimental setup. One of the baselines
was a Support Vector Machine, which was evaluated only in one of the datasets, in
which it produced the best results. Although Kim [2014]’s architecture showed gains
on 4 out of 7 datasets, the results of some baselines were not computed in many of
the datasets, which leaves uncertainty about the real contribution of the CNN on the
comparison.

Bengio et al. [1994] affirms that Recurrent Neural Networks (RNNs) suffer from
vanishing gradients, where gradients may grow or decay exponentially over long se-
quences. One of Tang et al. [2015] experiments is an analysis of the impact of using
gated recurrent units (GRU) instead of standard RNNs. In that experiment they
demonstrated that GRUs obtain much better results than standard RNNs. Such im-
provement is justified by the fact that the document representation encodes rare se-
mantics on the beginning of sentences that standard RNNs might not capture, but
GRUs can.

Tang et al. [2015] conducted experiments with CNNs and RNNs in sentiment
classification at word level on four-large scale review datasets. They have described, as
one of their main contributions, that adding neural gates boost performance on RNNs
and improves the vanishing gradient problem. In their experiments Tang’s architectures
were compared to algorithms such as SVM (with inputs such as bigrams, unigrams,
among others), CNN Kim [2014] and paragraph vector Le and Mikolov [2014]. Their
method showed great performance over chosen baselines, but there was no information
of tuning of the algorithms or training process, which also leaves doubt on results.

There are similar researches dealing with document classification at character-
level using embeddings of characters. Zhang et al. [2015b] was the first to implement
this idea, followed by Xiao and Cho [2016a]. The former one designed two CNNs:
using 1024 and 256 kernels in the so called large and small CNNs, respectively. The
latter one proposed a hybrid of convolutional and recurrent layers, that process an
input sequence of characters with a number of convolutional layers followed by a single
recurrent layer. Both proposals evaluated their models on eight large-scale document
classification tasks, including sentiment analysis, ontology classification, question type
classification and news categorization.

However, Zhang et al. [2015b], in turn, compared their results with only a logis-
tic regression (LR) classifier using bag-of-words, n-grams, term frequency variants as
traditional classifier and a vanilla long-short term memory (LSTM) neural networks.
Xiao and Cho [2016a] compared themselves to Zhang et al. [2015b] and its baselines.
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Zhang et al. [2015b] results seem to indicate that traditional methods might
be better for smaller corpus of data (up to several hundreds of thousands). However,
these works did not show any analysis or described any process of tuning neither for the
proposed methods or for traditional algorithms. Thus concerns about the significance
of results can be raised in the analysis and understanding of the results.

Yang et al. [2016] proposed a hierarchical attention network (HAN) applied to
word and sentence levels, which can construct different document representation to
recognize more and less important contents in the text. The intuition in their model
is that, to determine relevant sections, it is necessary to model interactions of the
words, not just their presence in isolation. Thus, HAN includes two levels of attention
mechanisms: one at word level and one at the sentence level, allowing the model to
pay more or less attention to individual words and sentences when constructing the
document representation. Their architecture is complex with encoders and attention
layers for word and sentences. We recommend further reading of Yang et al. [2016] for
more details and understanding of the architecture.

In their experiments, Yang et al. [2016] used a default split of 80-10-10% for
training, validation and testing and when there is no validation in the original data,
10% of the training is randomly selected as validation, for tuning. The authors only
used results of the baselines reported in previous papers, having not run the baselines
in their own datasets, which is a drawback in their experiments.

In contrast to Kim [2014], Conneau et al. [2017] proposed a very deep convolu-
tional neural network (called VDCNN) for text classification also at character-level,
which was the first work to go deeper than six convolutional layers for sentence clas-
sification. The VDCNN architecture is inspired in the idea of stacks of convolutional
blocks, considering different sizes of filters and pooling and same sizes of kernel (ker-
nel=3). In the experiments, different depths were explored. They observed that depths
of 9, 17, 29 and 49 performed better than other depths and showed that the time of
training of each model varies from 24 minutes to 7 hours for each epoch, where the
number of epochs vary between 10 to 15 until convergence. Thus, the training process
is very time consuming even without any tuning of hyperparameters. However, authors
showed that the increase of the network depth improves performance in all datasets
and that CNNs at character-level can be an effective method.

In the recent years (2018-2019), many deep learning models emerged using trans-
formers in their architectures Devlin et al. [2018]; Sanh et al. [2019]; Yang et al. [2019];
Liu et al. [2019]. Initially, transformers were developed to solve problems related to
neural machine translation but their use has broadening to almost all NLP tasks.

BERT is one of the most popular transformer based methods, which is essentially a
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language representation strategy that created SOTA models for a wide range of NLP
tasks such as language inference, question answering and classification. The authors
found a set of possible values for fine-tuning and indicated how to run an exhaustive
search over the parameters for specific tasks. Models using transformers can be trained
faster than architectures based on RNNs or CNNs as shown in Vaswani et al. [2017].
There is not a single paper in all listed works in the Table 2.1 that evaluates
the proposed architectures with cross-validation or any type of replication using any
other metric besides accuracy (or testing error) - a few use MSE - or with validation
using any statistical tests. Moreover, in order to it is also important to know: (i)
how confident the model is in the classification (e.g. with log loss ), (ii) how is the
performance varies across the classes (fl-macro score), (iii) how time consuming is to
train such models and (iv) how the performance of the method when compared to other

methods properly tuned.

2.4 Summary

In this section we introduced different architectures and problems present in text clas-
sification when neural networks are applied. We also highlighted how each prior study
was evaluated. Throughout this section we can clearly see that there are some pit-
falls in the evaluation of deep learning methodologies for text classification. In this

dissertation we aim at overcome many of these issues.
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Chapter 3

Experimental Setup

Our experimental setup is presented in this chapter. We provide a description of
datasets in Section 3.1, in terms of size, skeweness, etc. We also provide details of
the compared deep learning algorithms, including their architectures in Section 3.2.
Finally, we describe and explain the evaluation metrics used to measure and compare
the quality of the methods.

3.1 Datasets

We evaluate the effectiveness of the models on three large scale document classifi-
cation datasets and four small real-world textual datasets, namely, AG News corpus
(AGNEWS), Sogou News corpus (SOGOU), Yelp Review Full, 20 Newsgroups (20NG),
Four Universities (4UNI), Reuters (REUT), ACM Digital Library (ACM), respectively.
Table 3.1 describes class distribution and Table 3.2 summarizes the distributions of
characters and words for each dataset.

Zhang et al. [2015a] constructed a set containing eight large scale datasets. We
have chosen three of them: AG’ news, Sogou news and Yelp full because several publi-
cations have compared their methods using them. Thus, we are capable of comparing

the algorithms using the same datasets. A brief description of all datasets follows next.

AGs news corpus (AGNEWS) Zhang et al. [2015a] obtained the AGs corpus of
news articles on the web”. The whole corpus contains 496,835 categorized news
articles from more than 2000 news sources. The four largest classes (World,

Sports, Business and Sci/Tech) from this corpus were chosen to construct the

"http://www.di.unipi.it/gulli/AG_corpus_of_news_articles.html
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dataset, using only the title and description fields. The number of training sam-
ples for each class is 30,000 and testing 1900.

Sogou news corpus (SOGOU) is a Chinese dataset from the combination of the
SogouCA and SogouCS news corpora, containing 2,909,551 news articles in var-
ious topic channels. They were labeled by manually classifying their domain
names. Five categories were chosen: sports, finance, entertainment, automobile
and technology. There are 90,000 training samples and 12,000 testing samples
for each class. The models for English can be applied to this dataset without
change. The fields used are title and content Zhang et al. [2015a].

Yelp reviews full (YELP) is obtained from the 2015 Yelp Data Challenge. The
original dataset, contains 1,569,264 review text samples. Zhang et al. [2015a]
selected 130,000 training samples and 10,000 testing samples each star of Yelp
website (1-5 starts), adding up to then 650,000 training and 50,000 testing in-

stances.

4 Universities (4UNI), a.k.a, WebKB contains Web pages collected from Com-
puter Science departments of four universities (Cornell (867 pages), Texas (827),
Washington (1205), Wisconsin (1263) and 4,120 miscellaneous pages collected
from other universities) by the Carnegie Mellon University (CMU) text learning

(13

group®. There is a total of 8,282 web pages, classified into 7 categories: “stu-

dent”, “faculty”, “staft”, “department”, “course”, “project” and “other”. Table
3.1 shows 8199 instances. This is due to a preprocessing step which removed

documents with few words Campos et al. [2017b].

20 Newsgroups (20NG) is a classical dataset, that has become a popular data
set for experiments in text applications of machine learning techniques. It con-
tains 18,846 newsgroups documents’, partitioned almost evenly across 20 differ-
ent newsgroup categories. 20NG has become a popular dataset for experiments
in text applications of machine learning techniques, such as text classification

and text clustering.

ACM-Digital Library (ACM) a subset of the ACM Digital Library with 24, 897
documents containing articles related to Computer Science. We considered only
the first level of the taxonomy adopted by ACM, where each document is assigned

to one of 11 classes.

8http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data
“http://qwone.com/~jason/20Newsgroups/


http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data
http://qwone.com/~jason/20Newsgroups/
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Reuters (REUT) this is a classical text dataset, composed by news articles collected
and annotated by Carnegie Group, Inc. and Reuters, Ltd. We consider here a

set of 13, 327 articles, classified into 90 categories.

Table 3.1 describes the classes distribution for each dataset. The large scale

datasets are balanced and the small ones are unbalanced.

Skewness
Dataset Size  # Features Features/Size # Classes Minor Class 1st Quartile Median Mean 3rd Quartile Major Class
4UNI 8199 23047 2.81 7 137 342 926 1171 1374 3705
REUT 13327 27302 2.03 90 2 8 29 148 91 3964
20NG 18846 97401 5.17 20 628 957 984 942 990 999
ACM 24897 48867 1.96 11 63 761 2041 2263 3278 6562
AGNEWS 127600 39837 0.31 4 31900 31900 31900 31900 31900 31900
SOGOU 510000 98974 0.19 5 102000 102000 102000 102000 102000 102000
YELP 700000 115371 0.16 5 140000 140000 140000 140000 140000 140000

Table 3.1. Datasets Statistics

Table 3.2 shows word and character distributions for each dataset. The highest
number of characters occurs in 4UNI, 20NG and SOGOU. AGNEWS has the small-
est number of characters and words, followed by YELP (with the highest number of
instances) and REUT.

Characters Distribution Words Distribution
Dataset ~ Minor 1st Quartile Median Mean 3rd Quartile Major Minor 1st Quartile Median Mean 3rd Quartile Major
4UNI 2 304 654 1267 1310 149522 1 53 106 209 207 38528
REUT 29 244 479 748 948 7473 7 61 10 163 198 2383
20NG 1 356 663 1257 1218 152134 1 71 134 244 248 11765
ACM 5 61 95 358 584 19388 1 10 16 63 103 3967
AGNEWS 79 165 195 199 224 911 8 32 37 38 43 177
SOGOU 31 508 1613 2192 3067 181883 2 131 416 567 791 43737
YELP 1 234 438 597 779 4761 1 52 99 1341 175 1052

Table 3.2. Datasets Vocabulary Statistics

The large datasets are available online!®. Their original splits (training and test-
ing) have different percentages of training and testing. In the thesis we concatenate
original training and testing sets and split them into 5-folds for cross-validation pro-
cedure in order to have equal quantities for standardized comparison. In the small
datasets we use 10-fold cross validation in order to have bigger training sets (and

hopefully less variation).

3.2 Algorithms and Methods

In this section we explain the algorithms and parameters for each compared method.
Our main goal is to reproduce the architectures in a controlled experimental environ-

ment in order to evaluate the effectiveness of the chosen methods. The reasons of the

10Shorten link for big datasets: http://tiny.cc/2hichz
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choice of each one of them is two fold: (i) the popularity in the NLP academy; (ii)
the easiness of reproducing the implementations as faithfully as possible to original
publication.

During replication of the neural networks we have used hyperparameters reported
by the authors of each architecture and kept 100 epochs for smaller datasets and 18

epochs for bigger datasets or otherwise described.

3.2.1 Multilayer Perceptron - MLP and DMLP

We have implemented a Multilayer Perceptron (MLP) and a deep MLP (DMLP). We
ran MLP and DMLP only in the small datasets due to their high computational cost.
Our goal with these architectures is to have a simple and vanilla baseline with which we
can compare more complex architectures to understand better the potential of recent
trends.

Fully conected laver Fully conected layer

(b) Deep MLP

Figure 3.1. Multilayer Perceptron Architectures

Our MLP model is composed by an input layer and an output layer with no
hidden layers such as Figure 3.1 shows. Both neural networks are fully connected (also
called dense layer), which means that all neurons are connected to each other in the
next layer. The DMLP is very similar to MLP, but it adds up some hidden layers
and dropout (random removal of neurons) as a way to control overfitting by randomly
omitting subsets of features at each iteration of the training procedure Hinton et al.
[2012]. Neural networks have many hyperparameters to be tuned. Unfortunately it
is impossible to use a grid-search or random-search over all of them. We have chosen
some hyperparameters to be tuned in MLP and DMLP architectures.

Table 3.3 shows the range we select for each hyperparameter. DMLP and MLP

present distinct architectures and their tuning also differ in the parameters.
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Hyperparameters Range
#Neurons 32, 64, 128
Weight Initialization random-normal, random-uniform
Activation Function Relu, Linear
Optimizer SGD, Adam, Adamgrad, RMSprop
Optimizer Learning rate 1x1072,1x1073,1x10°%
Regularization 11,12, 1112
Regularization Learning rate 1 x 1072, 1 x 1073, 1 x 104, 1 x 10~
#Layers 1,24
Dropout 0, 0.1, 0.3, 0.5, 0.7

Table 3.3. Hyperparameters

Each range shown in the Table 3.3 was chosen in a trial-and-error process and
then the best set was chosen to perform the tuning. The MLP contains one input
and one output layers, regarding those layers we chose number of neurons, weight
initialization, activation function, optimizer and regularization during tuning. DMLP
was tuned in the same manner plus dropout and number of layers.

As we previously stated, the number of neurons in the input and output layers
are determined by the type of input and output the task requires, but the hidden layers
need to be set. We have set the number of possible values to 32, 64 and 128 because
larger numbers affect very much the overfitting of the models.

When the optimal initial weights are determined, the initial error is substantially
smaller and the number of iterations required to achieve the error criterion is signifi-
cantly reduced Yam and Chow [2000]. Then choosing the right weight initialization is
very important and we set the ranges random-normal or random-uniform to be chosen
in the parameterization.

Ganju [2017] affirms that the learning rate determines how quickly (and whether
at all) the network reaches the optimum. A high learning rate while proceeding into the
training iterations has a high probability to fall into a local minima. In other words,
a low learning rate slows down the learning process but converges smoothly while a
larger learning rate speeds up the learning but may not converge. Hence we tried to
choose the range values according to the time the model takes to converge and to have
the least overfitting (as assessed during initial tests).

Overfitting can be reduced by using dropout or other regularization techniques.
We use Dropout and Regularization (11, 12 or 1112). Dropout removes some of the
neurons randomly (along with their input and output connections) from the network.
Regarding regularization, the L1 penalizes the absolute value of the weight and tends
to make the weights of the neural network zero and L2 penalizes the squared value of
the weight and tends to make the weight smaller during the training Vasilev [2019].
Figure 3.2 illustrates how each one of these both regularization techniques work in a

neural network.
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Normal Neural Network Network after Dropout
(a) Dropout

A=0.01

X1 Xq X1

(b) Regularization

Figure 3.2. Regularization Techniques by Arumugam and Shanmugamani [2018]

In the right of Figure 3.2(a) we see a neural network with dropout and in Figure
3.2(b) we see an example of how decreasing the regularization might affect the over-
fitting of the model (from right to left plot). A high regularization leads to a network
nearly linear that cannot shape complicated decision boundaries.

The optimizer function aims at updating the network weights in a way that is
going to minimize the training loss error Arumugam and Shanmugamani [2018]. We
have chosen some popular optimizers that are available for tuning in Keras package®!.
During our experiments we have set a patience parameter, which is an early stopping
criteria that indicates when a neural network might stop its training. Thus, for exam-
ple, if after n epochs the loss error keeps steady and does not improve anymore the

model stops its training.

3.2.2 Very Deep Convolutional Neural Networks - VDCNN

VDCNN was developed by Facebook research group Conneau et al. [2017]. It is another
very cited work that classifies text using very deep convolutional neural networks at
character-level. The architecture uses many layers of small convolutions (size 3). It
starts with a lookup table containing embeddings of 1024 characters, followed by 64
convolutions of size 3 and a stack of temporal (applied in 1 dimension) convolutional
blocks.

Uhttps://keras.io/


https://keras.io/

43

| ReLU ‘
4
| Temporal Batch Norm ‘

}
‘ 3, Temp Conv, 256 ‘

T

‘ ReLU ‘
A

‘ Temporal Batch Norm ‘

A
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Figure 3.3. Convolutional block by Conneau et al. [2017]

Each convolutional block, shown in Figure 3.3, is a sequence of two convolutional
layers, each one followed by a temporal BatchNorm layer and an ReLLU activation. A
batch normalization aims at improving the performance, speed and stability of neural
networks Ioffe and Szegedy [2015]; Santurkar et al. [2018]; Kohler et al. [2018].

The depth of VDCNN is defined through the number of convolutional blocks
in the architecture. For each convolutional block we count 2 for depth; hence if an
architecture has 4 convolutional blocks we have 16 summing one convolutional layer at
the beginning of the network summing up to 17. An example of such depth is shown
in the Figure 3.4.
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Figure 3.4. VDCNN - 17 layers by Conneau et al. [2017]

Conneau et al. [2017] use 69 characters and a fixed text size of 1014 to define
the input. All convolutions have kernel size equals to 3 and the number of filters in
each convolutional block is 64, 128, 256 and 512. During experiments, Conneau et al.
[2017] show results classifying on four different depths: 9, 17, 29 and 49 as illustrated
in Figure 3.4, but in our reproduction of VDCNN we have explored fewer blocks due

to limitations in our GPU memory. Table 3.4 describes the number of convolutional

blocks we use in this master—thesis. Depth 15
Convolutional block 512 1 2 2

Convolutional block 256 1 2 2

Convolutional block 128 1 2 5

Convolutional block 64 1 2 5

First convolution 1 1 1

Table 3.4. Number of convolutional layers per depth

The VDCNN has many parameters to be set, which impacts directly in the train-

ing and tuning time. Thus as the authors, we do not tune the model and use reported
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hyperparameters.

3.2.3 Character-level Convolutional Neural Network

Zhang et al. [2015a] developed 2 CNN architectures at character-level for text classifi-

cation, shown in Figure 3.5.

Some Text Length
R — - -
g 5 n
5
5 il | - ,
Gk . .
Convolutions Max-pooling Conv. and Pool. layers Fully-connected

Figure 3.5. Zhang et al. [2015a] CNN

The first step in the neural network is the character quantization, where each
character from the input is quantized using one-hot encoding, which is one if the
character appears and zero otherwise. Then, each sequence of characters is transformed
to a fixed length of 1014 (exceeding characters are ignored).

Both architectures are 9 layers deep with 6 convolutional layers and 3 fully con-
nected layers. The difference between them is the number of filters: 1024 and 256
for the large and small architecture, respectively. The authors define the input size
equal to 70 due to the character quantization method, which considers 70 characters
(including 26 English letters, 10 digits, 33 other characters and the new line character),
and the input feature length is 1014. Thus our input matrix has 70 x 1014 shape. Two
dropout modules are defined in between the 3 fully-connected layers with probability of
0.5. The models are initialized using a Gaussian distribution with mean and standard
deviation as (0,0.02) for the large model and (0, 0.05) for the small one.

In this master thesis we follow the same architecture parameters for reproducing
the models. In Chapter 4 we show the results we reproduced with the small and large

architectures.

3.2.4 Bidirectional Encoder Representations from Transformers -
BERT

BERT is a model developed and introduced by Google Devlin et al. [2018]. It is a mas-

sive Transformer-based model (with 110 million parameters in its smallest version and
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340 million parameters in the largest), pre-trained on Wikipedia and the BookCorpus
dataset. In short, it predicts missing words from a sentence. The authors proposed two

pre-training tasks using unsupervised prediction that explain the model’s strength:

Masked language model (MLM) - This technique masks words with a probability of
15% and the model is trained to predict the masked words. For example, if the
original sentence is I finished my master thesis last month then the model may
be given the sentence I <mask> my master thesis <mask> month and it must
predict the words finished and last. Each selected word has an 80% chance of
being masked, a 10% chance of being replaced by a random word, and a 10%

chance of being left alone.

Next sentence prediction (NSP) - It trains the model to predict whether two sentences
are consecutive or not. During training 50% of the time A and B are consecutive
and 50% of the time is a random sentence. For example, given the sentences I
finished my master thesis last month and "I will defend today", the model should
predict that they are consecutive, while I finished my master thesis last month

and I ate hot dog are not consecutive.

BERT uses a multi-layer bidirectional Transformer encoder. Its self-attention
layer performs self-attention in both directions. For text classification tasks a fine-
tuning to the target domain is necessary. The authors suggest a set of hyperparameters
to be searched while fine-tuning: Batch size: 16, 3; Learning rate (Adam): 5e-5, 3e-5,
2e-5; Number of epochs: 3, 4. The search for best hyperparameters is done in the
validation split for bigger datasets.

3.2.5 Hierarchical Attention Networks - HAN

The HAN architecture used in this master thesis is inspired by Yang et al. [2016]. In
their work, the HAN has two levels of attention mechanisms: one applied at the word-
level and another at sentence-level. This enables the neural network to understand
content that is more or less important for constructing the document representation.
Specifically, the model consists of: an encoder and attention layer for words and an

encoder and attention layer for sentences, as it is shown in Figure 3.6
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Figure 3.6. HAN architecture

The architecture builds sentence representations by first encoding the word of a
sentence and then applying the attention mechanism on them resulting in a sentence
vector. Document representation is built in the same way, however, it only receives the
sentence vector of each sentence of the document as input.

Beginning at the word encoder, given a sentence with words w;, t € [0,T], the
words are embedded in to vectors through an embedding matrix We,xij = Wey;.
Thus, we input the raw data into the neural network through a lookup table (the
authors use a word2vec to build W,), representing them as input to a bidirectional GRU
that contains the forward and backward steps that can read the sentence from w;; to
w;r and from w;r to w;;. To summarize the information around a word w the forward
and backward hidden states are concatenated. The word attention extracts words that
are important to the meaning of the sentence and aggregate their representations to
form a sentence vector. The same aforementioned process also happens at sentence
level.

In the experiments we follow same preprocess of the datasets when building the
input matrix vector, just words that appear more than 5 times are retained and the

ones that appear 5 times are replaced by a special <UNK> token.
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3.2.6 Summary

The neural networks VDCNN, CNN and HAN implementations are available online in
the github repository? and BERT also '®. We use their default parameters and the

parameters we set throughout our study are in the Table 3.5.

Models small

CNN Ir=0.01;momentum=0.9;gamma=0.9;maxlen=1014;epochs=100;batch size=128

VDCNN | Ir=0.01;momentum=0.9;gamma=0.9;maxlen=1024;epochs=100;batch size=128;kernel__size=3;padding=1
HAN Ir=0.0005;momentum=0.9;gamma=0.9;epochs=100;batch size=16

BERT batch__size=32;lr=5e-5;patience=5

big

CNN Ir=0.001;momentum=0.9;maxlen=1014;epochs=18;batch size=128

VDCNN | 1r=0.01;momentum=0.9;maxlen=1024;epochs=18;batch size=128;kernel _size=3;padding=1

HAN Ir=0.0005;momentum=0.9;gamma=0.9;maxlen=1024;epochs=100;batch size=16

BERT batch_ size=32;lr=>5e-5;patience=5

Table 3.5. Neural Networks Parameters

3.2.7 Support Vector Machine - SVM

As the traditional machine learning algorithm we use the Support Vector Machine,
which is SOTA when classifying texts and also very used in industry as it is easy to
tune and model. It searches for the optimal hyperplane that splits the positive from
the negative class, by maximizing the margin between the closest points from either
class. SVM is inherently a binary classifier which implies in adopting approaches,
such as one-versus-one or one-versus-all, in order to adapt binary SVM for multi-class
classification tasks. Linear SVM is specially popular for text classification problems,
since it is robust to high-dimensional data, being a top performer in such scenarios.
In this master thesis we use the scikit-learn'# implementation of Linear SVM in
an adapted implementation of Campos et al. [2017b]'® using tuning set of C parameter
within training considering different values - (0.03, 0.13, 0.5, 2.0, 8.0, 32.0, 128.0)
during fitting in 5-fold cross validation. This set of values were found to be better

values for this process in Campos et al. [2017b].

?https://github.com/ArdalanM/nlp-benchmarks

Bhttps://github.com/yaserkl/
Yhttps://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
https://github.com/raphaelcampos/stacking-bagged-boosted-forests
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https://github.com/raphaelcampos/stacking-bagged-boosted-forests

49

3.3 Experimental Setup

3.3.1 Tuning Process

As previously mentioned, we have tuned MLP and DMLP according to a set of hy-
perparameters using random search. During the optimization process, drawn in the
Figure 3.7, we defined 80 trials of different sets of parameters, thus 80 different models
were created per fold (M1, M2, M3, M4, M5) in order to find the best model.

The optimization process chooses the best set of parameters for each fold based in
a cross-validation (CV) methodology. At the beginning of this process several parame-
ters are given and they can be randomly chosen to create new models. We use a library
called Hyperopt!®, which implements an algorithm called Tree of Parzen Estimators
(TPE) Bergstra et al. [2013]. It basically searches for the best set of parameters that
minimizes a function (loss) randomly.

In Figure 3.7 we illustrate how the process work. A dataset is split into 5 folds
for training and 5 folds for testing in a stratified manner, which guarantees same
distribution of classes in all folds. Then, for each training set a new cross-validation
is executed for random searching the best set of values (we set 80 different trials). At
the end, we measure the mean of the Fl-macro (our loss function) of each CV across

80 trials and obtain the highest value to perform the final model.

6http://hyperopt.github.io/hyperopt/
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Figure 3.7. Tuning process of MLLP and DMLP

3.3.2 Evaluation Metrics

All models are compared using micro averaged Fy; (MicroFy), and macro averaged

Fy (MacroF}), which are standard information retrieval measures Yang and Pedersen

[1997]; Yang [1999]; Lewis et al. [1996]. Moreover, we use log loss in order to measure

the confidence of each model. Following we explain each one of these metrics.

In order to further understand MicroF; and MacroFy, let C' = {cy, co, ..., ¢} be

the set of classes of a given collection. For each class ¢;, we can define the following

values:

True positives for ¢; (T'F;): the number of test documents that the true class is

¢; and that were classified as ¢;

True negatives for ¢; (T'N;): the number of test documents that the true class is

not ¢; and that were not classified as ¢;

False positives for ¢; (F'P;): the number of test documents that the true class is

not ¢; and that were classified as ¢;

‘min = 100 - média macro:
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o False positives for ¢; (F'N;): the number of test documents that the true class is

¢; and that were not classified as ¢;

Recall and precision can be assessed per class or globally. The recall r(¢;) for a
given class ¢; is defined as:
TP,
=" 3.1
) = T TN, (3.1)
which means the fraction of test documents of class ¢; that were correctly classi-

fied. The precision p(c¢;) for a given class ¢; is given as

TP,
M) =75 Fp;
which means the fraction of documents correctly classified from all documents
attributed to the class ¢;.

The global recall and precision are respectively defined as:

(3.2)

r(C) = = 2z TP (3.3)
Zi:l(TPi + FNZ’)
p(C) = — 2= IT (3.4)

Zf:l (TPi + TN,-)

The F} measure combines the recall and precision metric by means of their harmonic
mean. The MicroF; measures the classification effectiveness overall decisions, which is

defined as:
p(C)r(C)
p(C) +1(C)

The MacroF; measures the classification effectiveness for each individual class and
averages them, as follows:

MicroFy = 2 (3.5)

k p(ci)r(c:)
2im1 2504 (e)

MacroF, = ’

(3.6)

MicroF? tends to be dominated by the classifiers performance on more frequent classes

and the MacroF is more influenced by the performance on rare ones.
The logarithmic loss or log loss is another metric we use to measure the quality of

the models. It quantifies the accuracy of a classifier by penalizing false classifications.
It takes into account the uncertainty of the prediction based on how much it varies

from the actual label Collier [2014]. Its value increases as the predicted probability
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diverges from the actual label, a perfect model would have log loss of 0. Figure 3.8

illustrates the range of possible values for log loss given a true observation.

10 Log Loss when true label = 1

log loss

0.0 0.2 0.4 0.6 0.8 1.0
predicted probability

Figure 3.8. Log loss curve log [2017]

In order to calculate a log loss of a model we need to have the probability pre-

diction for each class of each instance, thus we calculate as:

N M
logloss = Z Z Yijlog(pij), (3.7)

i=1 j=1

where N is a number of samples (or instances), M is a number of possible labels,
y;; takes value 1 if label j is the correct classification for instance 7, and 0 otherwise
and p;; is the model probability of assigning label j to instance 7.

We see that the log loss gradually declines as the predicted probability improves.
Thus, log loss heavily penalizes classifiers that are confident about an incorrect classi-
fication.

To compare the average results of our k-fold cross-validation experiments, we
assess their statistical significance by applying a paired (unpaired in some cases - ex-
plained in the results discussion) t-test with 95% confidence and Bonferroni correction.
Also, we evaluate the comparison of all models using Friedman with posthoc Nemenyi
test to assure differences among multiple methods for multiple comparisons of mean
rank sums.

The Friedman test is used to compare multiple methods Zar [1999]. It is is a non-
parametric statistical test similar to the parametric repeated measures ANOVA. It is
also used to detect differences in treatments across multiple test attempts. In our case,
the test procedure is as follows: for each fold of a dataset in the cross-fold validation,
for all folds of all datasets, the best performing method is ranked first (1), the second-

best gets rank 2, and so on. The methods are compared based on the average of the
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assigned ranking across all folds. The HO hypothesis (null-hypothesis) considers that
all methods have the same average ranking position for a predefined p-value (i.e. 0.05),
that is, there is no statistical difference across the methods. Moreover, as Connor [2004]
highlights:

[...] confidence intervals communicate much more information in a clear and
efficient manner than those using p-values|...] which also prevents readers
from drawing erroneous conclusions caused by common misunderstandings

about p-values.

Aiming at overcoming such issue, we use a bootstrap technique Efron and Tibshi-
rani [1994] to conduct a pairwise statistical comparison between the classifiers. We use
95% confidence intervals (Cls) for the differences in average performance between pairs
of classifiers on the small and large datasets. Specifically, we implement the following

steps:

1. Choose an algorithm to be the control level. We choose SVM as our control

algorithm due to its performance and lowest cost.
2. For each method we:

a) Take the average results computed on the datasets (4 small and 3 large)
and subtract them from the results obtained with the SVM,;

b) Draw, with replacement, 10,000 samples of size 4 and 3 of small and large

datasets, respectively, from the differences obtained in step 2(a);
c¢) Take the mean of each bootstrap sample;

d) Calculate limits of the 95% CI are the quantiles of 2.5% and 97.5% of the

estimated means.

In summary, 95% confidence intervals containing the zero suggest small or no dif-
ference between algorithms, while strictly negative confidence intervals suggest average
performance greater and strictly positive suggest smaller performance than the control
algorithm, at a significance level of 0.05.

In addition to effectiveness, we also assess the cost of each method in terms of
the training execution time aiming at analyzing the effectiveness-cost trade-offs in all
methods. The metric is the overall time in seconds measured in the first fold of each

classifier.
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3.3.3 Dataset Splitting and Preprocessing

In our experiments we use the K-fold cross-validation, which consists of randomly
splitting the data into K independent folds. At each iteration, one fold is retained
as the test set, and the remaining K — 1 folds are used as training set. Figure 3.7
gives a practical example and further exemplifying, if we split a dataset into 5-fold
cross-validation we obtain 5 different splits, where in each split has 80% of the data as
training and 20% as testing.

Experiments on large datasets were executed using a 5-fold cross-validation pro-
cedure and in 10-fold cross-validation on small datasets (20NG, WEBKB, ACM and
REUT). Also, we have executed 5-fold CV for MLP and DMLP due to tuning time con-
sumption. When parameter tuning was necessary (e.g., BERT), nested cross-validation
within the training set was performed.

MLP, DMLP and SVM classifiers had a term-frequency inverse document fre-
quency (TFIDF) input for each corpus of data. The preprocessing strategy used was
lowering case, removing of stop-words, filtering of words with frequency smaller than 1
document for small datasets and frequency smaller than 2 for big datasets. Specifically,
for MLP and DMLP a feature selection was done in order to run these architectures
in the GPU memory.

For feature selection (FS), we consider the importance score of Random Forests
applied to the original features (TF-IDF) as the method of choice Louppe et al. [2013],
at a reduction rate of 30%, established again in preliminary experiments in the valida-
tion sets. Those numbers were based on the largest reduction possible without hurting
effectiveness. Only SOGOU dataset did not receive any further preprocessing because
of the language (Chinese), thus TFIDF was generated without preprocessing of text.

The architectures VDCNN, CNN and HAN transformed the original datasets
input to character representations, thus the datasets were inputted in their original
form. Finally, for BERT, Glove!” was used as pre-trained embedding according to

words present in the original dataset.

"https://nlp.stanford.edu/projects/glove/
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Chapter 4

Results and Discussion

4.1 Effectiveness of Different Deep Learning

Architectures

In this section we describe the results of our experiments on the deep learning architec-
tures, considering different metrics (F1-score and log loss). In the first subsections we
describe experiments on VDCNN and CNN in order to analyze the best configuration
among the ones originally presented by their authors. For VDCNN, we assess how
deeper (more layers) architectures might affect the effectiveness and in CNN we study

how the number of filters affect the model’s performance.

4.1.1 Results on VDCNN

Tables 4.1 and 4.2 show results of VDCNN classification on small and large datasets,
respectively. We evaluate three different configurations of the model, considering dif-
ferent depths: 5, 9 and 15 total layers. Our goal is to measure the impact of depth on

the effectiveness.

20NG 4UNI ACM REUT
VDCNN-5 microF'1 68.95 £ 0.60 78.82 +£ 0.82 67.94 £ 0.80 62.82 + 1.05
macroF1 68.91 £+ 0.61 68.04 + 1.29 53.85 + 1.42 20.73 £ 1.42
VDCNN-9 microF'1 73.60 £ 0.62 78.78 £ 0.61 69.02 £ 0.96 62.22 £ 1.03
macroF1 73.35 £ 0.61 68.07 = 0.94 54.91 £+ 1.47 20.22 £ 1.20
VDCNN-15 microFl  75.80 £ 0.90 79.30 + 1.04 67.05 + 4.35 63.27 + 0.91
macroFl 75.42 + 0.88 68.25 + 2.46 54.71 + 4.58 21.76 + 1.10

Table 4.1. VDCNN F1l-score Results on Small Datasets: 20NG, 4UNI and ACM

Each result in Table 4.1 represents the mean and standard deviation of a 10-fold

cross-validation experiment. We can see that the results in 20NG improve significantly

(around 7 percentage points) in the deeper architecture when compared to shallow
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ones. This is not observed in the other datasets. In some of them (ACM and 4UNI)
there was even an increase in the deviation. This happens because of the size of these
datasets. They have few instances and the network can not generalize well. The largest
improvements in 20NG may be due to the large average document size (more words
per documents), the largest among the small datasets.

In Table 4.2 where the results for large datasets are shown, we also see no signifi-
cant enhancement in the use of deeper architectures. Conneau et al. [2017] affirm that
the increase in the depth improved performance, but their results were not backed up
by statistical significance tests. What we actually see in our experiments is an overall

tie, mainly due to the large confidence intervals (high variability).

AGNEWS SOGOU YELP-FULL
VDONNS | 8570 £ 3.00 0486 5012 5922 £ 1,02
Mean S-fold  VDONN9 O S & 2.08 9515 £ 040 0122 £ 0.02
VDONN-15 el 7.2 £ 542 95.35 4 030 6152 £ 16
VDONNS  BOREL Soms 95.00 50.75
Orgmal  VDONN9  ORLL 9555 6119
oo mett smamn

Table 4.2. VDCNN F1-score Results on Big Datasets: REUT90, SPAM and MED

Results on the original splits of the large datasets from Zhang et al. [2015a] are
also reported on Table 4.2. Although our version of VDCNN contains half of the layers
for each depth, the results are highly compatible to the original ones.

Although microF; and macroF; results show no improvements and suggest that
deeper architectures do not help, Table 4.3 shows some improvements in the results of
models considering the log loss metric. We see larger values for small datasets, due
to the size of the dataset, and better (smaller) values for large datasets, mainly in
SOGOU, with the best values. When the depth increases, the log loss decreases for
20NG, AGNEWS, SOGOU and YELP, demonstrating that the model is more assertive
regarding to the right label as the depth increases.

20NG 4UNI ACM REUT AGNEWS SOGOU YELP
VDCNN-5 2.48 £ 0.07 1.38 + 0.08 2.40 + 0.26 1.84 + 0.08 0.62 + 0.18 0.24 £ 0.01 1.06 £ 0.05
VDCNN-9 2.21 £ 0.08 1.59 £ 0.11 2.34 £ 0.16 2.05 £ 0.11 0.49 £ 0.09 0.21 £ 0.03 0.95 £+ 0.04
VDCNN-15  2.07 £+ 0.09 1.65 £ 0.06 2.74 £ 1.09 1.93 £ 0.07 0.40 + 0.08 0.18 £ 0.01 0.92 + 0.04

Table 4.3. Log loss of VDCNN models

We can see by mean of this analysis of VDCNN that there is no significant im-

provements in deeper CNNs on most of the datasets.

From what is known in the
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literature Le et al. [2018] and the results presented, our main conclusion is that deep
models have not yet proven to be more effective than shallow models for text classifi-
cation tasks. In the comparison of all methods we use the model VDCNN-15 because

it was the best in log-loss for most datasets.

4.1.2 Results on CNN

We evaluate CNN on the same datasets aiming at measuring the impact of the number
of filters on the effectiveness. Tables 4.4 and 4.5 report results on small and large
datasets respectively. As mentioned we evaluate a "small” CNN Zhang et al. [2015b]
with 256 filters, and a large one with 1024 filters. The more filters, the more information
we have about the inputs.

The results on Table 4.4 were computed running 100 epochs and halving the
learning rate of the model at each 15 epochs in order to avoid falling into local minima.

We clearly see improvements from CNN-small to CNN-large.

20NG 4UNI ACM REUT
CNN-small microF'1 26.95 + 13.48 52.25 £ 6.02 45.96 £ 2.62 46.27 £ 6.36
macroFl  25.00 £+ 15.07  26.51 + 10.30 33.60 £ 2.10 5.72 £ 2.02
microF'l  55.02 £+ 2.53 69.48 + 2.49 51.61 + 1.54 52.18 + 1.10

macroFl  55.64+ 2.40 53.66 + 2.99 39.19 + 1.16 8.96 + 0.89

CNN-large

Table 4.4. CNN F1l-score Results on Small Datasets: 20NG, 4UNI and ACM

Due to small amount of filters applied to the small datasets, CNN-small presents
poor results and large deviations. The combination of few instances and filters do
not help the neural network to capture the most important features in the sentences.
Thus, for small datasets this architecture does not perform well, mainly due to the
huge number of weights it tries to update during training, without enough data.

This architecture is very sensitive to some parameters. We have experimented
with different number of starting learning rates and epochs, noticing that some results
may vary a lot depending on the set of hyperparameters. This happens because the
neural network fall in a local minima during training, stopping the learning process.
Thus, there is a trade-off between time and model quality. If we use few epochs and
a small learning rate, or half the learning rate down every N epochs, for example, the
results might improve. However the time for training also gets higher.

The results on large datasets are reported in the Table 4.5. In the rows named
Original we show the authors results in each dataset. We have selected a suitable
configuration for the experiments based on these trade-offs. We fixed the learning rate

at 0.001 and set the number of epochs to 18 in order to avoid long training times.



AGNEWS SOGOU YELP-FULL
CNN.omay WicroFL 8380 £ 108 9203 £ 1.09  56.50 + 0.73
Mean 5-fold macroFl  67.00 £ 0.86  92.08+ 1.04  56.16 & 1.34
ONN-large  MCIOF1  88.60 £ 0.47 94.23 £ 0.44  56.27 & 1.20
macroF1  88.57 + 0.48 94.23 + 0.44 56.51 + 1.03
microF1 88.12 93.65 55.96
Original ONN-small - croF1 88.07 93.64 54.08
CNN-large microF'1 88.68 95.06 56.88
macroF1 88.67 95.06 56.91
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Table 4.5. CNN Fl-score Results on Big Datasets: AGNEWS, SOGOU and YELP

The results above show that CNN-large is significantly better than CNN-small
on AGNEWS and SOGOU and also that results in the mean 5-fold are fairly agreeing
to original results.

The results considering log loss of CNN models are shown in Table 4.6. The same
pattern of high values for small datasets and smaller values for large datasets is seen.
The best values on large datasets come from CNN-small. We believe that this happens

because of the overfitting with many more filters.

20NG 4UNI ACM REUT AGNEWS SOGOU YELP
CNN-small 4.17 + 0.83 2.02 £ 0.43 6.65 + 0.65 2.51 £ 0.16 0.45 £ 0.02 0.26 + 0.04 1.00 £ 0.02
CNN-large  4.39 £+ 0.44 2.03 £ 0.27 5.15 + 0.28 2.26 + 0.09 0.60 + 0.02 0.34 £ 0.05 2.03 + 0.06

Table 4.6. Log loss of CNN models

To summarize, basically, CNN-small and CNN-large do not perform well in the
small datasets, differently from what happens in the large ones. This is due to the
amount of data available for training. In the comparison with all methods, we use
CNN-large due to its higher F'l1-scores.

4.1.3 Model Learning Analysis

In this section we analyze deep learning methods during training. This is important
to understand issues related to variability and convergence.

We show MLP and DMLP results aiming at having a baseline for a simple ar-
chitecture. As we have previously discussed, MLP and DMLP are two very simple
architectures and their input is basically a feature selection of the original TFIDF.
Their architecture is very sensitive to parameters and depending on the dataset, some
folds might have poor results and overfit very much, as shown in Figure 4.1 (y-axis is
the training accuracy and x-axis represents the epochs) and in the results shown in the
Table 4.7 with high variability. Even though we have used many techniques (dropout,
regularization and early stopping) to prevent the overfitting, with so few data is hard

not to overfit.
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Figure 4.1. DMLP 20NG learning curve

Figures 4.2 and 4.3 show learning curves of HAN, VDCNN-15 and CNN-large
models for 20NG and AGNEWS, respectively. In the y axis we show the accuracy
and in the x axis the number of epochs, 100 for smaller datasets and 18 for bigger
datasets. The lines in blue correspond to the training accuracy and the ones in orange

to testing accuracy (as we do not have validation set up for tuning the models for these

architectures).
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Figure 4.2. Learning curves on 20NG

In Figure 4.2 we can see that the models overfit a lot. This is expected from
deep learning models when trained on small datasets, because there is not enough data
points for the neural network to generalize. Figure 4.2 (a) represents the learning curve
of the HAN model. We observe that there is a very high oscillation of the learning
process during training and most of the time the testing accuracy stays still. We believe
that this happens mainly because of the way the architecture was constructed. Each
time HAN pays attention to a specific part of a word or sentence is where oscillation
occurs. This fluctuation is more predominant in the 20NG because of the few instances,
but we see a similar behavior on AGNEWS.

The plots in Figures 4.3 (a), (b) and (c) illustrate the learning curve for HAN,
VDCNN-15 and CNN-large on AGNEWS. They also show some overfitting of the
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model, but much less predominant than in small datasets.
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Figure 4.3. VDCNN-15 and CNN-large learning curves on AGNEWS

AGNEWS has 91872 training and 25520 testing samples. Hence, as the images
illustrates, with more data it is possible to reduce the overfitting in these architectures.
In summary, we clearly see that the deep learning classifiers we study in this
dissertation have poor learning curves for small datasets, which explains high log loss
and poor performance. The learning curves for large datasets are much more stable
and also confirms that the dataset size is crucial to the performance mostly due to

better generalization.

4.1.4 Effectiveness of the Models

We here compare the effectiveness of all deep learning methods. We use as baseline
SVM, as described in Section 3.2.7. This machine learning algorithm was chosen due
to its very robust and efficient text classification capacity as it is shown in Rashid et al.
[2017]; Campos et al. [2017a).

We can see the results on small datasets in Table 4.7. We highlight that the results
shown in this comparison were calculated with the mean of 10-fold cross validation in
all methods but MLP and DMLP (5-fold) due to their high cost for tuning. Thus, we
perform a unpaired statistical test for this analysis. We can notice that SVM ties with
BERT, MLP and DMLP in 4UNI (macroF'1) and with MLP in REUT (macroF1).
SVM is also the single best overall method in 20NG. In the most unbalanced dataset
(REUT) BERT, MLP and DMLP tie in microF'1 beating SVM.



20NG 4UNI ACM REUT
QUM microFl  90.43 £ 0.57 82.40 £ 0.76 78.89 £+ 0.56 66.72 £ 0.80
macroFl  90.15 + 0.60 70.57 + 1.79 67.00 = 1.46 33.20 £ 2.19
CNN-large microF'1 55.02 £ 2.53 69.48 £ 2.49 51.61 £ 1.54 52.18 £ 1.10
macroF1 55.64 £ 2.40 53.66 £ 2.99 39.19 £ 1.16 8.96 £ 0.89
VDCNN-15 microF'1 75.80 £ 0.90 79.30 £ 1.04 67.05 £ 4.35 63.27 £ 0.91
macroF1 75.42 £ 0.88 68.25 £ 2.46 54.71 £ 4.58 21.76 £ 1.10
HAN microF'1 67.54 £ 0.63 61.52 £ 1.48 66.75 £ 0.77 64.59 £+ 1.01
macroF1 66.19 £+ 0.70 31.24 £ 1.86 50.00 £ 0.79 8.07 £ 0.60
BERT microF'1 84.54 £+ 0.90 85.22 + 0.90 71.80 £ 1.05 70.62 £+ 2.19
macroF1 84.04 £ 1.00 72.24 £ 1.90 53.37 £2.47 19.31 +3.08
+ MLP microF'1 85.62 £ 2.20 81.18 + 1.64 74.63 £ 2.33 70.90 £ 3.25
macroF'1 85.29 £ 2.28 73.45 £ 4.48 58.14 £ 1.69 32.56 + 3.55
+ DMLP microF'1 7797 £ 4.11 79.73 £ 2.48 73.34 £+ 1.06 70.64 = 1.03
macroF1 77.76 £ 4.02 69.94 + 5.29 60.94 £ 1.31 29.54 + 4.24
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Table 4.7. MicroF1 and MacroF'1 results on Small Datasets with standard deviation.
Results in bold are the best (with ties) according to the statistical tests. Methods with
were executed in 5-fold cross-validation

20NG ACM REUT WEBKB Cross datasets

Micro | Macro | Micro | Macro | Micro | Macro | Micro | Macro | Micro | Macro
BERT 2 2 2.9 2.2 2.7 1.2 1.3 1 2.2 1.6
VDCNN | 3 3 2.5 3.1 2.3 3.8 2.7 3 2.6 3.2
CNN 5 5 4.9 4.9 4.3 5 4 4 4.5 4.7
HAN 4 4 3.7 3.8 4.7 2.9 5 5 4.3 3.9
SVM 1 1 1 1 1 2.1 2 2 1.2 1.5

Table 4.8. Intra and Cross-Dataset Ranking Comparison of Methods based on the Friedman
ranking on small datasets

In Friedman-Nemenyi test we must consider the same number of folds for all
methods, thus in the Table 4.8 we consider all methods but MLP and DMLP, due
to their different split (5-fold, different from all the other methods). Although these
architectures showed competitive results, from our point of view their tuning time
makes them impractical methods.

As we can see in the Table 4.8 SVM is overall the best classifier considering
both intra-dataset and cross-dataset analysis in most small datasets, closely followed
by BERT. We also perform the confidence interval analysis in Table 4.9, with 95% ClIs
for the differences in average performance for macroF’l and microF'1. Table 4.9 shows
the confidence intervals for each classifier pairwised with SVM describing the minimum

and maximum values for each metric.

Classifier Macro Micro
SVM-BERT 2.13 12.75 | -2.79 6.93
SVM-CNN 17.78 | 33.04 | 13.30 | 39.09
SVM-HAN 18.59 | 35.80 | 7.39 22.19
SVM-VDCNN | 4.96 13.91 | 3.62 13.14
SVM-MLP -2.17 | 6.68 -1.97 | 4.78
SVM-DMLP 1.09 9.80 -1.84 9.87

Table 4.9. Bootstrapped 95% confidence intervals of the differences in average performance
between SVM and the other deep learning classifiers on small datasets.
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The confidence intervals of SVM-MLP (microF'1 and macroF'1), SVM-BERT and
SVM-DMLP (macroF'l) contain zero, then we can see that SVM ties with MLP for
both metrics and with BERT and DMLP for macroF'1, what confirms the analysis in
the Table 4.7.

Regarding the large datasets, in Table 4.10 we can see that SVM outperforms
CNN-large and HAN, and ties with VDCNN and BERT in AGNEWS. In SOGOU the
results of SVM are very close to the best, but in YELP, SVM shows poor results when
compared to the other methods. Zhang et al. [2015a] state that traditional methods
as SVM, remain strong methods for data sets up to several hundreds of thousands of
documents and when the datasets get bigger neural networks start to perform better.

These results show evidence of that.

AGNEWS SOGOU YELP
SVM microF1 89.19 £+ 0.21 92.35 + 0.23 49.69 + 1.13
macroF1  89.16 + 0.22 92.35 £+ 0.23 49.17 £+ 1.06
CNN-large microF1 88.60 £+ 0.47 94.23 £+ 0.44 56.27 + 1.20
macroF'1 88.57 £+ 0.48 94.23 + 0.44 56.51 + 1.03
microF1 87.26 + 3.32 95.34 + 0.30 61.78 + 1.02
VDCNN-15 macroF'1 87.22 + 3.42 95.35 + 0.30 61.52 + 1.36
HAN microF1 85.19 £ 0.36 95.46 + 0.52 59.11 £ 0.19
macroF'1 85.10 + 0.37 95.46 + 0.52 58.88 + 0.32
BERT microF1 90.54 +0.59 94.46 + 0.20 63.27+ 0.20
macroF'1 90.47 +0.65 94.46 + 0.20 62.88 + 0.20

Table 4.10. MicroF'1 and MacroF'1 results on Large Datasets. Results in bold are the best
(with ties) according to the statistical tests.

In the analysis of the results on large datasets with bootstrap strategy we can
see in the Table 4.11 that taking SVM as the control algorithm we confirm that all
deep learning architectures are tied with SVM with 95% certainty. We also analyze
with BERT as the control classifier (shown as the best classifier on the large datasets).
Results in Table 4.12, confirm this claim. BERT is the best performer despite its
similar effectiveness when compared to HAN and VDCNN (the interval includes the

value zero).

Classifier Macro Micro
SVM - BERT -13.7 -1.306 | -13.552 | -1.352
SVM - CNN -7.344 | 0.59 -6.574 0.59
SVM - HAN -9.71 4.06 -9.418 4
SVM - VDCNN | -12.35 | 1.94 -12.082 | 1.928

Table 4.11. Bootstrapped 95% confidence intervals of the differences in average performance
between the control algorithm SVM and the other deep learning classifiers on large datasets.
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Classifier Macro Micro

BERT - CNN 0.234 6.356 0.226 6.978
BERT - HAN -0.994 | 5.366 | -0.998 | 5.352
BERT - SVM 1.306 13.7 1.352 13.552
BERT - VDCNN | -0.884 | 3.246 | -0.88 3.28

Table 4.12. Bootstrapped 95% confidence intervals of the differences in average performance
between the control algorithm BERT and the other classifiers on large datasets.

AGNEWS SOGOU YELP Cross datasets

Micro | Macro | Micro | Macro | Micro | Macro | Micro | Macro
BERT 1 1 3.4 3.4 1 1 1.3 1.3
VDCNN | 3.6 3.6 1.8 1.8 2 2 1.8 1.8
CNN 3.4 3.4 3.6 3.6 4 4 2.7 2.7
HAN 4.8 4.8 1.2 1.2 3 3 2.2 2.2
SVM 2.2 2.2 5 5 5 5 3 3

Table 4.13. Intra and Cross-Dataset Ranking Comparison of Methods based on the Fried-
man ranking on large datasets

In Table 4.13 we can see that BERT is the best in all datasets but SOGOU (HAN
is the best followed by VDCNN). SVM is in last place of the ranking for SOGOU and
YELP and second in AGNEWS. In the cross-dataset evaluation we notice BERT as
the best for microF'1 and macroF'l, with VDCNN as the second and SVM as the last
method.

To summarize, BERT and VDCNN show better performance on large datasets

and SVM on small datasets. This is confirmed in all analysis we have completed.

4.2 Time Consumption Analysis

In the computation of time consumption we consider the total time spent for training,
tuning and testing each dataset'®. BERT and SVM spent most of the the total time
for tuning while the other classifiers took more time in the training process itself.

Figures 4.4 and 4.5 plot graphs showing the logarithm of total time spent in each
method per each dataset. Specifically, we can see in Figure 4.4 that the DMLP and
MLP are the classifiers that take the longest time in all small datasets, having BERT
with the third largest time. HAN, VDCNN and CNN show similar time and SVM is
the best performer. In Figure 4.5 we can also see that BERT takes the longest times
on large datasets, also showing SVM as the best performer.

Further analyzing the time consumption we plot the trade-off of effectiveness

and time cost for each dataset in Figures 4.6 and 4.7 for small and large datasets,

8Total time correspond to one fold due to the cost of the experiments, but variability is low and
magnitude of times is similar.
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respectively. In the y-axis we show the macroF'1 and in the y-axis the log of the time
in seconds.

In Figure 4.6 we can see that SVM is the best when compared to the other
methods in all small datasets. We can see easily how SVM loses its strength on the
large datasets in Figure 4.7 as the size of the dataset increases. Also, we can see that
BERT is clearly the worst time, but the best in macroF'1 in AGNEWS and YELP and
that SVM is the best in time, but the worst in macroF'l (AGNEWS and YELP).
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Figure 4.7. Effectiveness-cost Trade-off for each Large Datasets

In summary, we can observe that SVM is by far the best of all methods in
the small datasets. We can also observe that BERT is much more time consuming
than the other methods. HAN and VDCNN show similar (high) timing. Although

BERT is among the best classifiers in terms of effectiveness, it is the worst in terms of
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training efficiency, with a training time that for some applications may be considered
prohibitive. SVM still keeps its good trade-off in all datasets.
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Chapter 5

Conclusions and Future Work

In this chapter we summarize the research contributions of this master thesis and point

out some directions for future work.

5.1 Summary and Implications

We studied some of the most recent deep learning architectures in the literature, that
classify text using character and word level features. We introduced some of the most
important works and pointed out several flaws that occur in their evaluation. Aiming
at overcoming some of the lack of scientific rigour in a significant portion of recent work
and potential unfair comparisons, we explicitly stated our research questions which we
tried to properly answer.

Specifically, in our analysis we have seen and confirmed that deep learning meth-
ods are powerfull on large datasets and their performance on small datasets is behind
traditional methods such SVM. BERT led to improvements on classification perfor-
mance in large datasets but not by a large margin when compared to the other archi-
tectures. In fact, VDCNN was shown to perform similar to BERT. Additionally we
show that deep learning architectures do not perform well on small datasets due to
generalization issues.

We also show that deeper architectures such as VDCNN do not improve perfor-
mance significantly by adding more layers as previously shown in other works. Finally,
we illustrate the trade-off effectiveness-cost and show that the very recent methodolo-
gies are not efficient, what corroborates to the reason why most of the industry do not

consider such approaches in real applications.
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5.2 Future Work

Our study is by no means exhaustive. We have not evaluated different parameters in the
recent deep learning architectures besides the reported values by the original authors.
Thus, we want to consider in future work in order to further analyze their impact.
Also, it might be interesting to use other strategies to achieve better performance such

as ensembles of features generated from each architecture.
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