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RESUMO

Nesta tese estudamos alguns problemas da teoria de corpos finitos que são interessantes
por suas aplicações em teoria de códigos, criptografia, comunicações e áreas relacionadas.
Nosso primeiro problema é determinar o número de pontos racionais de uma família de
curvas do tipo Artin-Schreier e de uma hipersuperfície de Artin-Schreier, assim como
determinar condições para essas curvas/hipersuperfícies serem maximais ou minimais
com respeito à cota de Hasse-Weil. Na sequência estudamos uma classe de curvas
superelípticas e, sob algumas condições, descrevemos o número de pontos racionais
dessas curvas. O último tópico deste trabalho é sobre polinômios irredutíveis, onde
determinamos condições sobre n e q para os quais os fatores irredutíveis sobre Fq do
binômio xn −1 são binômios e trinômios.

Palavras Chaves: Corpos Finitos, Formas Quadráticas, Curvas de Artin-Schreier,
Hipersuperfícies de Artin-Schreier, Curvas Super Elípticas, Cota de Hasse-Weil, Soma
de Gauss, Matrizes Circulantes, Polinômios Irredutíveis.



ABSTRACT

In this thesis we study some problems in the finite field theory that interesting for their
applications in coding theory, cryptography, communications and related areas. Our
first problem is to determine the number of rational points of a family of Artin-Schreier
curves and of an Artin-Schreier hypersurface, as well as to determine conditions for these
curves/hypersurface to be maximal or minimal with respect to the Hasse-Weil bound.
In the sequence, we study a class of superelliptic curves and, under some conditions,
we describe the number of rational points of these curves. The last topic of this work is
about irreducible polynomials, where we determine conditions on n and q for which the
irreducible factors over Fq of the binomial xn −1 are binomials and trinomials.

Keywords: Finite Fields, Quadratic Forms, Artin-Schreier Curves, Artin-Schreier
Hypersurfaces, Superelliptic Curves, Hasse-Weil’s Bound, Gauss Sums, Circulant Matri-
ces, Irreducible Polynomials.



LIST OF NOTATIONS

• Fp the finite field with p (prime) elements;

• Fq the finite field with q elements;

• F∗q the set of non-null elements of Fq;

• ψ the canonical additive character of Fqn ;

• ψ̃ the canonical additive character of Fq;

• χm a multiplicative caracter of order m of Fq;

• G(ψ,χ) the Gauss sum of ψ and a multiplicative character χ;

• TrFqn /Fq the trace function from Fqn to Fq;

• NFqn /Fq the norm function from Fqn to Fq;

• ¡u
v
¢

the Legendre symbol of the prime numbers u and v;

• νp(n) the p-adic valuation of the integer n;

• Φn(x) the n-th cyclotomic polynomial over Fq;

• P the n×n permutation matrix




0 1 0 ··· 0
0 0 1 ··· 0
... ··· ··· ···

...
0 0 0 ··· 1
1 0 0 ··· 0


;

• τ=
(

1 if p ≡ 1 (mod 4);
i if p ≡ 3 (mod 4);

• εα =
(

q−1 if α= 0;
−1 if α ∈ F∗q;

• ε′α =
(

0 if α= 0;
−1 if α ∈ F∗q;



• θm(a,ϵ)=
(

m−1 if χm(a)= ϵ;
−1 otherwise.

• C i the curve yq − y= x(xqi − x)−λ;

• Hr the hypersurface yq − y=Pr
j=1 a j(x

qi j+1
j − x2

j )−λ;

• Nn(C ) the number of Fqn-rational points of the curve/surface C .
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INTRODUCTION

In this thesis, we approach some problems in the theory of finite fields. Our objects
of study include the number of Fqn-rational points of Artin-Schreier curves and
hypersurfaces, superelliptic curves and irreducible polynomials. In general, we

discuss the number of rational points of a class of Artin-Schreier curves, its generalization
for Artin-Schreier hypersurfaces and a class of superelliptic curves. We also discuss about
when these curves attain the Hasse-Weil bound.

Moreover, we discuss the existence of positive integers n for which the binomial xn−1
splits over Fq only as irreducible binomials and trinomials.

Among other matters, this thesis compiles the original work contained in the following
papers:

• [8] F. E. Brochero Martínez, J. A. Oliveira and D. Oliveira. The number of rational
points of a class of superelliptic curves,

ArXiv preprint: https://arxiv.org/abs/2209.06658, (2022).

• [9] F. E. Brochero Martínez and D. Oliveira, Artin-Schreier curves given by Fq-
linearized polynomials.

ArXiv preprint: https://arxiv.org/abs/2012.01534, (2022).

• [36] D. Oliveira. On the number of rational points of hypersurfaces of Artin-
Schreier.

ArXiv preprint: https://arxiv.org/abs/2211.11371, (2022).

• [37] D. Oliveira and L. Reis. On polynomials xn −1 over binary fields whose irre-
ducible factors are binomials and trinomials. Finite Fields and Their Applications,
vol. 71. p. 101837, (2021).

The content of the thesis is presented in four chapters. Chapter 1 provides background
results in theory of finite fields that are used throughout this text. The remaining three
chapters are divided as follows.

• Chapter 2: In this chapter we associate circulant matrices and quadratic forms to
the Artin-Schreier curve yq−y= x·F(x)−λ, where F(x) is a Fq-linearized polynomial
and λ ∈ Fqn . Our results provide a characterization of the number of affine rational



15

points of this curve in the extension Fqn of Fq. In the particular case F(x)= xqi − x,
we have the curves

C i : yq − y= x(xqi − x)−λ
and we give a complete description of the number of affine Fqn-rational points of
C i in terms of Legendre symbols and quadratic characters under the condition
gcd(n, p) = 1. We also determine the number of Fqn-affine rational points and
when the curve C i is maximal or minimal with respect to the Hasse-Weil bound
(since this curve has only one point at the infinity), using permutation matrices
and quadratic forms, including the case gcd(n, p) = p for λ ∈ Fqn . Moreover, we
determine the number of affine rational points of Artin-Schreier hypersurfaces of
the type

Hr : yq − y=
rX

j=1
a j(x

qi j+1
j − x2

j )−λ,

with a j ∈ F∗q and some integers i j, since this hypersurface has only one point at the
infinity. We also give conditions when the curves C i and the surface Hr in order to
them to be maximal or minimal with respect the Hasse-Weil bound.

• Chapter 3: In this chapter, we study the number of Fqn-rational points on the affine
curve Xd,a,b given by the equation

Xd,a,b : yd = axTr(x)+b,

where Tr denotes the trace function from Fqn to Fq and d is a positive integer. In
particular, we present bounds for the number of Fqn-rational points and, for the
cases when d satisfies a suitable condition, explicit formulas for the number of
Fqn-rational points are obtained. In particular, a complete characterization is given
for the case d = 2. As a consequence of our results, we compute the number of
elements α in Fqn such that α and Tr(α) are quadratic residues in Fqn .

• Chapter 4: In this chapter, we assume that Fq is a finite field with q elements, where
q is a power of 2. We study the positive integers n for which the irreducible factors
of the polynomial xn −1 over Fq are all binomials and trinomials. In particular, we
completely describe these integers for q = 2,4.
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1
PRELIMINARY RESULTS

In this chapter we present some classical and important results on finite fields,

number theory and characters sums that are futher used.The most of this results

can be found in [30].

1.1 Finite fields

For a prime p, the residue class ring Z/(p) forms a finite field with p elements. We denote

this field by Fp. The fields Fq play an important role in general field theory, since every

field of characteristic p must contain a subfield isomorphic to Fp. This result together

with the fact that every finite field has prime characteristic is fundamental for the

classification of finite fields. In this section we present, without proof the main results

that will be used in this thesis. The proofs of these results can be found in [30]. Firstly,

we present some important results about the characterization and structure of finite

fields.

Theorem 1.1. Let F be a finite field. Then F has pn elements, where the prime p is the
characteristic of F and n is the degree of F as an extension of its prime subfield.

We denote any finite field with q = pn elements by Fq.

Lemma 1.2. Let Fq be a finite field with q elements, where q = pn for some prime p. Then,
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every a ∈ Fq satisfies aq = a. Besides that, the polynomial xq − x ∈ Fq[x] splits in Fq[x] as

xq − x =
Y

a∈Fq

(x−a)

and Fq is a splitting field of xq − x over Fp.

For a finite field Fq we denote by F∗q the multiplicative group of nonzero elements of

Fq. The following result describes a useful property of this group.

Theorem 1.3. For every finite field Fq, the multiplicative group F∗q is cyclic.

Definition 1.4. A generator of the cyclic group F∗q is a primitive element of Fq.

Theorem 1.5 (Existence and Uniqueness of Finite Fields). For every prime p and every
positive integer n, there exists a finite field with pn elements. Any finite field with q = pn

elements is isomorphic to the splitting field of xq − x over Fp.

Theorem 1.6 (Subfield Criterion). Let Fq be the finite field with q = pn elements. Then
every subfield of Fq has order pm, where m is a positive divisor of n. Conversely, if m is a
positive divisor of n, then there is exactly one subfield of Fq with pm elements.

1.1.1 Trace and Norm

In this section we introduce an important mapping from Fqm to Fq, where m is a positive

integer and q is a prime power, which we will recall that is linear and very useful for the

proofs of some results in chapter 2.

Definition 1.7. Let Fqn be an extension of the finite field Fq. The trace map from Fqn to
Fq is the map α 7→TrFqn /Fq (α) where

TrFqn /Fq (α)=α+αq +·· ·+αqn−1
.

The norm map from Fqn to Fq is the map α 7→NFqn /Fq (α) where

NFqn /Fq (α)=α ·αq · · ·αqn−1 =α
qn−1
q−1 .

For short we denote TrFqn /Fq by Tr and NFqn /Fq by N, when the finite fields Fqn and Fq

are fixed.

Theorem 1.8. Let Fqn be an extension of the finite field Fq. Then the trace and norm
functions satisfy the following properties:
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(i) For all α,β ∈ Fqn we have that

TrFqn /Fq (α+β)=TrFqn /Fq (α)+TrFqn /Fq (β).

NFqn /Fq (α ·β)=NFqn /Fq (α) ·NFqn /Fq (β).

(ii) For all c ∈ Fq and α ∈ Fqn we have that TrFqn /Fq (cα)= cTrFqn /Fq (α).

(iii) The map α 7→TrFqn /Fq is a linear transformation from Fqn to Fq, where both Fqn and
Fq are viewed as vector spaces over Fq. Moreover, NFqn /Fq maps Fqn onto Fq and F∗qn

onto F∗q.

(iv) For all α ∈ Fq we have that TrFqn /Fq (α)= nα and NFqn /Fq (α)=αn.

(v) For all α ∈ Fqn we have that TrFqn /Fq (αq)=TrFqn /Fq (α) and NFqn /Fq (αq)=NFqn /Fq (α).

Theorem 1.9 (Hilbert’s Theorem 90). Let Fqn be a finite extension of Fq. Then, for every
α ∈ Fqn we have

TrFqn /Fq (α)= 0 if and only if α=βq −β for some β ∈ Fqn .

Theorem 1.10 (Transitivity of Trace and Norm). Let Fqn be a finite extension of Fq and
Fqm a finite extension of Fqn. Then

TrFqm /Fq (α)=TrFqn /Fq (TrFqm /Fqn (α)),

NFqm /Fq (α)=NFqn /Fq (NFqm /Fqn (α)),

for all α ∈ Fqm .

1.1.2 Normal Basis

We now define normal basis of Fq and give the main result for them.

Definition 1.11. A basis B of Fqn over Fq is called a normal basis if there exists α ∈ Fqn

such that

B = {α,αq, . . . ,αqn−1
}.

The elements of this basis are called normal elements of Fqn over Fq.

Theorem 1.12 (Normal Basis Theorem). For any finite field Fq and any finite extension
Fqn of Fq, there exists a normal basis of Fqn over Fq.
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1.2 Cyclotomic Polynomials

In this section we describe some properties of the cyclotomic polynomials over finite

fields. These polynomials are associated with the splitting field of xn −1.

Definition 1.13. Let n be a positive integer and Fq a field of characteristic p. The splitting
field of xn −1 over Fq is called the n-th cyclotomic field over Fq and is denoted by F(n)

q . The
roots of xn−1 in F(n)

q are called the n-th roots of unity over Fq. If gcd(n, p)= 1, a generator
of the cyclic group of n-th roots is called a primitive n-th root of unity over Fq.

The n-th cyclotomic field will be useful in Chapter 4. The following result is well

known and can be found in Chapter 2(section 4) of [30].

Theorem 1.14. Let n be a positive integer and Fq a finite field with q = ps elements,
where p is a prime. Then

(i) If p does not divide n, the n-th roots of unity form a cyclic group of order n with
respect to the multiplication in F(n)

q .

(ii) If p divides n, we write n = mpe with m and e being positive integers such that
gcd(m, p) = 1. Then F

(n)
q = F(m)

q and the roots of xn −1 in F
(n)
q are the m-th roots of

unity, each one with multiplicity pe.

We know that if gcd(n, p)= 1 then there are exactly ϕ(n) primitive n-th roots of unity

over F(n)
q . If ζ is one of them, them all the primitive n-th roots of unity over F(n)

q are given

by ζi, where 1 ≤ i ≤ n and gcd(i,n) = 1. The polynomial whose roots are precisely the

primitive n-th roots of unity over F(n)
q is of great interest.

Definition 1.15. Let Fq be a field of characteristic p, n a positive integer that is not
divisible by p, and ζ a primitive n-th root of unity over Fq. Then the polynomial

Φn(x)=
nY

s=1
gcd(s,n)=1

(x−ζs)

is called the n-th cyclotomic polynomial over Fq.

The polynomial Φn(x) does not depend on the choice of ζ. The degree of Φn(x) is ϕ(n),

where ϕ(n) is the Euler totient function, and its coefficients belong to the n-th cyclotomic

field over Fq. In fact, they are in the prime subfield of Fq, as we show in the following

theorem.
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Theorem 1.16. Let Fq be a finite field of characteristic p, n a positive integer not divisible
by p and d the least positive integer such that qd ≡ 1 (mod n). Then

(i) xn −1=
Y
l|n
Φl(x);

(ii) the coefficients of Φn(x) belong to the prime subfield Fp of Fq;

(iii) Φn(x) splits into ϕ(n)
d distinct monic irreducible polynomials in Fq[x] all of the same

degree d. Moreover, F(n)
q is the splitting field of any such irreducible factor over Fq

and [F(n)
q : Fq]= d.

The following results provide some classical results about cyclotomic polynomials

that we will use in the proofs of some results in Chapter 4.

Corollary 1.17. If p is a prime, then

Φp(x)= xp−1 +·· ·+ x+1.

Lemma 1.18. ([30], Exercise 2.57) Let m, t be positive integers and p a prime such that
q = ps. Then the following equality holds in Fq[x]:

Φmpt(x)=Φmp(xpt−1
).

1.3 Characters sums

Characters sums will be useful for us in Chapters 2 and 3. To this end, we recall the

following definitions and classical results.

Definition 1.19. 1) Set ζp = e
2πi
p a p−th complex root of unity. An additive character

ψ on Fq is a map from the group Fq into the group of complex roots of unity such
that

ψ(α+β)=ψ(α)ψ(β)

for all α,β ∈ Fq. The canonical additive character ψ1 of Fq is given by

ψ1(α)= e2πiTrFq /Fp (α)/p,

where TrFq/Fp denotes the absolute trace of Fq.
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2) A multiplicative character χ on F∗q is a map from the cyclic group F∗q into the group
of complex roots of unity such that

χ(αβ)= χ(α)χ(β)

for all α,β ∈ F∗q . We extend χ to a function on Fq by setting χ(0) = 1. The trivial
character χ0 satisfies χ0(α)= 1 for every α ∈ F∗q. The order of χ is the smallest positive
integer n for which χn = χ0. When q is odd, the unique character χ of order 2 is the
quadratic character.

The following theorem gives us the description of all additive and multiplicative

characters of Fq.

Theorem 1.20. (i) For b ∈ Fq, the function ψb defined by

ψb(c)=ψ1(bc)

for all c ∈ Fq, is an additive character of Fq and every additive character of Fq is
obtained in this way.

(ii) Let g be a fixed primitive element of F∗q. For each j = 0,1, . . . , q−2, the function χ j

given by

χ j(gk)= e2πi jk/(q−1) for k = 0,1, . . . , q−2,

defines a multiplicative character of Fq and every multiplicative character of Fq is
obtained in this way.

The following lemmas describe classical properties of characters.

Lemma 1.21 ([30, Theorem 5.4]). Let χ be a multiplicative character of Fqn. Then

X
c∈Fq

χ(c)=




0, if χ is nontrivial;

q, if χ is trivial.

Lemma 1.22. ([30, Schur’s orthogonality, Theorem 5.4]) For u ∈ Fq and ψ a non-trivial
character of Fq, we have that

1
q

X
c∈Fq

ψ(uc)=




0, if u ̸= 0;

1, if u = 0.
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Lemma 1.23 ([30, Equation 5.4, p. 189]). Let d be a divisor of q−1. If c ∈ Fq, then

d−1X
j=0

χ
j
d(c)=





1, if c = 0;

d, if c is a d-power in F∗q;

0, otherwise.

Definition 1.24. Let ψ be an additive character of Fq and χ be a multiplicative character
of F∗q. The Gauss sum of ψ and χ over Fq is

G(ψ,χ)=
X

x∈F∗q
ψ(x)χ(x).

Lemma 1.25. ([30, Theorems 5.11 and 5.12]) Let χ0 denote the trivial multiplicative
character of F∗q and ψ be the canonical additive character of Fq. If χ ̸= χ0 is a multiplicative
character of F∗q, we have that

(i) G(ψ,χ0)=−1;

(ii) |G(ψ,χ)| =pq ;

(iii) G(ψ,χ)G(ψ,χ)= χ(−1)q.

A Gauss sum G(ψ,χ) is pure if G(ψ,χ)t ∈R for some positive integer t. The following

result gives necessary and sufficient conditions for some Gauss sums to be simultaneously

pure.

Theorem 1.26. ([17, Theorem 1]) Let ψ be the canonical additive character of Fqn where
q = ps. Given a divisor d > 2 of qn −1 and a multiplicative character χd of F∗qn with order
d, the following are equivalent:

(i) there exists a positive integer r such that d | (pr +1);

(ii) G(ψ,χ j
d) is pure for all j ∈Z;

(iii) there exists a positive integer r such that d | (pr +1), 2r | ns and

G(ψ,χ j
d)=−(−1)ns(u j+1)/2r qn/2

for all j ̸≡ 0 (mod d), where u = pr+1
d .

The following definition is important for the explicit determination of Gauss sums.
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Definition 1.27. We set

τ=




1 if p ≡ 1 (mod 4);

i if p ≡ 3 (mod 4).

Theorem 1.28. ([31, Theorem 5.15]) Let ψ be the canonical additive character of Fqn and
let χ2 be the quadratic character of F∗qn. Then

G(ψ,χ2)=−(−1)snτsnqn/2.

Corollary 1.29. Let Fqn be a finite field where q = ps. Let ψ be the canonical additive
character of Fqn and χ2 be the quadratic character of F∗qn. If ns is even, then

G(ψ,χ2)=−(−1)ns(u+1)/2qn/2,

where u = p+1
2 .

1.4 Quadratic forms

A quadratic form in n indeterminates over Fq is a homogeneous polynomial in Fq[x1, . . . , xn]

of degree 2, or the zero polynomial. If q is odd we can write the mixed terms ai jxix j(1≤
i < j ≤ n) as 1

2 ai jxix j + 1
2 ai jx jxi and this leads to the representation

f (x1, . . . , xn)=
nX

i, j=1
ai jxix j with ai j = a ji

for any quadratic form f over Fq. This allows us to associate f with the n×n matrix A,

whose entry (i, j) is ai j. The matrix A is called the coefficient matrix of f . Let AT denote

the transpose matrix of A. Then AT = A, that is, A is symmetric. If x is the column vector

of indeterminates x1, . . . , xn, we obtain that f is given by xT Ax.

Definition 1.30. For any finite field Fq, two quadratic forms f and g over Fq are called
equivalent if f can be transformed into g by means of a nonsingular linear substitution
of indeterminates. The reduce equivalent quadratic form of f is the quadratic form
associated to the reduced non-singular matrix of A, where A is the coefficient matrix of f .

A quadratic space is a pair (Q,Fqn) where Fqn has dimension n over Fq and Q : Fqn → Fq

satisfies:

1. Q(αx)=α2Q(x) for all α ∈ Fq and x ∈ Fqn .
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2. For char(Fq) = 2, we define BQ(x, y) = Q(x+ y)−Q(x)−Q(y) to be a symmetric

bilinear form of Q. In the case char(Fq) ̸= 2, we define

BQ(x, y)= 1
2 (Q(x+ y)−Q(x)−Q(y))

to be the symmetric bilinear form of Q.

Quadratic form are equivalent to quadratic space, during this thesis we consider

quadratic spaces. We now recall the following standard definition.

Definition 1.31. Let Fqn be a finite extension of Fq, with q odd. Let Q : Fqn → Fq denote a
quadratic form and let BQ : Fqn ×Fqn → Fq be its associate symmetric bilinear form. The
radical of the symmetric bilinear form BQ is the Fq−subspace

rad(Q)= {α ∈ Fqn : BQ(α,β)= 0 for all β ∈ Fqn}.

Moreover, Q is a non-degenerate quadratic form if rad(Q)= {0}.

Let B = {v1, . . . ,vn} be a basis of Fqn over Fq. The n×n matrix A = (ai j) defined by

ai j =




Q(vi) if i = j;
1
2(Q(vi +vj)−Q(vi)−Q(vj)) if i ̸= j.

is the associated matrix of the quadratic form Q in the basis B. In particular, the
dimension of rad(Q) is equal to n− rank(A).

Let Q1 : Fm
q → Fq and Q2 : Fn

q → Fq be quadratic forms, where m ≥ n. Let A and B be
the associated matrix of Q1 and Q2, respectively. We say that Q1 is equivalent to Q2 if
there exists M ∈GLm(Fq) such that

MT AM =
Ã

B 0

0 0

!
∈ Mm(Fq),

where GLm(Fq) denotes the group of m× m invertible matrices over Fq and Mm(Fq)

denotes the set of m×m matrices over Fq. Furthermore, Q2 is called a reduced form of Q1

if rad(Q2)= {0}.

The following theorem is a well known result about the number of the solutions of a

special equation over finite fields, that will be important to our results in Chapters 2 and

3.
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Theorem 1.32 ([30], Theorems 6.26 and 6.27). Let Q be a quadratic form over Fqn,
where q is a power of an odd prime. Let BQ be the bilinear symmetric form associated
to Q, v = dim(Q) and Q̃ a reduced non degenerate quadratic form equivalent to Q. Set
Sα := |{x ∈ Fqn | Q(x) = α}|, let ∆ be the determinant of the quadratic form Q̃ and χ the
quadratic character of Fq. Then

(i) If n+v is even, then

(1.1) Sα =
(

qn−1 +Dq(n+v−2)/2(q−1) if α= 0;

qn−1 −Dq(n+v−2)/2 if α ̸= 0,

where D = χ((−1)(n−v)/2∆).

(ii) If n+v is odd, then

Sα =
(

qn−1 if α= 0;

qn−1 +Dq(n+v−1)/2 if α ̸= 0,
(1.2)

where D = χ((−1)(n−v−1)/2α∆).

In particular D ∈ {−1,1}.

The following lemma associates quadratic forms and character sums and it will be

useful in the results obtained in the next chapters. This lemma can be obtained from

Theorem 1.32 by a straightforward calculation.

Lemma 1.33. Let H be an n×n non null symmetric matrix over Fq and l = rank(H).
Then, there exists M ∈ GLn(Fq) such that D = MHMT is a diagonal matrix, i.e., D =
diag(a1,a2, . . . ,al ,0, . . . ,0) where ai ∈ F∗q for all i = 1, . . . , l. Let

F : Fn
q → Fq, F(X )= X HX T (X = (x1, . . . , xn) ∈ Fn

q),

be a quadratic form. We have that

X
x∈Fqn

ψ
¡
F(X )

¢= (−1)l(s+1)τlsη2(δ)qn−l/2,

where δ= a1 · · ·al, and ψ is the canonical additive character of Fq.
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2
QUADRATIC FORMS AND AFFINE RATIONAL POINTS OF

ARTIN-SCHREIER CURVES

Let Fq be a finite field with q elements, where q is a power of an odd prime p. In

this chapter we associate circulant matrices and quadratic forms with the Artin-

Schreier curve yq − y = x ·F(x)−λ, where F(x) is an Fq-linearized polynomial

and λ ∈ Fq. Our results provide a characterization of the number of affine rational

points of this curve in the extension Fqn of Fq. The case F(x)= xqi − x yields the curves

C i : yq − y = x(xqi − x)−λ, and we give a complete description of the number of their

affine rational points in terms of Legendre symbols and quadratic characters. We also

determine the number of affine rational points of Artin-Schreier hypersurfaces of the

type Hr : yq − y = Pr
j=1 a j(x

qi j+1
j − x2

j )−λ, with a j ∈ F∗q and λ ∈ Fqn . Moreover, we give

conditions for the curves C i and the surface Hr to be maximal or minimal with respect

the Hasse-Weil bound.

2.1 Introduction

The number of affine rational points of algebraic curves and surfaces over finite fields

has many applications in coding theory, cryptography, communications and related areas,

e.g. [4, 21, 42, 46]. In this chapter we investigate the number of Fqn affine rational points

of plane curves given by

(2.1) Cg : yq − y= g(x),
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in extensions Fqn of Fq where q = ps, p is an odd prime, n, s ∈N and g(x) ∈ Fq[x]. These

curves are called Artin-Schreier curves and have been extensively studied in several

contexts, e.g. [15, 16, 24, 38, 46].

For a polynomial g(x) ∈ Fq[x] and Fqn a finite extension of Fq we can associate to it

the map

(2.2)
Qg : Fqn → Fq

α 7→ Tr(g(α)),

where Tr : Fqn → Fq denotes the trace function. Let Nn(Qg) denote the number of zeroes

of Qg in Fqn and Nn(Cg) the number of affine rational points of Cg over
¡
Fqn

¢2. From

Hilbert’s Theorem 90 we have

(2.3) Nn(Cg)= qNn(Qg).

It follows that the determination of Nn(Cg) is equivalent to the determination of

Nn(Qg). Details about this fact can be found in [2, 3, 39].

In [50], Wolfmann determined the number of rational points of the algebraic plane

curve defined over Fqk by the equation

yq − y= axs +b

where a ∈ F∗
qk and b ∈ Fqk , for k even and special integers s. In [16], Coulter determined

the number of Fq-rational points of the curve

ypn − y= axpα+1 +L(x),

where a ∈ F∗q, t = gcd(n, e) divides d = gcd(α, e) and L(x) ∈ Fq[x] is an Fpt-linearized

polynomial. In this chapter, we determine Nn(Cg) for some families of Artin-Schreier

curves given by specific polynomials g(x) ∈ Fq[x].

The first aim of this chapter is to find Nn(Cg) when g(x)= xF(x)−λ, where F(x) is a

Fq-linearized polynomial, λ ∈ Fq and gcd(n, p)= 1. In this case, we denote Cg by CF,λ for

F(x) and λ fixed. We prove that Qg+λ defines a quadratic form and use this form to find a

connection between the number of affine rational points with the rank of an appropriate

circulant matrix. Theorem 2.13 provides an explicit formula for Nn(CF,λ).

Also, assuming the hypothesis of Theorem 2.13, we study the case F(x)= xqi −x when

i is a positive integer, i.e., we consider the curves

C i : yq − y= xqi+1 − x2 −λ.
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In Theorem 2.26 we find an expression of Nn(C i) in terms of Legendre symbols and

p-adic valuations.

When i = 1 and λ= 0 we obtain the curve C i : yq − y= xq+1 − x2, which is associated

to the number of monic irreducible polynomials in Fq[x] of degree n with the first two

coefficients prescribed, i.e., the coefficients of xn−1 and xn−2. To see this, consider the

map

(2.4)
T2 : Fqn → Fq

α 7→ P
0≤i< j≤n−1

αqi+q j
.

The coefficients of xn−1 and xn−2 of the characteristic polynomial of α ∈ Fqn over Fq

are determined by −Tr(α) and T2(α), respectively. A straightforward calculation shows

that T2(βq −β) = Tr(βq+1 −β2) for all β ∈ Fqn . By Hilbert’s Theorem 90 we have that

Tr(β) = 0 if and only if there exists α ∈ Fqn such that β = αq −α and therefore Tr(β) =
0 and T2(β) = 0 if and only if 0 = T2(β) = T2(αq −α) = Tr(αq+1 −α2). Consequently, the

number of irreducible polynomials of degree n with first two coefficients being zero can

be related to the number of affine rational points of the curve yq− y= xq+1−x2. For more

details about this, see [10, 32]. In Section 2.5, we employ a method that allows us to

compute the number Nn(C i) when p divides n.

Finally, we study hypersurfaces of the type

(2.5) Hr : yq − y=
rX

j=1
a j(x

qi j+1
j − x2

j )−λ,

for a j ∈ F∗q and λ ∈ Fqn . We determine the number of rational points of Hr in Fr+1
qn using

techniques involving Gauss sums and the fact that Tr(ca j(x
q+1
j − x2

j )) defines a quadratic

form for any c ∈ F∗q.

This chapter is organized as follows. Section 2.2 provides background material and

preliminary results. In Section 2.3 we discuss the case g(x)= xF(x)−λ where F(x) is an

Fq-linearized polynomial and λ ∈ Fq. In Section 2.4 we give an explicit formula for Nn
¡
C i

¢

when gcd(n, p)= 1. Section 2.5 provides the number of affine rational points of the curves

C i, including the case gcd(n, p)= p. Moreover, we give necessary and sufficient conditions

on the curve C i to be maximal or minimal. In Section 2.6 we consider the Artin-Schreier

hypersurface given by (2.5). We compute Nn(Hr) and give conditions on this surface to

attain the Hasse-Weil bound.
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2.2 Preliminary results

In this section, Fq denotes a finite field with q = ps elements and p is an odd prime. For

a positive integer n, we already defined in Chapter 1 the trace function

TrFqn /Fq : Fqn → Fq

α 7→α+αq +·· ·+αqn−1

and, for simplicity, we denote by Tr. A polynomial F(x) ∈ Fq[x] is called Fq-linearized if it

is of the form a0x+a1xq+a2xq2+·· ·+al xql
, where a j ∈ Fq for all 0≤ j ≤ l. The polynomial

f (x)= a0 +a1x+a2x2 +·· ·+al xl is called the associated polynomial of F(x).

In what follows, for F(x) ∈ Fq[x] an Fq-linearized and λ ∈ Fqn , CF,λ denotes the curve

determined by the equation

(2.6) yq − y= xF(x)−λ

and QxF(x) : Fqn → Fqn is the quadratic form given by QxF(x)(α)=Tr(αF(α))(see Remark

2.33 below). We observe that if (α,β) ∈ F2
qn is a point of CF,λ, i.e., βq −β=αF(α)−λ then

0=Tr(βq −β)=Tr(αF(α)−λ)=Tr(αF(α))−nλ.

Conversely, if α ∈ Fqn satisfies the equation Tr(αF(α))= nλ, then Tr(αF(α)−λ)= 0 and

by Hilbert’s Theorem 90 there exists β ∈ Fqn such that βq −β= αF(α)−λ. In addition,

any other solution to the equation yq − y = αF(α)−λ is of the form β+ c for c ∈ Fq. In

particular,

(2.7) Nn(CF,λ)= qNn(QxF(x)−λ).

Remark 2.1. Let F(x) be an Fq-linearized and n a positive integer. It can be easily verified
that the map Q̃ : Fqn → Fqn given by α 7→αF(α) is a quadratic form. Furthermore, since Tr
is an Fq-linear form, we have that the map Q : Fqn → Fq given by Q(α)=Tr(Q̃(α)) is also a
quadratic form. In fact, for all c ∈ Fq and β ∈ Fqn we have

Tr(cβF(cβ))=Tr(c2βF(β))= c2Tr(βF(β)),

hence Tr((x+ y)F(x+ y))−Tr(xF(x))−Tr(yF(y)) defines a symmetric billinear form.

An important result that we frequently use in this chapter is Theorem 1.32, which

gives information on the number of the solutions of a quadratic form over finite fields.
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Clearly, in order to determine the number Sα given in Theorem 1.32 we need to cal-

culate the dimension of the radical of the respective quadratic form and the determinant

of a reduced matrix associated to this quadratic form. In order to do this, we need to

study the complete homogeneous symmetric polynomials and circulant matrices, which

we define below.

Definition 2.2. a) The complete homogeneous symmetric polynomials of degree k is
defined by

hk(x1, . . . , xn)=
X

1≤i1≤···≤ik≤n
xi1 · · ·xik .

We denote this polynomial by hk(n).

b) Let a0,a1, . . . ,an−1 be elements of a finite field Fq. The circulant matrix C(a0,a1, . . . ,an−1)

associated to the n-tuple (a0,a1, . . . ,an−1) is the n×n matrix (ci j)i, j with ci, j = ak

for each pair (i, j) such that j − i ≡ k (mod n). The vector (a0,a1, . . . ,an−1) is the
generator vector of C.

c) The associated polynomial of the circulant matrix C(a0,a1, . . . ,an−1) is f (x) =
n−1X
i=0

aixi.

We will show that, under some additional hypotheses (see Proposition 2.12), that

there exists a basis of Fqn over Fq such that the associated matrix of the quadratic form

Tr(Qg+λ) is circulant.

The following theorem, that can be found as an exercise in [41], describes another

representation of the polynomial hk.

Theorem 2.3 ([41], Ex. 7.4). The polynomial hk(n) can be expressed as

hk(n)=
nX

l=1

xn+k−1
lQn

m=1
m ̸=l

(xl − xm)
.

The polynomials hk will be useful in the computation of the rank of some circulant

matrices. When n is relatively prime with the characteristic of the field Fq, it is well

known (e.g. [25]) that the determinant of any circulant matrix C = C(a0,a1, . . . ,an−1)

satisfies the relation

det C =
nY

i=1
(a0 +a1ωi +·· ·+an−1ω

n−1
i ),

where ω1, . . . ,ωn are the n-th roots of unity in some extension of Fq. We will use this fact

in order to determine the rank of C. More precisely, the rank of C is equal to the number
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of common roots of f (x) =
nX

i=0
−1aixi and xn −1, as we prove in Theorem 2.10. Before

proving this, we need the following definition.

Definition 2.4. For each 0< j ≤ k integers, Ak and Ak, j denote the polynomials

a) Ak(x1, . . . , xk)=
Y

1≤t<s≤k
(xs − xt), for all k ≥ 2.

b) Ak, j(x1, . . . , xk)= (−1) j+1
Y

1≤t<s≤k
t,s ̸= j

(xs − xt), for all k ≥ 3.

We have the following lemmas that show some relations between the complete

homogeneous symmetric polynomials and the polynomials Ak and Ak, j.

Lemma 2.5. Let n,k be positive integers and for each 1≤ j ≤ k, hn, j(k) be the polynomial
hn(x1, . . . , x̂ j, . . . , xk), where x̂ j means that the variable xj is omitted. Then

kX
j=1

xn−1
j Ak, jhn−k+1, j(k)= 0, for all k ≥ 3.

Proof. Set

ϵl, j =





1 if l > j;

−1 if l < j;

0 if l = j.

By Theorem 2.3 it follows that

kX
i=1

xn−1
j Ak, jhn−k+1, j(k)=

kX
j=1

xn−1
j (−1) j+1 Y

1≤t<s≤k
t,s ̸= j

(xs − xt)
kX

l=1
l ̸= j




xn−1
lQk

m=1
m ̸= j,l

(xl − xm)




=
kX

j=1
xn−1

j (−1) j+1
kX

l=1
l ̸= j

xn−1
l

Y
1≤t<s≤k

t,s ̸= j,l

(xs − xt)(−1)k−lϵl, j

=
kX

j=1

kX
l=1
l ̸= j

xn−1
j xn−1

l

Y
1≤t<s≤k

t,s ̸= j,l

(xs − xt)(−1)k+ j−l+1ϵl, j.

For each l and j fixed, the sum runs over the term (xl x j)n−1 = (xjxl)n−1 twice and then

xn−1
j xn−1

l




Y
1≤t<s≤k

t,s ̸= j,l

(xs − xt)(−1)k+ j−l+1(ϵl, j +ϵ j,l)


= 0,

as we wanted to show. ■
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Lemma 2.6. For any k ≥ 2 we have

Ak+1 =
k+1X
j=1

x1 . . . xk+1

xj
Ak+1, j.

In addition,
kX

j=1

x1 · · ·xk

xj

1
Qk

r=1
r ̸= j

(xr − xj)
= F(x1, . . . , xk+1)

Ak+1
= 1.

Proof. Set

Fk+1 =
k+1X
j=1

x1 . . . xk+1

xj
Ak+1, j.

We will prove that Ak+1 = Fk+1 by induction on the number of variables. For k = 2 we

have

F3 =
3X

j=1

x1x2x3

xj
(−1) j+1 Y

1≤s<t≤3
s,t ̸= j

(xt − xs)

= x2x3(x3 − x2)− x1x3(x3 − x1)+ x1x2(x2 − x1)

= (x2 − x1)(x3 − x1)(x3 − x2)= A3.

Now suppose that the result is true for some k ≥ 2. The polynomial Fk+1 has degree
¡k+1

2

¢

and if xi = xj for some 1≤ i < j ≤ k+1 it follows that Fk+1 = 0, which implies that Ak+1

divides Fk+1. Since Ak+1 has the same degree of Fk+1 we obtain that Fk+1 = cAk+1 for

some c ∈ Fq. From the fact that Ak+1 is a monic polynomial with respect to the variable

xk+1, it remains to show that c = 1. In order to prove this, we equate the coefficients of

xk
k+1 on both sides of Fk+1 = cAk+1 to get

kX
j=1

x1 · · ·xk

xj
(−1) j+1 Y

1≤s<t≤k
s,t ̸= j

(xt − xs)= c ·
Y

1≤s<t≤k
(xt − xs)

and this means that Fk = cAk. By the induction hypothesis, it follows that c = 1. ■

Lemma 2.7. Let C be a circulant matrix over Fq with generator vector (a0,a1, . . . ,an−1)

and f (x) =
n−1X
i=0

be the associated polynomial to the matrix C. Let g(x) = gcd( f (x), xn −1)

and α1,α2, . . . ,αm be the roots of g(x). If g(x) has only simple roots, then for each positive
integer j ≤ m the relation

(a0,a1, . . . ,an− j) ·
¡
1,h1(α1, . . . ,α j), . . . ,hn− j(α1, . . . ,α j)

¢= 0(2.8)

is satisfied, where · denotes the inner product and hk(x1, . . . , xj) is the symmetric polyno-
mial of degree k.
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Proof. We set α⃗αk = (α1, . . . ,αk+1). We proceed the proof by induction on the number of

roots of g. For any α root of g we have

a0 +a1α+·· ·+an−1α
n−1 = 0.

Then (a0,a1, . . . ,an−1) · (1,α, . . . ,αn−1)= 0 and this relation is equivalent to the first case

of the induction. If j = 2, for each pair of roots α1 and α2, we have the relations





a0α1 +a1α
2
1 +·· ·+an−1α

n
1 = 0

a0α2 +a1α
2
2 +·· ·+an−1α

n
2 = 0.

Subtracting, we get

a0(α2 −α1)+a1(α2
2 −α2

1)+·· ·+an−2(αn−1
2 −αn−1

1 )= 0.

Since A2 =α2 −α1 ̸= 0 it follows that

0= (a0,a1, . . . ,an−2) · ¡α2 −α1,α2
2 −α2

1, . . . ,αn−1
2 −αn−1

1
¢

= (a0,a1, . . . ,an−2) · A2 (1,h1(α1,α2), . . . ,hn−2(α1,α2))

and this relation proves the case j = 2. Let us suppose now that (2.8) is true for any

choice of k different roots of g and let α1, . . . ,αk+1 be k+1 roots of g. By the induction

hypothesis, we have k+1 equations of the form (2.8), where for each one we do not

consider one of the roots, i.e., the j-th equation is given by

(a0, . . . ,an−k) · ¡1,h1, j (⃗ααk+1), . . . ,hn−k, j (⃗ααk+1)
¢= 0.(2.9)

Multiplying the vector
¡
1,h1, j (⃗ααk+1), . . . ,hn−k, j (⃗ααk+1)

¢
by αn−1

j Ak+1, j and adding these

vectors we obtain the vector

u⃗ =
k+1X
j=1

αn−1
j

¡
Ak+1, j, Ak+1, jh1, j (⃗ααk+1), . . . , Ak+1, jhn−k, j (⃗ααk+1)

¢
.

By Lemma 2.5, the last coordinate of u⃗ is

k+1X
j=1

αn−1
j Ak+1, jhn−k, j (⃗ααk+1)= 0.(2.10)
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Let us put α=α1 · · ·αk+1. The first coordinate of u⃗ is

a0

k+1X
j=1

αn−1
j Ak+1, j = a0

k+1X
j=1

αn−1
j

³
(−1) j+1 Y

1≤s<t≤k+1
s,t ̸= j

(αt −αs)
´

= a0

α

k+1X
j=1

³ α
α j

Y
1≤s<t≤k+1

s,t ̸= j

(αt −αs)
´
= a0

α
Ak+1,(2.11)

where in the last equality we use Lemma 2.6 and the fact that α j ’s are n-th roots of unity.

For 2≤ l ≤ n−k−1, the l-th coordenate of u⃗ is equal to

al

k+1X
j=1

αn−1
j Ak+1, jhl, j (⃗ααk+1)= al

k+1X
j=1

αn−1
j


(−1) j+1 Y

1≤s≤t≤k+1
s,t ̸= j

(αt −αs)
k+1X
i=1
i ̸= j

αl+k−1
iQk+1

m=1
m ̸=i, j

(αi −αm)




= al

k+1X
j=1

k+1X
i=1
i ̸= j


αn−1

j αl+k−1
i (−1) j+1(−1)k−i Y

1≤s≤t≤k+1
s,t ̸=i, j

(αt −αs)ϵi, j




= al

α

k+1X
j=1

k+1X
i=1
i ̸= j


 α

α j
αl+k−1

i (−1)k+ j−i+1 Y
1≤s≤t≤k+1

s,t ̸=i, j

(αt −αs)ϵi, j


 .(2.12)

Let Gk+1 denote the polynomial

Gk+1 =
k+1X
j=1

k+1X
i=1
i ̸= j


 x1 · · ·xk+1

xj
xl+k−1

i (−1)k+ j−i+1 Y
1≤s≤t≤k+1

s,t ̸=i, j

(xt − xs)ϵi, j


 .

We observe that for xi = xj, i ̸= j, we have Gk+1 = 0 and therefore (xi − xj) divides Gk+1

for all i ̸= j. We conclude that Ak+1 divides Gk+1 and we can write

Gk+1

Ak+1
=

k+1X
i=1

x1 · · ·xk+1xl+k−1
iQk+1

m=1
m ̸=i

(xi − xm)

k+1X
j=1
j ̸=i

(xi − xj)Qk+1
r=1

r ̸=i, j
(xr − xj)

=
k+1X
i=1

xl+k
iQk+1

m=1
m ̸=i

(xi − xm)

k+1X
j=1
j ̸=i

x1 · · ·xk+1

xix j

1
Qk+1

r=1
r ̸=i, j

(xr − xj)
.

Fixing i, it follows from Lemma 2.6 that
k+1X
j=1
j ̸=i

x1 · · ·xk+1

xix j

1
Qk+1

r=1
r ̸=i, j

(xr − xj)
= 1.
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Therefore

Gk+1 = Ak+1

k+1X
i=1

xl+k
iQk+1

m=1
m ̸=i

(xi − xm)
= Ak+1hl(k+1).(2.13)

By (2.12) we have

al

k+1X
j=1

αr−1
j Ak+1, jhl, j (⃗ααk+1)= al

α
Ak+1hl(k+1).

From (2.10), (2.11) and (2.13) we conclude that

(a0, . . . ,an−k−1) · (1,h1(k+1), . . . ,hn−k−1(k+1)= 0.

■

Remark 2.8. 1. Let λ be a root of g(x). Multiplying f (λ) by λi we obtain

an−i +an−i+1λ+·· ·+an−i−1λ
n−i = 0

and therefore Lemma 2.7 is true for any shift of the coefficients a0,a1, . . . ,an−1.

2. In particular, Lemma 2.7 is true if gcd(n, q) = 1, since in this case g(x) has only
simple roots.

We have the following definition.

Definition 2.9. Let f (x) ∈ Fq[x] be a monic polynomial of degree m such that f (0) ̸= 0.
The reciprocal polynomial f ∗ of the polynomial f is defined by f ∗(x) = 1

f (0) xm f
¡1

x
¢
. The

polynomial f is self-reciprocal if f = f ∗.

The following theorem, shows us how to find the rank and an equivalent reduced

matrix to the circulant matrix C in some cases.

Theorem 2.10. Let A = A(a0,a1, . . . ,an−1) be a circulant matrix over Fq and assume
that gcd(n, p) = 1. Let f (x) be the associated polynomial to A and assume that g(x) =
gcd( f (x), xn−1) is a self-reciprocal polynomial with deg g(x)= m. Then, rank(A)= n−m = l

and there exists M ∈GLn(Fq) such that MAMT =
Ã

R 0

0 0

!
, where R = (ri, j) denotes the

l× l matrix defined by ri j = ai j for 0≤ i, j ≤ l.
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Proof. Let α1, . . . ,αm be the roots of g(x). Let Bi be the matrix obtained from the identity

matrix by changing the entries of the n− i+1-th row by

(1, h1(α1, . . . ,αi), . . . , hn−i(α1, . . . ,αi), 0, . . . , 0).

Observe that

B1 =




1 0 ··· 0 0
0 1 ··· 0 0
... ... ··· ... ...
0 0 ··· 1 0
1 α1 ··· αn−2

1 αn−1
1


.

Since α1 and α−1
1 are roots of g, the last row and column of B1ABT

1 are null. From

Lemma 2.7 and Remark 2.8, it follows that MAMT =
Ã

R 0

0 0

!
, where M = BmBm−1 · · ·B2B1

and R is the matrix A reduced to its first l rows and l columns. ■

Example 2.11. Let q = 27, n = 7 and Φ7 denote the 7-th cyclotomic polynomial. Since
ord7 q = 2, Φ7 splits into three monic irreducible polynomials over Fq[x] of degree 2. Let
〈a〉= F∗27, where we can choose a with minimal polynomial x3 +2x+1. Then

Φn(x)= (x2 +2a2x+1)(x2 + (2a2 +a+2)x+1)(x2 + (2a2 +2a+2)x+1).

Let us define

f (x)=(x2 +2a2x+1)(x2 + (2a2 +a+2)x+1)(x−a)

=x5 + x4(a2 +2)+ x3(a2 +a+1)+ x2(2a+1)+ x(a2 +2a)+2a.

Therefore the circulant matrix associated to the polynomial f (x) is

A =




2a a2+2a 2a+1 a2+a+1 a2+2 1 0
0 2a a2+2a 2a+1 a2+a+1 a2+2 1
1 0 2a a2+2a 2a+1 a2+a+1 a2+2

a2+2 1 0 2a a2+2a 2a+1 a2+a+1
a2+a+1 a2+2 1 0 2a a2+2a 2a+1

2a+1 a2+a+1 a2+2 1 0 2a a2+2a
a2+2a 2a+1 a2+a+1 a2+2 1 0 2a




.

Since

g(x)= gcd( f (x), xn −1)= (x2 +2a2x+1)(x2 + (2a2 +a+2)x+1)

= x4 + (a2 +a+2)x3 + (2a2 +a)x2 + (a2 +a+2)x+1

is a self-reciprocal polynomial, it follows from Theorem 2.10 that rank(A) is 3 and the

reduced matrix associated to A is A′ =
µ

2a a2+2a 2a+1
0 2a a2+2a
1 0 2a

¶
. In addition,

det A′ = a4 +12a3 +a = a2 ̸= 0.
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2.3 The number of affine rational points of the curve
yq − y= xF(x)−λ

In this section, in order to find the number of affine rational points of the curve yq − y=
xF(x)−λ, where F(x) is a Fq-linearized and λ ∈ Fqn , we determine the number of solutions

of the equation Tr(xF(x))=Tr(λ) in Fqn . In fact, by (2.7)

yq − y= xF(x)−λ.(2.14)

We recall that we have

Nn(CF,λ)= qSTr(λ),

where STr(λ) = |{x ∈ Fqn |Tr(xF(x))=Tr(λ)}|.
In what follows, P denotes the n×n cyclic permutation matrix

(2.15) P =




0 1 0 ··· 0
0 0 1 ··· 0
... ··· ... ···

...
0 0 0 ··· 1
1 0 0 ··· 0


.

The following proposition associates the Fq-linearized polynomial F(x) with an appropri-

ate circulant matrix.

Proposition 2.12. Let F(x)=Pl
i=0 al xqi

be Fq-linearized. For λ ∈ Fqn, the number of solu-
tions of Tr(xF(x))=Tr(λ) in Fqn is equal to the number of solutions z⃗ = (z1, z2, . . . , zn)T ∈ Fn

q

of the quadratic form

z⃗ T Az⃗ =Tr(λ)

where A = 1
2
Pl

i=0 ai(P i + ¡
P i¢T ).

Proof. Let Γ= {β1, . . . ,βn} be a basis of Fqn over Fq and

NΓ =




β1 β
q
1 ··· β

qn−1
1

β2 β
q
2 ··· β

qn−1
2

...
... ... ...

βn β
q
n ··· β

qn−1
n


.

Then NΓ is an invertible matrix and for x ∈ Fqn we can write x = Pn
j=1β j x j, where

x1, . . . , xn ∈ Fq. The equation Tr(xF(x))=Tr(λ) is equivalent to

(2.16)
n−1X
j=0

xq j
F(x)q j =Tr(λ).
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Since F(x) is a Fq-linearized and the trace is Fq-linear, we need to express the monomials

of the form x · xql
in terms of the basis Γ. We have

Tr(xql+1)=
n−1X
j=0

xq j · (xql
)q j =

n−1X
j=0

Ã
nX

s=1
βsxs

!q j Ã
nX

k=1
βkxk

!q j+l

=
nX

s,k=1

µn−1X
j=0

β
q j

s β
q j+l

k

¶
xsxk.

Consequently Tr(xql+1) has the following symmetric representation

(x1 x2 · · · xn)Bl




x1

x2
...

xn




, where Bl =
1
2

NΓ

³
P l +

³
P l

´
T
´
NT
Γ .

Making the change of variables (z1 z2 · · · zn)= (x1 x2 · · · xn)NΓ we get

³
z1 z2 · · · zn

´·
1
2

³
P l +

³
P l

´
T
´¸




z1

z2
...

zn



=Tr(λ)

which has the same number of solutions as Tr(xql+1)=Tr(λ) have. Using Equation (2.16)

and the definition of A, the result follows. ■

The following theorem is straightforward consequence of Theorems 1.32,2.10 and

Proposition 2.12.

Theorem 2.13. Let F(x)=Pl
i=0 aixqi

be Fq-linearized and f (x)=Pl
i=0 aixi its associated

polynomial. We assume gcd(n, p)= 1 and that g(x)= gcd( f (x), xn −1) is a self-reciprocal
polynomial of degree m. Let also R be the matrix defined as in Theorem 2.10 and a =
det R. Then, for each λ ∈ Fqn, the number of affine rational points in F2

qn of the curve
yq − y= xF(x)−λ is

Nn(CF,λ)=





qn −χ((−1)(n−m)/2a)q(n+m−2)/2, if n+m is even and Tr(λ) ̸= 0;

qn + (q−1)χ((−1)(n−m)/2a)q(n+m−2)/2, if n+m is even and Tr(λ)= 0;

qn +χ(2(−1)(n−m−1)/2aTr(λ))q(n+m−1)/2, if n+m is odd.

Corollary 2.14. Let F, f and g be polynomials which satisfy the conditions of Theorem
2.13. Then,

|Nn(CF,λ)− qn|≤ (q−1)q
n+m−2

2 .
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In addition, the upper bound is attained if and only if n+m is even, Tr(λ) = 0 and
(−1)(n−m)/2a is a square in Fq.

The lower bound is attained if and only if n+m is even, Tr(λ)= 0 and (−1)(n−m)/2a is
not a square in Fq.

Remark 2.15. The curve CF,λ, where F(x) =
lX

i=0
aixqi

,ai ∈ F∗q and 0 ≤ l < n, has genus

g = (q−1)ql

2 . The Hasse-Weil bound for CF,λ is given by

|Nn(CF,λ)− (qn +1)|≤ (q−1)q
2l+n

2 ,

since we has only one point at infinity. Consequently, this curve is not maximal or minimal
with respect to the Hasse-Weil bound.

Example 2.16. Let q = 27,n = 7 and f (x), g(x) be the polynomials of Example 2.11. The
polynomial F(x)= xq5 + (a2 +2)xq4 + (a2 +a+1)xq3 + (2a+1)xq2 + (a2 +2a)xq +2ax is the
Fq-linearized polynomial of f (x). Since n−m is odd and detC′ = a2, Theorem 2.13 implies
that

Nn(CF,λ)= q7 + q6χ(Tr(λ))=





q7 + q6 if Tr(λ) is a square in F∗q,

q7 − q6 if Tr(λ) is not a square in F∗q,

q7 if Tr(λ)= 0.

In the following section we compute the constant D in Theorem 1.32 for some some

special polynomials F(x).

2.4 The number of affine rational points over Fqn of
the curve yq − y= x · (xqi − x)−λ with gcd(n, p)= 1

Throughout this section, for any prime t and a positive integer m, we denote by
¡m

t
¢

the Legendre symbol of m mod t and by νt(m) the t-adic valuation of m, i.e., the largest

integer j such that t j divides m. The aim of this section is to find an expression for the

number of affine rational points of the curve

C i : yq − y= xqi+1 − x2 −λ

in F2
qn with λ ∈ Fqn .

In the previous section we used the fact that the number Nn(C i) is q times the

number of elements x ∈ Fqn such that Tr(x(xqi − x))=Tr(λ).
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In order to determine the number of solutions of Tr(x(xqi − x))=Tr(λ), it is necessary

to establish the dimension of the symmetric bilinear form associated to this quadratic

form, which is the subject of the next proposition.

Proposition 2.17. Let 0 < i < n be integers and F(x) = Pi
j=0 a jxq j ∈ Fq[x] be an Fq-

linearized polynomial. Let QF (x)=Tr(xF(x)). If a0 ̸= 0, then

(2.17) dimrad(QF )= deg
³
gcd

³ iX
j=0

a j(x j + xn− j), xn −1
´´

.

Proof. In order to determine the dimension of the radical of QF it is sufficient to compute

the dimension of the radical

dimFq {x ∈ Fqn |QF (x, y)= 0 for all y ∈ Fqn}.

In fact

BQF (x, y)=Tr
³ iX

j=0
a j(x+ y)q j+1 −

iX
j=0

a jxq j+1 −
iX

j=0
a j yq j+1

´

=
n−1X
l=0

¡ iX
j=0

a j(x+ y)q j+l+ql −
iX

j=0
a jxq j+l+ql −

iX
j=0

a j yq j+l+ql ¢

=
iX

j=0
a j

¡n−1X
l=0

xq j+l
yql + xql

yq j+l ¢

=
iX

j=0
a j

¡n−1X
j=0

((xq j + xqn− j
)y)ql ¢

=
iX

j=0
a jTr((xq j + xqn− j

)y)=Tr
¡ iX

j=0
a j(xq j + xqn− j

)y
¢
.(2.18)

It follows that QF (x, y)= 0 for all y ∈ Fqn is equivalent to

iX
j=0

a j(xq j + xqn− j
)= 0.(2.19)

The Fq-linear subspace of Fqn determined by (2.19) is the set of roots of

g(x)= gcd(H(x), xqn − x), where H(x)=
iX

j=0
a j(xq j + xqn− j

).

Since g is a Fq-linearized with coefficients in Fq, the degree of the associated polynomial

gives us the dimension of radical of QF , which is the degree of gcd
³
xn −1,

Pi
j=0 a j(x

j + xn− j)
´
.

This finishes the proof. ■
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For the special case yq− y= x(xqi −x)−λ we explicitly determine the dimension of the

quadratic form Tr(x(xqi − x)). Moreover, we will use this information to compute Nn(C i),

that is given in Theorem 2.26. In order to simplify the notations, we define the following

quadratic form.

Definition 2.18. Let i,n be integers such that 0< i < n. We define

Qi : Fqn → Fq

x 7→Tr(xqi+1 − x2).

The following corollary is a consequence of Proposition 2.17.

Corollary 2.19. Let i,n be integers such that 0 < i < n and Bi(x, y) the associated
symmetric bilinear form of Qi. Let n = puñ and i = ps ĩ, where u, s are non-negative
integers such that gcd(p, ñ)= gcd(p, ĩ)= 1. Then

(2.20) dimrad (Qi)= gcd(ñ, ĩ)min(pu,2ps).

Proof. By Proposition 2.17 it is enough to find the dimension of the linear space deter-

mined by the roots of

H(x)= gcd(xqi + xqn−i −2x, xqn − x).(2.21)

Since n = puñ, i = ps ĩ , the associated polynomial to the Fq-linearized polynomial H(x) is

h(x)= gcd
³
xi −2+ xn−i, xn −1

´
= gcd

³
x2i −2xi + xn, xn −1

´

= gcd((xĩ −1)2ps
, (xñ −1)pu

)= (xgcd(ñ, ĩ) −1)min(pu,2ps).

Since the degree of h(x) is equals to the dimension of the radical, we conclude that

dim rad (Qi)= gcd(ñ, ĩ)min(pu,2ps). ■

Using Theorem 1.32 and the previous corollary we can determine the number of

solutions of Tr(xqi+1 − x2) = Tr(λ) in Fqn , which will give us a complete description of

Nn(C i).

Lemma 2.20. Let i,n be integers such that 0 < i < n and gcd(n,2p) = 1. Let v be the
dimension of the radical of the associated bilinear symmetric form Qi. Let i = ps ĩ, where s
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is a non-negative integer and gcd( ĩ, p)= 1. Then n+v is even and, for λ ∈ F∗q, the constant
D of Theorem 1.32 is given by

D =
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
.

where n = pa1
1 · · · pau

u is the prime factorization of n.

Proof. Let MTr(λ) be the set of solutions of Tr(xqi+1 − x2) = Tr(λ) in Fqn . Then STr(λ) =
|MTr(λ)| is given by Equation (1.1). For each possible value of Tr(λ) ∈ F∗q, if Tr(xqi+1−x2)=
Tr(λ) we have

Tr((xq j
)qi+1 − (xq j

)2)=Tr((xqi+1 − x2)q j
)=Tr(xqi+1 − x2)=Tr(λ),(2.22)

for all 0≤ j ≤ n−1.

We first consider the case n = pa
1, where p1 is an odd prime and gcd(p1, p) = 1. By

Equation (2.22), for each α ∈ MTr(λ) we can associate another d−1 elements of MTr(λ),

where d is the smallest positive divisor of n = pa
1 such that αqd =α. For each α ∈ MTr(λ)

we have d > 1, since αq =α implies αqi+1−α2 =α2−α2 = 0, a contradiction with Tr(λ) ̸= 0.

Then d is a multiple of p1 and Equation (1.1) of Theorem 1.32 can be rewritten modulo

p1 as

qn−1 −Dq(n+v−2)/2 ≡ 0 (mod p1),

which is equivalent to

D ≡ (q(n+v−2)/2)−1 ≡ q(n+v−2)/2 (mod p1),

where in the last congruence we use the fact that D =±1. By Corollary 2.19 we obtain

D ≡ q(p1
a+p1

min{a,νp1 (i)})/2−1 (mod p1)

≡ qp
min(a,νp1 (i))
1 (p

(a−min(a,νp1 (i))
1 +1)/2−1 (mod p1)

≡ q(p
(a−min(a,νp1 (i))
1 −1)/2 (mod p1)

≡ q(p
max{0,a−νp1 (i)}
1 −1)/2 (mod p1)

≡
µ

q
p1

¶(p
max{0,a−νp1 (i)}
1 −1)/(p1−1)

(mod p1)

Since
³

q
p1

´
assumes only the values {−1,1} and

pl
1−1

p1−1 ≡ l (mod 2), we conclude that

D =
µ

q
p1

¶max{0,a−νp1 (i)}
.
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Now we consider the general case n = pa1
1 · · · pau

u , with u ≥ 1. We will prove the result

by induction on u. We already proved the case when u = 1. Now suppose that u ≥ 2. It

follows from Lemma 2.19 that the dimension of the radical of the bilinear symmetric

form associated to Qi(x) is v = gcd(pa1
1 · · · pau

u , i). Therefore v divides pa1
1 · · · pau

u and n+v
is even. Using Theorem 1.32, for Tr(λ) ∈ F∗q, we obtain that

STr(λ) = qn−1 −Dq(n+v−2)/2.

Now let Tr(λ) ∈ F∗q and n = ñpau
u where ñ = pa1

1 · · · pau−1
u−1 . We now consider the subfield

Fqñ ⊂ Fqn . By the induction hypothesis, the number of solutions of TrFqñ /Fq (xqi+1− x2)=
Tr(λ) is

STr(λ),ñ = qñ−1 −
u−1Y
j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q(ñ+v1−2)/2,

where v1 is the dimension of radical of the bilinear symmetric form associated to

TrFqñ /Fq (xqi+1 − x2). From Lemma 2.19 we know that v1 = gcd(ñ, i) and them v = v1 ·
gcd(pau

u , i). Since Fqñ ∩F
qpau

u
= Fq, the solutions which are not in Fqñ can be grouped in

sets of size divisible by pu. In fact, since α is a solution then αq j
is also a solution and

α ∈ Fqn , it follows that there exists d > 1 dividing pau
u such that αqd =α. Then

STr(λ) ≡ STr(λ),ñ (mod pu),

which is equivalent to

qñpau
u −1 −Dq(ñpau

u +v−2)/2 ≡ qñ−1 −
u−1Y
j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q(ñ+v1−2)/2 (mod pu).

Since qpu ≡ q (mod pu), the previous equation is equivalent to

Dq(ñpau
u +v−2)/2 ≡

u−1Y
j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q(ñ+v1−2)/2 (mod pu).(2.23)

Now let v2 = gcd(pau
u , i). We observe that q(pau

u −1)/2 ≡
³

q
pu

´au
(mod pu) and them

q(ñ+v1−ñpau
u −v)/2 ≡ q

−ñ
µ

pau
u −1

2

¶

q
¡ v1−v

2
¢

(mod pu)

≡
µ

q
pu

¶auñ
q

¡ v1−v
2

¢
(mod pu)

≡
µ

q
pu

¶auñ
q

v1(1−v2)
2 (mod pu)

≡
µ

q
pu

¶au

q−v1
(p

min{au ,νpu (i)}
u −1)

2 (mod pu).(2.24)
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Equations (2.23) and (2.24) allow us to conclude that

D ≡
u−1Y
j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q(ñ+v1−ñpau

u −v)/2 (mod pu)

≡
u−1Y
j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
µ

q
pu

¶au

q−v1
(p

min{au ,νpu (i)}
u −1)

2 (mod pu)

≡
u−1Y
j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
µ

q
pu

¶au
µ

q
pu

¶−min{au,νpu (i)}
(mod pu)

≡
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
(mod pu)

and consequently D =
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
.

■

Remark 2.21. From Theorem 1.32 we have that D does not depend on the value of
Tr(λ) ∈ Fq. Then, by Lemma 2.20, for Tr(λ)= 0 we have that the value of D in Equation

(1.1) is D =Qu
j=1

³
q
p j

´max{0,νp j (n)−νp j (i)} .

For extensions of degree a power of 2 we have the following result.

Lemma 2.22. Let b, i,n be integers such that 0< i < n and n = 2b. Let v be the dimension
of the radical of the associate bilinear symmetric form of Qi. For any λ ∈ Fqn, the value of
D as defined in Theorem 1.32 is given by

D =





χ(−Tr(λ)) if b = 1,

(−1)(q−1)(2b−v)/4 if b ≥ 2 and n+v is even,

(−1)(q+1)/2 ·χ
³
−Tr(λ)

2b−1

´
if b ≥ 2 and n+v is odd.

Proof. When n = 2 it follows that i = 1 and Tr(αq+1 −α2)=Tr(λ) is equivalent to

αq2+q −α2q +αq+1 −α2 =Tr(λ).(2.25)

The latter can be written as (αq −α)2 =−Tr(λ), since αq2 = α. If Tr(λ) = 0 we conclude

that αq −α= 0, and then α ∈ Fq. In this case (2.25) has q solutions in Fq. For Tr(λ) ∈ F∗q,

let us consider the following maps:

τ1 : Fq2 → Fq2 and τ2 : Fq2 → Fq2

x 7→ xq − x. x 7→ x2.
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In order to determine the number of solutions of Equation (2.25) it is enough to fix a ∈ Fq2

such that τ2(τ1(a)) =−Tr(λ). Let {1,α} be a basis of Fq2/Fq. The image of {1,α} by τ1 is

{0,β}, where β=αq −α. Since ker(τ1)= Fq, the image of τ1 is generated by β. Therefore

it is sufficient to consider the elements of the form cα, with c ∈ Fq, i.e.,

τ2(τ1(cα))= τ2(cβ)= c2β2.

We now claim that β ∉ Fq. For that, suppose by contradiction that βq =β. Then

αq2 −αq −αq +α= 0

which only happens if −2(αq −α) = 0. But this is not possible because α ∈ Fq2 \Fq and

p ̸= 2. Consequently τ2(τ1(cα)) = −Tr(λ) if and only if c2β2 = −Tr(λ), and since β ∉ Fq,

this equation has solutions if and only if −Tr(λ) is not a square in Fq. In this case,

Equation (2.25) has 2q solutions.

Now we consider the case when n = 2b with b > 1. Let i = ps ĩ, where gcd(p, ĩ) = 1.

From Lemma 2.19 we know that v = gcd(2b, ĩ)min(1,2ps)= gcd(2b, i), which implies that

v is of the form 2c with 0≤ c ≤ b. Let MTr(λ) be the set of solutions of Tr(xqi+1−x2)=Tr(λ)

in Fqn . We now consider two cases.

1. n+v is even.

In this case v and i are even. The number of solutions of Tr(xqi+1 − x2)=Tr(λ) is

given by Equation (1.1). If Tr(αqi+1 −α2)=Tr(λ) for some α ∈ F∗q, we have

Tr((αq j
)qi+1 − (αq j

)2)=Tr((αqi+1 −α2)q j
)=Tr(αqi+1 −α2)=Tr(λ),(2.26)

for each 0 ≤ j ≤ n−1. Since n = 2b ≥ 4 and by Equation (2.26), for each α ∈ MTr(λ)

we can associate another d−1 elements of MTr(λ), where d is the smallest positive

divisor of n = 2b such that αqd =α. We claim that d > 2. In fact, if d = 1 we have

(αqi+1 −α2)q =α2 −α2 = 0, and them Tr(λ)= 0, a contradiction. If d = 2, for α ∈ Fq2

we have (αqi+1 −α2)q2 = αqi+1 −α2 = α2 −α2 = 0, since i is even. The latter also

implies that Tr(λ)= 0, a contradiction. In particular, Equation (2.26) does not have

solutions for d = 1,2. Consequently d > 2 and then 4 divides d for any α ∈ MTr(λ).

From Equation (1.1) of Theorem 1.32, we obtain the relation

q2b−1 −Dq(2b+v−2)/2 ≡ 0 (mod 4),

which is equivalent to

D ≡ q2b−1−(2b+v−2)/2 ≡ q(2b−v)/2 (mod 4).
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We conclude that, in this case, D = (−1)(q−1)(2b−v)/4.

2. n+v is odd.

In this case, v is odd and, since it also divides 2b, we conclude that v = 1. By the

same argument used in the previous case, the number of solutions of Tr(αqi+1 −
α2) = Tr(λ) is given by Equation (1.2). Furthermore, it follows that for Tr(λ) ∈ F∗q
we have Tr(αqi+1 −α2)=Tr(λ) if and only if

Tr((αq j
)qi+1 − (αq j

)2)=Tr((αqi+1 −α2)q j
)=Tr(αqi+1 −α2)=Tr(λ),(2.27)

for all 0 ≤ j ≤ n−1. Therefore for each α ∈ MTr(λ) we can associate another d−1

elements of STr(λ), where d is the smallest divisor of n = 2b ≥ 4 such that αqd =α.

The case d = 1 does not happen, otherwise we would have Tr(λ)= 0.

Suppose now that α ∈ Fq2 ∩MTr(λ) ⊂ Fqn . We then have

Tr(λ)=Tr(αqi+1 −α2)= 2b−1 · ((αqi+1+q −α2q)+αqi+1 −α2).(2.28)

As in the previous case, Equation (2.28) does not have solution in Fq. Therefore

α ∈ Fq2 \Fq and the equation

Tr(λ)= 2b−1 · (αq+1 +αq+1 −α2q −α2)

can be written as (αq −α)2 =−γ, where γ= Tr(λ)
2b−1 . Using the same argument of item

1 of Lemma 2.22, we prove that (αq −α)2 =−γ has solutions in Fq2 if and only if

−γ is not a square in Fq. The latter is equivalent to −Tr(λ)
2b−1 not being a square in Fq

and, in this case, we have 2q solutions for Equation (2.25) in Fq2. Consequently,

the number of solutions of Equation (2.28) in Fq2 is
³
1−χ

³
−Tr(λ)

2b−1

´´
q and then

STr(λ) −
µ
1−χ

µ
−Tr(λ)

2b−1

¶¶
q ≡ 0 (mod 4).

By Theorem 1.32, it follows that

q2b−1 +Dq(2b+v−1)/2 ≡
µ
1−χ

µ
−Tr(λ)

2b−1

¶¶
q (mod 4),

i.e.,

D ≡
µ
1−χ

µ
−Tr(λ)

2b−1

¶¶
q1−(2b+v−1)/2 − q(2b−v−1)/2 (mod 4).

Therefore

D ≡
µµ

1−χ
µ
−Tr(λ)

2b−1

¶¶
q2−2b −1

¶
q(2b−v−1)/2 (mod 4).
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Since v = 1 and q2 ≡ 1 (mod 4), we conclude that

D ≡−q2b−1−1 ·χ
µ
−Tr(λ)

2b−1

¶
≡−q ·χ

µ
−Tr(λ)

2b−1

¶
(mod 4)

and consequently

D = (−1)(q+1)/2 ·χ
µ
−Tr(λ)

2b−1

¶
.

The case Tr(λ)= 0 follows from Theorem 1.32, which tells us that D is the same for

any Tr(λ) ∈ Fq if n+v is even. In the case where n+v is odd, we have D = 0. ■

The following definitions are helpful to allows us to rewrite the expressions of D in a

more simpler way.

Definition 2.23. For each α ∈ Fq we define

εα =




q−1 if α= 0,

−1 otherwise,
and ε′α =





0 if α= 0,

−1 otherwise.

In the following theorem we use Theorem 1.32 and Lemma 2.22, to determine the

value of STr(λ).

Theorem 2.24. Let b, i,n be integers such that 0 < i < n and n = 2b. For λ ∈ Fqn, the
number of solutions STr(λ) of Qi(x)=Tr(λ) in Fqn is given by

STr(λ) =





(1−χ(−Tr(λ)))q if b = 1;

q2b−1 + (−1)(q−1)(2b−v)/4q(2b+v−2)/2εTr(λ) if b ≥ 2 and n+v is even;

q2b−1 + (−1)(q−1)/2 ·χ
³
−Tr(λ)

2b−1

´
q(2b+v−1)/2ε′Tr(λ) if b ≥ 2 and n+v is odd,

where v = gcd(2b, i) is the dimension of the radical of the bilinear symmetric form associ-
ated to Qi.

The results obtained in Lemma 2.20 and Theorem 2.24 can be used inductively to

obtain the following result for extensions of degree n satisfying gcd(n, p)= 1.

Theorem 2.25. Let b, i,n be integers such that 0 < i < n, n = 2bñ, ñ = pa1
1 · · · pau

u is
the prime factorization of ñ and gcd(ñ,2p) = 1. For λ ∈ Fqn, the number of solutions of
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Qi(x)=Tr(λ) in Fqn is

STr(λ) =





qn−1 +
uY

j=1

µ
q
p j

¶max{0,νp j (ñ)−νp j (i)}
q

n+2v0−2
2 εTr(λ) if i is even and b = 1;

qn−1 + (−1)(qñ−1)(2b−v1)/4q
(n−ñv1−2)

2 εTr(λ) if i is even and b ≥ 2;

qn−1 +
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q

(n+2bv0−2)
2 ε′Tr(λ) if i is odd and b ≥ 2.

where v0 = gcd(ñ, i) and v1 = gcd(2b, i).

Proof. By Lemma 2.19 it follows that v = gcd(n, i). We split the proof in cases.

(i) If i even and b = 1.

Using the transitivity of the trace function, we obtain

Tr(λ)=Tr(αqi+1 −α2)=TrFq2 /Fq (TrFqn /Fq2 (αqi+1 −α2)),(2.29)

where α is such that Qi(α)=Tr(λ). Let µ=TrFqn /Fq2 (αqi+1−α2) ∈ Fq2 . Then Equation

(2.29) is equivalent to the following system of equations,




TrFq2 /Fq (µ)=Tr(λ);

TrFqn /Fq2 (αqi+1 −α2)=µ.

Let us define Q = q2, then Qñ = qn. Since b = 1, by Lemma 2.20 it follows that the

number of solutions of TrFqn /Fq2 (xqi+1 − x2))=µ is

Qñ−1 −
uY

j=1

µ
q
p j

¶max{0,νp j (ñ)−νp j (i)}
Q

ñ+v0−2
2 .

The dimension of the radical of TrFq2 /Fq (xqi+1 − x2) is v0 = gcd(ñ, i). The number of

solutions of TrFq2 /Fq (µ)=Tr(λ) is q and then

STr(λ) = q

Ã
Qñ−1 −

uY
j=1

µ
q
p j

¶max{0,νp j (ñ)−νp j (i)}
Q

ñ+v0−2
2

!

= q

Ã
q2ñ−2 −

uY
j=1

µ
q
p j

¶max{0,νp j (ñ)−νp j (i)}
q

2ñ+2v0−4
2

!

= qn−1 −
uY

j=1

µ
q
p j

¶max{0,νp j (ñ)−νp j (i)}
q

n+2v0−2
2 .
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(ii) If i even and b ≥ 2.

As above, we have that

Tr(λ)=Tr(αqi+1 −α2)=TrFqñ /Fq (TrFqn /Fqñ (αqi+1 −α2)),(2.30)

where α is such that Qi(α)=Tr(λ).

In this case, Equation (2.30) is equivalent to the following system of equations:
(

TrFqñ /Fq (µ)=Tr(λ);

TrFqn /Fqñ (αqi+1 −α2)=µ.

Set Q = qñ, hence Q2b = qn. Since b ≥ 2, it follows from Lemma 2.24(ii) that the

number of solutions of TrFqn /Fqñ (xqi+1 − x2))=µ is

Sµ =Q2b−1 − (−1)(Q−1) (2b−v1)
4 Q

(2b−v1−2)
2 ,

where v1 = gcd(2b, i) is the dimension of the radical of TrFqn /Fqñ (xqi+1 − x2). Besides

that, the number of solutions of TrFqñ /Fq (µ)=Tr(λ) is qñ−1. Therefore, the number

of solutions of Qi(x)=Tr(λ) is

qñ−1(Q2b−1 − (−1)(Q−1) (2b−v1)
4 Q

(2b−v1−2)
2 )= qñ−1(qn−ñ − (−1)q(ñ−1)· (2

b−v1)
4 q

(n−ñv1−2ñ)
2 )

= qn−1 − (−1)q(ñ−1)
(2b−v1)

4 q
(n−ñv1−2)

2 .

(iii) Case i odd.

We define Q = q2b
; then Qñ = qn and

Tr(λ)=Tr(αqi+1 −α2)=TrFQ /Fq (TrFqn /FQ (αqi+1 −α2)),(2.31)

where α is such that Qi(α)=Tr(λ). It follows that the number of solutions of (2.31)

is equal to the number of solutions of the system
(

TrFQ /Fq (µ)=Tr(λ);

TrFqn /FQ (αqi+1 −α2))=µ.

By Corollary 2.20 we have that the number of solutions of TrFqn /FQ (xqi+1− x2))=µ
with µ ̸= 0 is

Qñ−1 −
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
Q

(ñ+v0−2)
2 ,
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where v0 = gcd(ñ, i) is the dimension of the radical of TrFqn /FQ (xqi+1 − x2). Since the

number of solutions of TrFQ /Fq (µ)=Tr(λ) is q2b−1, we conclude that the number of

solutions of Qi(x)=Tr(λ) is

STr(λ) = q2b−1

Ã
Qñ−1 −

uY
j=1

µ
Q
p j

¶max{0,νp j (n)−νp j (i)}
Q

(ñ+v0−2)
2

!

= q2b−1

Ã
qn−2b −

uY
j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q

(n+2bv0−2b+1)
2

!

= qn−1 −
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q

(n+2bv0−2)
2 .

The case Tr(λ)= 0 follows using the same ideas and the analogous formulas for S0,

for extensions of Fq of degree power of 2 or odd. ■

Using Lemma 2.20 and Theorem 2.25, we can determine the number of affine rational

points of the curve yq − y= xqi+1 − x2 −λ, as shown in the following theorem.

Theorem 2.26. Let i,n be integers such that 0 < i < n. Let ñ be an integer such that
n = 2bñ, gcd(ñ,2p)= 1 and ñ = pa1

1 · · · pau
u is the prime factorization of ñ . For λ ∈ Fqn and

the curve C i : yq − y= x(xqi − x)−λ, we have that

Nn(C i)= qn +Dq(n+L)/2

where

(i) D =Qu
j=1

³
q
p j

´max{0,νp j (i)} , L = 2gcd(ñ, i) if b = 1 and i is even;

(ii) D = (−1)(q−1)(2b−gcd(2b,i))/4εTr(λ), L =−ñgcd(2b, i) if b ≥ 2 and i is even;

(iii) D =Qu
j=1

³
q
p j

´max{0,νp j (n)−νp j (i)}
ε′Tr(λ), L = 2b gcd(ñ, i) if b = 0 or b ≥ 1 and i is odd.

Proof. Using (2.3) we know that

Nn(C i)= qNn(Qi).

We divide the proof in cases. Set v0 = gcd(ñ, i) and v1 = gcd(2b, i).

• b = 1 and i is even.

From Theorem 2.25 we have that

Nn(Qi)= qn−1 +
uY

j=1

µ
q
p j

¶max{0,νp j (i)}
q

n+2v0−2
2 εTr(λ).
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Then

Nn(C i)= qn +
uY

j=1

µ
q
p j

¶max{0,νp j (i)}
q

n+2v0
2 εTr(λ).

In this case L = 2gcd(ñ, i).

• b ≥ 2 and i is even. From Theorem 2.25 we have that

Nn(Qi)= qn−1 + (−1)(qñ−1)(2b−v1)/4q
n−ñv1−2

2 εTr(λ).

Therefore,

Nn(C i)= qn + (−1)(qñ−1)(2b−v1)/4q
n−ñv1

2 εTr(λ).

Here L =−ñgcd(2b, i).

• b ≥ 2 and i is odd. From Theorem 2.25 we have that

Nn(Qi)= qn−1 +
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q

n+2bv0−2
2 εTr(λ).

Consequently

Nn(C i)= qn +
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q

n+2bv0
2 εTr(λ).

Here, L = 2b gcd(ñ, i).

• If b = 0. Using Lemma 2.20 we have that

Nn(Qi)= qn−1 +
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q

n+v0−2
2 εTr(λ).

Then

Nn(C i)= qn +
uY

j=1

µ
q
p j

¶max{0,νp j (n)−νp j (i)}
q

n+v0
2 εTr(λ).

In this case, L = gcd(ñ, i).

■

2.5 The general case of Fqn-rational points of the
curve yq − y= x(xqi − x)−λ, including gcd(n, p)= p

In this section we denote by C i the curve

C i : yq − y= x(xqi − x)−λ,
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where λ ∈ Fqn . The number of Fqn-rational points of C i is denoted by Nn(C i). In Section

2.4 we compute the number Nn(C1) when gcd(n, p) = 1 and λ ∈ Fqn . In this section we

employ a method that allows us to compute the number Nn(C i) when p divides n and

λ ∈ Fqn .

Let B = {β1, . . . ,βn} be a basis of Fqn over Fq and

(2.32) B =




β1 β
q
1 ··· β

qn−1
1

β2 β
q
2 ··· β

qn−1
2

... ··· ... ...
βn β

q
n ··· β

qn−1
n


.

We use this matrix as a tool to associate Nn(C i) with the number of α ∈ Fqn such that

(2.33) Tr(α(αqi −α))=Tr(λ).

The number of solutions of Tr(α(αqi −α))=Tr(λ) with α ∈ Fqn is denoted by Nn(Qi). From

Hilbert’s Theorem 90 we have that

Nn(C i)= qNn(Qi).

The following proposition associates Tr(xqi+1 − x2 −λ) with a quadratic form.

Proposition 2.27. Let f (x) = xqi+1 − x2 −λ, where λ ∈ Fqn. The number of solutions of
Tr( f (x))= 0 in Fqn is equal to the number of solutions in Fn

q of the quadratic form

(x1 x2 · · · xn)A




x1

x2
...

xn



=Tr(λ),

where A = (a j,l) is the n×n matrix defined by the relations a j,l = 1
2Tr(βqi

j βl+βqi

l β j−2β jβl).

Proof. Let x =Pn
j=1β j x j. The equation Tr( f (x))= 0 is equivalent to

(2.34)
n−1X
k=0

f (x)qk = 0.

We have
n−1X
k=0

f (x)qk =
n−1X
k=0

³ nX
j=1

β j x j

´qk³ nX
l=1

(βqi

l −βl)xl

´qk

−Tr(λ)

=
nX

j,l=1

³n−1X
k=0

β
qk

j (βqi+k

l −βqk

l )
´
xjxl −Tr(λ).
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Equation (2.34) implies us that

nX
j,l=1

Ã
n−1X
k=0

β
qk

j (βqi+k

l −βqk

l )

!
xjxl =Tr(λ).

Simetrizing this expression, we note that

1
2

n−1X
k=0

β
qk

j β
qk

l

¡
β

qi+k−qk

l +βqi+k−qk

j −2
¢= 1

2
Tr

¡
β

qi

j βl +βqi

l β j −2β jβl
¢= a j,l ,

and the result follows. ■

The matrix A in Proposition 2.27 can be rewritten as

A = 1
2

(A1 + A2 −2A3),

where A1 = (Tr(βqi

j βl)) j,l , A2 = (Tr(β jβ
qi

l )) j,l and A3 = (Tr(β jβl)) j,l . Recall that P is the

n×n cyclic permutation matrix, given by

P =




0 1 0 ··· 0
0 0 1 ··· 0
... ··· ... ···

...
0 0 0 ··· 1
1 0 0 ··· 0


.

Since P −1 =P T , it follows that A1 = B
¡
P i¢T BT , A2 = B

¡
P i¢BT and A3 = BBT . There-

fore A = 1
2BMn,iBT where

Mn,i =
³
P i

´
T −2Id+P i,

and the matrix Mn,i = (mk,l) is given by

mk,l =





−2 if k = l;

1 if |k− l| = i;

0 otherwise,

with the convention that we enumerate the rows and columns of the matrix from 0 to

n−1, so 0≤ k, l ≤ n−1.

Since B is invertible, in order to determine the number of solutions of the quadratic

form defined by A, it is enough to determine the rank of Mn,i and the determinant of a

reduced matrix of Mn,i.

In order to find these invariants of Mn,i, first we consider the case i = 1.
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2.5.1 The case i = 1.

The following proposition determines the rank of Mn,1 and the determinant of one of its

reduced matrix.

Proposition 2.28. The rank of the n×n matrix Mn,1 =P T −2Id+P over Fq is given by

rank Mn,1 =
(

n−1 if gcd(n, p)= 1;

n−2 if gcd(n, p)= p.

Let M′
n,1 denote the principal submatrix of Mn,1 constructed from the first rank(Mn,1)

rows and columns, then M′
n,1 is a reduced matrix of Mn,1 and

det M′
n,1 =

(
(−1)n−1n if gcd(n, p)= 1;

(−1)n−1 if gcd(n, p)= p.

Proof. Let us denote by Mn the matrix

Mn =




−2 1 0 ... 0 0 0
1 −2 1 ... 0 0 0
0 1 −2 ... 0 0 0
...

...
... ... ... ... ...

0 0 0 ... −2 1 0
0 0 0 ... 1 −2 1
0 0 0 ... 0 1 −2


.

We note that Mn,1 = Mn +Rn, where Rn = (ri, j) with

ri, j =




1 if (i, j) ∈ {(1,n), (n,1)};

0 otherwise.

If we put

U =




1 0 0 ... 0 0
0 1 0 ... 0 0
...

...
... ... ...

...
0 0 0 ... 1 0
1 1 1 ... 1 1




then

UMn,1UT =




−2 1 0 ... 0 0 0
1 −2 1 ... 0 0 0
0 1 −2 ... 0 0 0
... ... ... ... ... ... ...
0 0 0 ... −2 1 0
0 0 0 ... 1 −2 0
0 0 0 ... 0 0 0


=

Ã
Mn−1 0

0 0

!
.

We claim that Ln−1 = det Mn−1 = (−1)(n−1)n for n > 1. In order to prove this, we expand

the determinant of Mn−1 by the first row and obtain the recursive relation

(2.35) Ln−1 =−2Ln−2 −Ln−3 for all n ≥ 4.
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This implies that the sequence {Ln}n≥2 satisfies a recurrence relation (2.35) with associ-

ated characteristic polynomial given by z2 +2z+1= (z+1)2, which has −1 as a double

root. Therefore Ln−1 = A(−1)n +B(−1)nn, where A,B ∈ Fq. Since L2 = 3 and L3 =−4, we

conclude that A = 0 e B =−1 and consequently Ln−1 = (−1)(n−1)n, as we wanted.

Furthermore, if gcd(n, p)= 1, it follows that Ln−1 = (−1)(n−1)n ̸= 0 and then the rank

of Mn−1 is n−1. This implies that the rank of Mn,1 is also n−1.

In the case gcd(n, p)= p, defining V as

V =




1 0 0 ... 0 0 0 0
0 1 0 ... 0 0 0 0
...

...
... ... ...

...
...

...
0 0 0 ... 1 0 0 0
0 0 0 ... 0 1 0 0
1 2 3 ... n−3 n−4

2 −1 0
0 0 0 ... 0 0 0 1




,

we observe that V is an invertible matrix and

VUMn,1UTV T =




Mn−2 0 0

0 · · ·0
0 · · ·0

n 0

0 0


 .

Therefore Ln−2 = det Mn−2 = (−1)n−2(n−1) ̸= 0 and the rank of Mn,1 is n−2, from

where the result follows. ■

By Theorem 1.32 and Proposition 3.4 we have the following theorem.

Theorem 2.29. Let λ ∈ Fqn and n a positive integer. The number Nn(C1) of affine rational
points in F2

qn of the curve C1 determined by the equation yq − y= xq+1 − x2 −λ is

Nn(C1)=





qn + q(n+2)/2χ(2(−1)
n
2 nTr(λ)) if gcd(n, p)= 1 and n is even;

qn + q(n+1)/2εTr(λ)χ((−1)(n−1)/2n) if gcd(n, p)= 1 and n is odd;
qn + q(n+2)/2εTr(λ)χ((−1)n/2) if gcd(n, p)= p and n is even;
qn + q(n+3)/2χ(2(−1)

n−3
2 Tr(λ)) if gcd(n, p)= p and n is odd.

This theorem allows us to determine when C1 is minimal or maximal with respect

the Hasse-Weil bound, as we show in the following corollary.

Theorem 2.30. Consider the curve C1 given by

C1 : yq − y= xq+1 − x2 −λ.

Then C1 is minimal if and only if Tr(λ)= 0 and one of the following holds
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• 2p divides n and q ≡ 1 (mod 4);

• 4p divides n and q ≡ 3 (mod 4).

Moreover, C1 is maximal if and only if Tr(λ)= 0, 2p divides n, 4 does not divide n and
q ≡ 3 (mod 4).

Proof. The result follows from Theorem 2.29 and the fact that the genus of C1 is

g = q(q−1)
2 . ■

2.5.2 The curve yq − y= x(xqi − x)−λ with i ≥ 1.

Proposition 2.31. Let i,n be integers such that 0< i < n. Set d = gcd(i,n) and l = n
d . The

rank of the n×n matrix Mn,i is i if n = 2i and, otherwise, we have that

rank Mn,i =
(

n−d if gcd(n, p)= 1;

n−2d if gcd(n, p)= p.

In addition, the matrices

(2.36) M̃n,i =




Ml,1 0 0 0

0 Ml,1 0 0
... · · · . . . ...

0 0 0 Ml,1




and M̃′
n,i =




M′
l,1 0 0 0

0 M′
l,1 0 0

... · · · . . . ...

0 0 0 M′
l,1




are an equivalent matrix and a reduced matrix of Mn,i, respectively, where M̃′
l,1 is as the

matrix given in Proposition 2.28.

The determinant of the matrix M̃n,i is (−1)i2i if n = 2i and, otherwise we have that

det M̃′
n,i =

(
(−1)n−dld if gcd(n, p)= 1;

(−1)n−2d(l−1)d if gcd(n, p)= p.

Proof. For convenience, we enumerate the rows and columns of the matrix Mn,i from 0

to n−1. Suppose that n is even and i = n
2 . In this case, the matrix Mn,i is given by

ak,l =





−2 if k = l,

2 if k− l ≡ 0 (mod i),

0 otherwise.
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Let us denote Dn/2 = 2Idn/2, where Idn/2 is the n
2 × n

2 identity matrix. We have that

Mn,n/2 =
Ã
−Dn/2 Dn/2

Dn/2 −Dn/2

!
,

that is equivalent to Ã
Dn/2 0

0 0

!
.

Therefore,

rank Mn, n
2
= n

2
= i and det M̃′

n, n
2
= (−2)

n
2 = (−2)i ̸= 0.

This proves the case n = 2i. For the other cases, first we show that it is enough to

consider the case where i = d. After that, we obtain a block diagonal matrix composed by

d matrices of the form Ml,1, where n = ld.

We observe that any permutation ρ :Zn →Zn defines a natural action over Fn
q, given

by the following map

ρ : Fn
q → Fn

q

(v0, . . . ,vn−1) 7→ (vρ(0), . . . ,vρ(n−1)).

This action is associated to an invertible matrix Mρ such that

Mρ




v0
...

vn−1


=




vρ(0)
...

vρ(n−1).




Conversely, for any permutation matrix R, there exists a permutation ρ′ :Zn →Zn such

that Mρ′ = R. We observe that P i determines the permutation

πi : Zn → Zn

z 7→ z+ i.

Let us consider the map

σ :Zn →Zn

a 7→ ai

where a ∈Zn is an element of Zn satisfying that gcd(a,n)= 1. Since a and n are relatively

prime, σ is a permutation. In addition, σ induces a matrix Mσ and the matrix MσP iM−1
σ
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determines a permutation of Zn given by

σ◦πi ◦σ−1(z)=σ(πi(σ−1(z)))

=σ(πi(a−1z))

=σ(a−1z+ i)

= z+ai.

We know that the congruence ai ≡ u (mod n) has a solution if d divides u. In partic-

ular, since d = gcd(i,n), there exists a ∈ Zn such that σ◦πi ◦σ−1(z) = z+gcd(i,n). This

shows that, without loss of generality, we can replace i by d.

For each z ∈ [0,n−1], there exist unique integers r, s with 0≤ s ≤ l−1 and 0≤ r ≤ d−1

such that z = sd+ r. Let us consider the map

(2.37)
ϕ : Zn → Zn

sd+ r 7→ s+ lr.

Claim: The map ϕ is a permutation of the elements of Zn. Let us suppose, that there

exist distinct elements z1, z2 ∈Zn such ϕ(z1) =ϕ(z2). By the Euclidean Division, there

exist 0≤ s1, s2 ≤ l−1 and 0≤ r1, r2 ≤ d−1 with z1 = s1d+ r1 and z2 = s2d+ r2. Then

ϕ(s1d+ r1)=ϕ(s2d+ r2)⇔ s1 + lr1 = s2 + lr2 ⇔ s1 − s2 = l(r2 − r1).

Since 0 ≤ s1, s2 ≤ l − 1, the latter implies that s1 = s2 = 0 and r1 = r2 = 0. But this

contradicts the fact that z1 ̸= z2. Therefore ϕ is a permutation.

We will use ϕ to permutate the rows and columns of P d −2Id + ¡
P d¢

T in order

to obtain the diagonal blocks matrix M̃n,i with d blocks. We recall that, the matrix¡
P d¢

T −2Id+P d is given by

ak, j =





−2 if k = j;

1 if |k− j| = d;

0 otherwise.

We obtain that ϕ◦πd ◦ϕ−1 defines a permutation θ :Zn →Zn given by

θ(z)=ϕ◦πd ◦ϕ−1(z)=ϕ◦πd(ϕ−1(s+ rl))

=ϕ◦πd(sd+ r)

=ϕ((s+1)d+ r)

= (s+1)+ rl,
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where z = sl+ r with 0≤ s ≤ l−1 and 0≤ r ≤ d−1. We claim that

Mϕ

³³
P d

´
T −2Id+P d

´
M−1

ϕ = M̃n,d.

In order to do this, we show that the product of the permutation matrix Mϕ, M−1
ϕ and¡¡

P d¢
T −2Id+P d¢

takes the non-null entries of Mn,d in the non-null entries of M̃n,d. In

the case k = j, writing k = s+ rl with 0≤ s ≤ l−1 and 0≤ r ≤ d−1, we have that

θ(ak,k)= a(s+1)+rl,(s+1)+rl = aθ(k),θ(k),

and this implies that the new matrix until have ak,k =−2.

If ak,k+d = 1, k = s+ rl with 0≤ s ≤ l−1 and 0≤ r ≤ d−1, we have that

θ(ak,k+d)= a(s+1)+rl,(s+2)+rl = aθ(k),θ(k+d),

therefore we have ak,k+1 = 1 viewing the indices modulo l. For ak+d,k = 1 is the same,

using the fact that ak+d,k is the entries transpose of ak,k+d. The other entries are null,

and their images are also null. Therefore, we obtain the matrix in Equation (2.36).

Using Proposition 2.28 and the fact that the matrix Mn,i is a block diagonal ma-

trix with d blocks equal to the matrix Ml,1, we determine the rank of Mn,i and the

determinant of the reduced matrix M̃′
n,i of Mn,i. Consequently

rank Mn,i =
(

(l−1)d = n−d if gcd(n, p)= 1,

(l−2)d = n−2d if gcd(n, p)= p,

and

det M̃n,i =
( ¡

(−1)l−1l
¢d = (−1)n−dld if gcd(n, p)= 1,¡

(−1)l−1 (l−1)
¢d = (−1)n−2d(l−1)d if gcd(n, p)= p.

■

From Proposition 2.27, the matrix associated to the quadratic form Tr(cx(xqi − x)) is

A = c
2

B(P T −2Id+P )BT ,

where B is given in Equation (2.32). Proposition 2.31 implies the following result.

Corollary 2.32. Let c ∈ F∗q and let i be an integer such that 0 < i < n. Set d = gcd(i,n)

and l = n
d . The rank of the n×n matrix A = c

2B(
¡
P i¢T −2Id+P i)BT is given by

rank A =




n−d if gcd(n, p)= 1,

n−2d if gcd(n, p)= p.
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Let A′ be a reduced matrix of A. Then

χ(det(A′))=



χ((−2c)n−dld) if gcd(n, p)= 1,

χ((−2c)n−d(l−1)d) if gcd(n, p)= p.

By Theorem 1.32 and Propositions 2.27 and 2.31 we have the following theorem.

Theorem 2.33. Let n, i be integers such that 0< i < n and put d = gcd(i,n) and l = n
d . If

n = 2i, the number Nn(C i) of affine rational points in F2
qn of the curve determined by the

equation yq − y= xqi+1 − x2 −λ is

Nn(C i)=
(

qn + q(3i+1)/2χ((−1)(i+1)/2Tr(λ)) if i is odd,
qn + q3i/2εTr(λ)χ((−1)i/2) if i is even.

If n ̸= 2i, the number of affine rational points of C i is

Nn(C i)=





qn +χ(2(−1)(n−d+1)/2Tr(λ)ld)q(n+d+1)/2 if gcd(n, p)= 1 and n+d is odd,
qn +εTr(λ)χ((−1)(n−d)/2ld)q(n+d)/2 if gcd(n, p)= 1 and n+d is even,
qn +χ(2(−1)(n+1)/2Tr(λ)(l−1)d)q(n+2d+1)/2 if gcd(n, p)= p and n is odd,
qn +εTr(λ)χ((−1)n/2(l−1)d)q(n+2d)/2 if gcd(n, p)= p and n is even.

Remark 2.34. The curve C i has genus g = (q−1)qi

2 . The Hasse-Weil bound of C i is given
by

|Nn(C i)− qn|≤ (q−1)q
n+2i

2 .

Using Theorem 2.33, we can determine the conditions when the curve C i is maximal

(or minimal) with respect the Hasse-Weil bound.

Theorem 2.35. Let n, i be integers such that 0< i < n, set d = gcd(i,n) and l = n
d .

The curve

C i : yq − y= x(xqi − x)−λ

is Fqn-maximal if and only if

• Tr(λ)= 0, 2p divides n, i divides n and (−1)n/2(l−1)d is a square in Fq.

The curve C i is Fqn-minimal if and only if

• Tr(λ)= 0, 2p divides n, i divides n and (−1)n/2(l−1)d is not a square in Fq.
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2.6 The number of affine rational points of the
hypersufarce yq − y=Pr

j=1 a jxj(x
qi j

j − xj)−λ
Let us denote by Hr the hypersufarce

Hr : yq − y=
rX

j=1
a jx j(x

qi j

j − xj)−λ,

where a j ∈ F∗q and 0< i j < n for j ∈ {1, . . . , r}. Let ψ and ψ̃ denote the canonical additive

characters of Fqn and Fq, respectively. We know from Lemma 1.22 that

X
c∈Fqn

ψ(uc)=




0 if u ̸= 0;

qn if u = 0.

We can use this fact to compute the number Nn(Hr),

qnNn(Hr)=
X

c∈Fqn

X
x1∈Fqn

· · ·
X

xr∈Fqn

X
y∈Fqn

ψ

Ã
c

Ã
rX

j=1
a jx j(x

qi j

j − xj)− yq + y−λ
!!

= q(r+1)n +
X

c∈F∗qn

X
x1∈Fqn

· · ·
X

xr∈Fqn

ψ

Ã
c

Ã
rX

i=1
a jx j(x

qi j

j − xj)−λ
!! X

y∈Fqn

ψ
¡
c
¡−yq + y

¢¢

= q(r+1)n +
X

c∈F∗qn

ψ(−cλ)
rY

j=1

X
xj∈Fqn

ψ

µ
c
µ
a jx j(x

qi j

j − xj)
¶¶ X

y∈Fqn

ψ
¡
c
¡−yq + y

¢¢

= q(r+1)n +
X

c∈F∗qn

ψ(−cλ)
rY

j=1

X
xj∈Fqn

ψ

µ
c
µ
a jx j(x

qi j

j − xj)
¶¶ X

y∈Fqn

ψ
³
y
³
−cqn−1 + c

´´
.

(2.38)

We observe that

X
y∈Fqn

ψ
³
y
³
−cqn−1 + c

´´
=





qn if cqn−1 − c = 0;

0 otherwise.

Since cqn−1 − c = 0 if and only if c ∈ Fqn−1, we conclude that the inner sum in (2.38) has

non null terms if and only if c ∈ Fq. In this case, ψ(−cλ)= ψ̃(−cTr(λ)) and then

Nn(Hr)= qrn +
X

c∈F∗q
ψ̃(−cTr(λ))

rY
j=1

Ã X
xj∈Fqn

ψ

µ
ca

µ
xj(x

qi j

j − xj)
¶¶!

.(2.39)

The following theorem gives explicit formulas for Nn(Hr).
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Theorem 2.36. Let Hr : yq−y=Pr
j=1 a jx j(x

qi j

j −xj)−λ with λ ∈ Fqn, a j ∈ F∗q and 0< i j < n.
We denote

• d j = gcd(i j,n), D =
rX

j=1
d j,

• l j = n
d j

, L1 = ld1
1 · · · ldr

r , L2 = (l1 −1)d1 · · · (lr −1)dr ,

• A1 = a1 · · ·ar, A2 = ad1
1 · · ·adr

r .

The number Nn(Hr) of affine rational points of Hr in Fr+1
qn is

Nn(Hr)=





qrn +τs(nr−D)εTr(λ)χ(Anr
1 A−1

2 L1)q
nr+D

2 if gcd(n, p)= 1,nr−D is even,

qrn +τs(rn−D+1)χ(2Tr(λ)Anr
1 A−1

2 L1)q
nr+D+1

2 if gcd(n, p)= 1,nr−D is odd,

qrn +τs(rn−2D)εTr(λ)χ(L2)q
nr+2D

2 if gcd(n, p)= p,nr is even;

qrn +τs(rn−2D+1)χ(2Tr(λ)A1L2)q
nr+2D+1

2 if gcd(n, p)= p,nr is odd.

Proof. From Equation (2.39) we have that

Nn(Hr)= qrn +
X

c∈F∗q
ψ̃(−cTr(λ))

rY
j=1

Ã X
xj∈Fqn

ψ

µ
ca j

µ
xj(x

qi j

j − xj)
¶¶!

.

By Lemma 1.33 and Proposition 2.32, we obtain that Nn(Hr)= qrn +NHr where

NHr =





X
c∈F∗q

ψ̃(−cTr(λ))
rY

j=1

µ
(−1)(s+1)(n−d j)τs(n−d j)χ

³
(−2ca j)(n−d j)ld j

j

´
q

n+d j
2

¶
if gcd(n, p)= 1,

X
c∈F∗q

ψ̃(−cTr(λ))
rY

j=1

µ
(−1)(s+1)(n−2d j)τs(n−2d j)χ

³
(−2ca j)(n−2d j)(l j −1)d j

´
q

n+2d j
2

¶
if gcd(n, p)= p.

Hence

NHr =





(−1)(s+1)(rn−D)τs(nr−D) X
c∈F∗q

ψ̃(−cTr(λ))χ
³
(−2c)nr−D Anr

1 A−1
2 L1

´
q

nr+D
2 if gcd(n, p)= 1,

(−1)rn(s+1)τs(rn−2D) X
c∈F∗q

ψ̃(−cTr(λ))χ
¡
(−2c)nr Anr

1 A−2
2 L2

¢
q

nr+2D
2 if gcd(n, p)= p.

We split the proof into the following cases. We use Theorem 1.28 and that fact that χ is

the quadratic character.
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1) gcd(n, p)= 1 and nr−D is even.

NHr = τs(nr−D)q
(nr+D)

2 χ(Anr
1 A−1

2 L1)
X

c∈F∗q
ψ̃(−cTr(λ))

= τs(nr−D)εTr(λ)χ(Anr
1 A−1

2 L1)q
nr+D

2 .

2) gcd(n, p)= 1 and nr−D is odd.

NHr = (−1)(s+1)τs(rn−D)χ(Anr
1 A−1

2 L1)q
nr+D

2
X

c∈F∗q
ψ̃(−cTr(λ))χ (−2c)

=





(−1)(s+1)τs(rn−D)χ(Anr
1 A−1

2 L1)q
nr+D

2
X

c∈F∗q
χ (−2c) if Tr(λ)= 0;

(−1)(s+1)τs(rn−D)q
nr+D

2 χ(2Tr(λ)Anr
1 A−1

2 L1)
X

c∈F∗q
ψ̃(−cTr(λ))χ (−cTr(λ)) if Tr(λ) ̸= 0;

=




0 if Tr(λ)= 0;

(−1)(s+1)τs(rn−D)q
nr+D

2 χ(2Tr(λ)Anr
1 A−1

2 L1)G(ψ̃,χ) if Tr(λ) ̸= 0;

= τs(rn−D+1)χ(2Tr(λ)Anr
1 A−1

2 L1)q
nr+D+1

2 .

3) gcd(n, p)= p and nr is even.

NHr = τs(rn−2D)χ(Anr
1 L2)q

nr+2D
2

X
c∈F∗q

ψ̃(−cTr(λ))

= τs(rn−2D)εTr(λ)χ(L2)q
nr+2D

2 .

4) gcd(n, p)= p and nr is odd.

NHr = (−1)s+1τs(rn−2D)χ(A1L2)q
(nr+2D)

2
X

c∈F∗q
ψ̃(−cTr(λ))χ ((−2c)

=





(−1)s+1τs(rn−2D)χ(A1L2)q
nr+2D

2
X

c∈F∗q
χ (−2c) if Tr(λ)= 0;

(−1)s+1τs(rn−2D)χ(2Tr(λ)A1L2)q
nr+2D

2
X

c∈F∗q
ψ̃(−cTr(λ))χ ((−cTr(λ)) if Tr(λ) ̸= 0;

=




0 if Tr(λ)= 0;

(−1)s+1τs(rn−2D)q
nr+2D

2 χ(2Tr(λ)A1L2)G(ψ̃,χ) if Tr(λ) ̸= 0;

= τs(rn−2D+1)χ(2Tr(λ)A1L2)q
nr+2D+1

2 .

This assures us the result of the theorem. ■
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The well-known Weil bound tells us that

¯̄
Nn(Hr)− qnr ¯̄≤ (q−1)

rY
j=1

qi j qnr/2 = (q−1)q
rn+2I

2 ,

where I =Pr
j=1 i j. By Theorem 2.36 this bound can be attained if and only if we are in

the case gcd(n, p)= p,nr is even and Tr(λ)= 0. Using this fact, we obtain the following

theorem, that gives us conditions assuring that the hypersurface Hr is maximal or

minimal.

Theorem 2.37. Let Hr : yq− y=
rX

j=1
a jx j(x

qi j

j − xj)−λ with λ ∈ Fqn, a j ∈ Fq and 0< i j < n.

Let d j = gcd(n, i j), D =Pr
j=1 d j, l j = n

d j
for 1≤ j ≤ r and L2 = (l1 −1)d1 · · · (lr −1)dr .

The hypersurface Hr attains the upper Weil bound if and only if one of the following
holds

• Tr(λ) = 0, gcd(n, p) = p, nr is even, d j = i j for all 1 ≤ j ≤ r, (nr−2D)s ≡ 0 (mod 4)

and χ(L2)= 1;

• Tr(λ) = 0, gcd(n, p) = p, nr is even, d j = i j for all 1 ≤ j ≤ r, (nr−2D)s ≡ 2 (mod 4)

and χ(L2)=−1.

The hypersurface Hr attains the lower bound if and only if one of the following holds

• Tr(λ) = 0, gcd(n, p) = p, nr is even, d j = i j for all 1 ≤ j ≤ r, (nr−2D)s ≡ 2 (mod 4)

and χ(L2)= 1;

• Tr(λ) = 0, gcd(n, p) = p, nr is even, d j = i j for all 1 ≤ j ≤ r, (nr−2D)s ≡ 0 (mod 4)

and χ(L2)=−1.

Example 2.38. Let q = 52 and n = 60. We consider the Artin-Schreier hypersurface given
by

H : yq − y= x1(xq3

1 − x1)+ x2(xq4

2 − x2)+ x3(xq6

3 − x3).

With the notation of Theorem 2.37, we have that i1 = d1 = 3, i2 = d2 = 4, i3 = d3 = 6,
l1 = 20, l2 = 15, l3 = 10 and L2 = 193 ·154 ·106. Moreover, χ(L2)= χ(19)= 1 and (nr−2D)s ≡
(180−26) ·2≡ 0 (mod 4). It follows from Theorem 2.37 that H is Fq60-maximal .
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3
THE NUMBER OF RATIONAL POINTS OF A CLASS OF

SUPERELLIPTIC CURVES

In this chapter, we study the number of Fqn-rational points on the affine curve Xd,a,b

given by the equation

yd = axTr(x)+b,

where Tr denote the trace function from Fqn to Fq and d is a positive integer. In particular,

we present bounds for the number of Fqn-rational points and, for the cases where d
satisfies a natural condition, explicit formulas for the number of rational points are

obtained. In particular, a complete characterization is given for the case d = 2. As a

consequence of our results, we compute the number of elements α in Fqn such that α and

Tr(α) are quadratic residues in Fqn .

3.1 Introduction

Let Fqn be a finite field with qn elements, where q = ps and p is an odd prime. Through-

out this chapter, Tr(x) denotes the trace function from Fqn into Fq. The study of the

number and existence of special elements in finite fields dates back to the 1950s(Carlitz

works). The famous Primitive Normal Basis Theorem was firstly proved by Lenstra and

Schoof [29] in 1987.

More recently, sophisticated techniques have been created and employed in different

problems regarding elements that satisfy special conditions (for example, see [1, 12, 13,
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22]).

A problem that naturally arises is to find the number of elements α ∈ Fqn such

that α and Tr(α) are both quadratic residues in Fqn . This problem is easily solved in

the case where n is even, since any element in Fq is a quadratic residue, so that, in

particular, Tr(α) does so. This problem gets more interesting for the case where n is odd.

Heuristically, q/4 elements in Fq must satisfy these two conditions, but there is no result

in the literature addressing this problem. In both cases, such number of special elements

is closely related to the number of Fqn-rational points on the affine curve y2 = xTr(x) (see

the proof of Theorem 3.14). In this chapter, we study a broader class of affine curves

given by

Xd,a,b : yd = axTr(x)+b,

where a,b ∈ Fqn and d is a positive integer. The curve Xd,a,b belongs to a wide family of

curves called superelliptic curves, whose points are given by the solutions of the equation

(3.1) yd = f (x).

There are some results in the literature regarding general superelliptic curves. For

example, in [20] the authors give the distribution of points on smooth superelliptic curves

over a finite field, when their degree goes to infinity. In [26] the authors describe the

fluctuation in the number of points on a hyperelliptic curve, which are special class of

superelliptic curves.

In general, it is hard to compute the number of rational points on superelliptic curves,

but this can be done for some special classes of superelliptic curves, namely, for those

that arise by choosing a suitable polynomial f in (3.1). For example, if f (x)= xm +b, the

curve is the well-known Fermat curve, for which explicit formulas and bounds for the

number of points are known ([35, 51]). The curve defined by Equation (3.1) over Fqn with

f (x)= xq − x+b is known as Artin-Schreier curve. These special superellipic curves have

also been well studied [14, 16, 50].

While these particular cases are well studied, a study of the number of rational points

on Xd,a,b has not been provided. Our goal in this chapter is to study the number of

rational points on this curve, providing bounds and explicit formulas for special cases.

In order to do that, we use the fact that the map x 7→ xTr(x) is a quadratic form over

Fqn . We employ some classical results on quadratic forms over finite fields to provide

an expression for the number of rational points on Xd,a,b in terms of Gauss sums

(Proposition 3.7). Using this expression, we employ results on Gauss sums in order

to obtain bounds for the number of rational points and, for suitable conditions on d,
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provide explicit formulas for this number. As a consequence of our results, we compute

the number of elements α in Fqn such that both α and Tr(α) are quadratic residues

(Theorem 3.14).

This chapter is organized as follows. In Section 3.2, we present some remarks, com-

ments and statements of our main results and we provide an expression for the number of

rational points on the curve Xd,a,b in terms of Gauss sums. Bounds and explicit formulas

for the number of rational points are presented in Section 3.3. In Section ??, we focus on

the case where Tr(b/a) ̸= 0.

3.2 The number of rational points on the curve Xd,a,b

In this section, we provide some definitions and results that will be useful along this chap-

ter. We denote by ψ and ψ̃ the canonical additive characters of Fqn and Fq, respectively,

i.e.,

ψ(x)= exp
µ

2πiTrFqn /Fp (x)

p

¶
and ψ̃(x)= exp

³2πiTrFq /Fp (x)
p

´
.

We denote by χqn−1 a fixed primitive multiplicative character of F∗qn and, for m a divisor of

qn −1, χm denotes the multiplicative character of order m defined by χm = χ
(qn−1)/m
qn−1 . The

restriction of χm to F∗q is a multiplicative character of F∗q of order M = m
gcd(m,(qn−1)/(q−1))

and it will be denoted by ηM .

Definition 3.1. For multiplicative characters χ of F∗qn and η of F∗q, the Gauss sum of χ
and η are the sums

Gn(χ)=
X

x∈F∗qn

χ(x)ψ(x) and G1(η)=
X

x∈F∗q
η(x)ψ̃(x),

respectively.

For a ∈ F∗qn and b ∈ Fqn , we compute the number of Fqn-rational points of the curve

Xd,a,b by using well-known properties of character sums. We have the following lemma.

Lemma 3.2. Let a ∈ F∗qn ,b ∈ Fqn and let d be an integer that divides qn −1. The number
of affine rational points of the curve Xd,a,b over Fqn is

|Xd,a,b(Fqn) |= qn + 1
qn

d−1X
ℓ=1

Gn(χℓd)
X

c∈F∗qn

ψ(cb)χd
ℓ(−c)

X
x∈Fqn

ψ
¡
caxTr(x)

¢
.
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Proof. It follows from Lemma 1.22 that

(3.2)

|Xd,a,b(Fqn) | = 1
qn

X
c∈Fqn

X
x,y∈Fqn

ψ
¡
c(axTr(x)+b− yd)

¢

= qn + 1
qn

X
c∈F∗qn

ψ(cb)
X

x∈Fqn

ψ
¡
caxTr(x)

¢ X
y∈Fqn

ψ(−cyd).

Now, let yd = z and using Lemma 1.23 we obtain

|Xd,a,b(Fqn) |= qn + 1
qn

X
c∈F∗qn

ψ(cb)
X

x∈Fqn

ψ
¡
caxTr(x)

¢ X
z∈Fqn

ψ(−cz)
h
1+·· ·+χd−1

d (z)
i

.

Making the change of variable w =−cz and using Lemma 1.22 we have that

|Xd,a,b(Fqn) |= qn + 1
qn

X
c∈F∗qn

d−1X
ℓ=1

ψ(cb)χd
ℓ(−c)

X
x∈Fqn

ψ
¡
caxTr(x)

¢ X
w∈Fqn

ψ(w)χℓd(w).

Therefore

(3.3) |Xd,a,b(Fqn) |= qn + 1
qn

d−1X
ℓ=1

Gn(χℓd)
X

c∈F∗qn

ψ(cb)χd
ℓ(−c)

X
x∈Fqn

ψ
¡
caxTr(x)

¢
.

■

In order to compute the value of the right-hand side sum of Equation (3.3), we will use

the fact that Tr(caxTr(x)) defines a quadratic form from Fqn into Fq. From now on, let

Qc(x) be a quadratic form of Fqn over Fq defined by

Qc(x)=Tr(cxTr(x))

and let Bc(x, y) be the bilinear symmetric form associated to Qc.

Proposition 3.3. For c ∈ F∗qn, we have that

dimFq

¡
rad(Qc)

¢=




n−1 if c ∈ F∗q,

n−2 if c ∈ Fqn \Fq.

Proof. The dimension of the radical of the quadratic form Qc is given by the dimension

of the radical of the bilinear form Bc(x, y), i.e., the dimension of the subspace generated

by the elements x ∈ Fqn such that Bc(x, y)= 0 for all y ∈ Fqn . We observe that

(3.4)

Bc(x, y)=Tr(c(x+ y)Tr(x+ y))−Tr(cxTr(x))−Tr(cyTr(y))

=Tr(cxTr(y)+ cyTr(x))

=Tr(y)Tr(cx)+Tr(x)Tr(cy)

=Tr(y(Tr(cx)+ cTr(x))).
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Then, Bc(x, y) = 0 for all y ∈ Fqn if and only if Tr(cx)+ cTr(x) = 0. Therefore, we are

interested in computing the dimension of

V = {x ∈ Fqn : Tr(cx)+ cTr(x)= 0}.

We split the proof into two cases:

• For c ∈ F∗q, Tr(cx)+ cTr(x)= cTr(x)+ cTr(x)= 2cTr(x), that implies

|V | = |{x ∈ Fqn : Tr(x)= 0}| = qn−1

and then dim(V )= n−1.

• For c ∈ Fqn \ Fq, if x ∈ Fqn is such that Tr(x) ̸= 0, then Tr(cx)
Tr(x) ∈ Fq and Tr(cx)

Tr(x) ̸= −c.

Therefore for any element x ∈ V we have that Tr(x) = 0. It follows that Tr(cx) =
−cTr(x) = 0, then V = V1 ∩V2, where V1 = {x ∈ Fqn | Tr(x) = 0} and V2 = {x ∈ Fqn |
Tr(cx)= 0}. Since c ∈ Fqn \Fq and V1 ̸=V2, we conclude dim(V )= n−2 from the fact

that dim(V1)= dim(V2)= n−1.

This completes the proof of our assertion.

■

Proposition 3.4. Let H be the symmetric matrix associated to Qc and let δ be as defined
in Lemma 1.33 for some basis of Fqn over Fq. Then

η2(δ)=



η2(c) if c ∈ F∗q,

η2(−1) if c ∈ Fqn \Fq.

Proof. Since η2(δ) does not depend on the basis, we set a basis α0,α1, . . . ,αn−1 of Fqn

over Fq such that

• α0 = n−1 and Tr(αi)= 0 for all 1≤ i ≤ n−1 if gcd(n, q)= 1;

• Tr(α0)= 1, α1 = 1 and Tr(α0αi)=Tr(αi)= 0 for all 2≤ i ≤ n−1 if gcd(q,n) ̸= 1.

For 0 ≤ i ≤ n−1, let xi, yi ∈ Fq such that y = Pn−1
j=0 yjα j and x = Pn−1

j=0 xjα j and let us

denote X = (x0, . . . , xn−1) and Y = (y0, . . . , yn−1). We recall that Qc(x)= X HX T and

(3.5)

Bc(X ,Y )= (X +Y )H(X +Y )T − X HX T −Y HY T

= X HY T +Y HX T

=Y HT X T +Y HX T

=Y (2H)X T .
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Therefore, we can determine δ from Bc(x, y) by computing the determinant of the reduced

matrix associated to 2H. In order to do this, we observe that Tr(x)= x0 and

Tr(cx)=





x0c0 +
X

1≤i, j≤n−1
xi c jβi, j if p ∤ n;

x0(c1 + c0β0,0)+ c0x1 +
X

2≤i, j≤n−1
xi c jβi, j if p | n,

where βi, j = Tr(αiα j). We obtain expressions for Tr(y) and Tr(cy) by a similar process.
Therefore, it follows from (3.4) that

Bc(x, y)=Tr(y)Tr(cx)+Tr(cy)Tr(x)

=





2x0 y0c0 +
X

1≤i, j≤n−1
c jβi, j(y0xi + x0 yi), if p ∤ n;

2x0 y0(c1 + c0β0,0)+ c0x1 y0 + c0x0 y1 +
X

2≤i, j≤n−1
c jβi, j(y0xi + x0 yi) if p | n.

We obtain

2H =




2c0

n−1X
j=1

β1, j c j · · ·
n−1X
j=1

βn−1, j c j

n−1X
j=1

β1, j c j 0 · · · 0

...
...

. . .
...

n−1X
j=1

βn−1, j c j 0 · · · 0




in the case where p ∤ n and

2H =




2(c1 + c0β0,0) c0

n−1X
j=2

β2, j c j · · ·
n−1X
j=2

βn−1, j c j

c0 0 0 · · · 0
n−1X
j=2

β2, j c j 0 0 · · · 0

...
...

...
. . .

...
n−1X
j=1

βn−1, j c j 0 0 · · · 0




in the case where p | n.

In order to compute the reduced form of 2H, we observe that

• When c ∈ Fq, we have that c0 = c and c1 = c2 = ·· · = cn−1 = 0 if p ∤ n and c1 = c,

c0 = c2 = ·· · = cn−1 = 0 if p | n. Therefore, the associated reduced matrix is (2c).
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• When c ∈ Fqn \Fq, Proposition 3.3 implies that either there exists k ∈ {1, . . . ,n−1}

such that
Pn−1

j=1 βk, j c j ̸= 0 if p ∤ n and c0 ̸= 0 or there exists k ∈ {2, . . . ,n−1} such

that
Pn−1

j=2 βk, j c j ̸= 0 if p | n. Then straightforward manipulations on the lines and

columns shows that 2H reduces to a matrix of the form
Ã
u v
v 0

!
,

where v ̸= 0.

In sum, we have that the quadratic character of the determinant δ of the reduced matrix

of H is given by

η2(δ)=



η2(c) if c ∈ F∗q;

η2(−1) if c ∈ Fqn \Fq.

This completes the proof. ■

Combining Lemma 1.33 and Proposition 3.3 and 3.4, we have the following result.

Theorem 3.5. For c ∈ F∗qn, we have

X
x∈Fqn

ψ(cxTr(x))=




(−1)s+1η2(c)τsq
2n−1

2 if c ∈ F∗q;

qn−1 if c ∈ Fqn \Fq.

Definition 3.6. We define

v = gcd
¡
d, qn−1

q−1

¢
, D = d

v
, B =Tr

µ
b
a

¶
.

Theorem 3.5 allows us to express the number of Fqn-rational points of Xd,a,b in terms

of Gauss sums.

Proposition 3.7. Let v,D and B be as in Definition 3.6. Then

|Xd,a,b(Fqn) |= qn +
d−1X
ℓ=1

χℓd(b)qn−1 +N,

where N = Nd,a,b,n is given below.

1. If D is odd and B = 0, then

N =−q−1
q

v−1X
j=1

Gn
¡
χ

jD
d

¢
χ

jD
d (−a).
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2. If D is odd and B ̸= 0, then

N = 1
q

d−1X
ℓ=1

Gn
¡
χℓd

¢h
(−1)s+1χℓd(−aB)χ2(B)τspq G1

¡
ηD−2ℓ

2D
¢−χℓd(−aB)G1

¡
η−2ℓ

2D
¢i

.

3. If D is even and B = 0, then

N = q−1
q

Ã
(−1)s+1τspq

v−1X
j=0

Gn
¡
χ

jD+ D
2

d

¢
χ

jD+ D
2

d (−a)−
v−1X
j=1

Gn
¡
χ

jD
d

¢
χ

jD
d (−a)

!
.

4. If D is even and B ̸= 0, then

N = 1
q

d−1X
ℓ=1

Gn
¡
χℓd

¢h
(−1)s+1χℓd(−aB)χ2(B)τspq G1

¡
η

D
2 −ℓ
D

¢−χℓd(−aB)G1
¡
η−ℓD

¢i
.

Proof. Expand now from Lemma 3.2 and Theorem 3.5, we get that |Xd,a,b(Fqn)| is equal
to

qn + 1
q

d−1X
ℓ=1

Gn
¡
χℓd

¢
" X

ca∈Fqn \Fq

ψ(cb)χd
ℓ(−c)+

X
ca∈F∗q

ψ(cb)χd
ℓ(−c)

¡
(−1)s+1η2(ac)τspq

¢
#

.

That can be rewritten as

(3.6) qn + 1
q

d−1X
ℓ=1

Gn
¡
χℓd

¢

 X

ca∈F∗qn

ψ(cb)χd
ℓ(−c)+

X
ca∈F∗q

ψ(cb)χd
ℓ(−c)

¡
(−1)s+1η2(ac)τspq −1

¢

 .

Let T =
d−1X
ℓ=1

Gn
¡
χℓd

¢ X
ca∈F∗qn

ψ(cb)χd
ℓ(−c). By Lemma 1.22, if b = 0, then T = 0. Other-

wise, using the fact that

X
ca∈F∗qn

ψ(cb)χd
ℓ(−c)=

X
ca∈F∗qn

ψ(cb)χd
ℓ(−c)χℓd(b)χd

ℓ(b)= χℓd(b)Gn(χd
ℓ)

and Lemma 1.25, we obtain that

(3.7) T =
d−1X
ℓ=1

χℓd(−b)Gn
¡
χℓd

¢
Gn

¡
χd

ℓ
¢=

d−1X
ℓ=1

χℓd(b)qn.

Now, we compute Sℓ =
X

z∈F∗q
ψ

¡
z b

a
¢
χd

ℓ
¡−z

a
¢¡

(−1)s+1η2(z)τspq −1
¢
.

We divide the proof in the cases D odd or even.
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(i) Assume that D is odd.

We recall that ηD is the restriction of χd to F∗q and that η2D is such that η2
2D = ηD .

Using this notation,

Sℓ = (−1)s+1χℓd(−a)τspq
X

z∈F∗q
ψ

¡
z b

a
¢
ηD−2ℓ

2D (z)−χℓd(−a)
X

z∈F∗q
ψ

¡
z b

a
¢
η−2ℓ

2D (z)

= (−1)s+1χℓd(−a)τspq
X

z∈F∗q
ψ̃(zB)ηD−2ℓ

2D (z)−χℓd(−a)
X

z∈F∗q
ψ̃(zB)η−2ℓ

2D (z).

We split the proof into two cases.

• If B = 0, then it follows from Lemma 1.22 that

Sℓ =




0 if D ∤ ℓ;

−χℓd(−a)(q−1) if D | ℓ.

• If B ̸= 0, then

Sℓ = (−1)s+1χℓd(−a)τspqηD−2ℓ
2D (B−1)G1

¡
ηD−2ℓ

2D
¢−χℓd(−a)η−2ℓ

2D (B−1)G1
¡
η−2ℓ

2D
¢

= (−1)s+1χℓd(−aB)χ2(B)τspq G1
¡
ηD−2ℓ

2D
¢−χℓd(−aB)G1

¡
η−2ℓ

2D
¢
.

Our statement follows from the values of Sℓ found and Equations (3.6) and (3.7).

(ii) Assume that D is even.

In this case, ηD is the restriction of χd to F∗q and we have that ηD is such that

η2
D = ηD/2. Using this notation,

Sℓ =
X

z∈F∗q
ψ

µ
z

b
a

¶
χℓd

³
− z

a

´¡
(−1)s+1η2(z)τspq −1

¢

= (−1)s+1χℓd(−a)τspq
X

z∈F∗q
ψ

µ
z

b
a

¶
ηD/2−ℓ

D (z)−χℓd(−a)
X

z∈F∗q
ψ

µ
z

b
a

¶
η−ℓD (z)

= (−1)s+1χℓd(−a)τspq
X

z∈F∗q
ψ̃ (zB)ηD/2−ℓ

D (z)−χℓd(−a)
X

z∈F∗q
ψ̃(zB)η−ℓD (z).

We consider the following cases.

• If B = 0, it follows from Lemma 1.22 that

Sℓ =





0 if D ∤ ℓ;

(−1)s+1χℓd(−a)τspq (q−1)−χd(−a)(q−1) if ℓ
D/2 is odd;

−χℓd(−a)(q−1) otherwise.
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• If B ̸= 0, we obtain

Sℓ = (−1)s+1χℓd(−a)τspq
X

z∈Fq∗
ψ̃(zB)ηD/2−ℓ

D (zB)ηD/2−ℓ
D (B−1)−χℓd(−a)·

X
z∈F∗q

ψ̃(zB)η−ℓD (zB)η−ℓD (B−1)

= (−1)s+1χℓd(−a)τspqηD/2−ℓ
D (B−1)G1(ηD/2−ℓ

D )−χℓd(−a)η−ℓD (B−1)G1(η−ℓD )

= (−1)s+1χℓd(−aB)χ2(B)τspq G1(ηD/2−ℓ
D )−χℓd(−aB)G1(η−ℓD ).

■

3.3 Bounds and explict formulas for the number of
rational points on Xd,a,b

In this section, we present our main results of this chapter, along with a few comments.

We observe that the curves Xd,a,b(Fqn) and Xgcd(d,qn−1),a,b(Fqn) have the same number of

Fqn-rational points. Therefore, we will assume without loss of generality that d divides

qn −1.

In [43], the authors give an improvement of the Hasse-Weil bound for curves with

high genus. The curve Xd,a,b does not satisfy the conditions imposed in [43], but as a

high genus curve, it is expected to be a curve whose the number of rational points given

by the Hasse-Weil’s bound is far. Indeed, it turns out that Hasse-Weil can be significantly

improved for Xd,a,b. In Theorem 3.8, we provide sharp bounds for the number of rational

points on such curves. In order to present this result, we introduce some notation. For a

divisor d of qn −1, χd denotes a multiplicative character of F∗qn with order d.

Now we are able to present bounds for the number of Fqn-rational points on the curve

Xd,a,b.

Theorem 3.8. The number of rational points of the curve Xd,a,b satisfies the following
relations:

(3.8) |Xd,a,b(Fqn)| = qn − (−1)sqn−1
d−1X
ℓ=1

χℓd(b)+Nd,a,b,n,

where

|Nd,a,b,n|≤





¡ d
D −1

¢
(q−1)q

n
2 −1, if D is odd and B = 0;

(q−1)
³

d
D q

n−1
2 + ¡ d

D −1
¢
q

n
2 −1

´
, if D is even and B = 0.

(d−1)
³
q

n
2 + q

n−1
2

´
if B ̸= 0.
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Proof. The result follows by a direct employment of Proposition 3.7 and Lemma 1.25.

Let us consider the case when D is odd.

• If B = 0, by Propositions 3.7 we have

|Nd,a,b,n| =
1
q

¯̄
¯̄
¯−(q−1)

v−1X
j=1

Gn
¡
χ

jD
d

¢
χ

jD
d (−a)

¯̄
¯̄
¯

≤ (q−1)
q

v−1X
j=1

|Gn
¡
χ

jD
d

¢|

= (q−1)qn/2−1
µ

d
D

−1
¶
.

• If B ̸= 0, then

|Nd,a,b,n| =
1
q

¯̄
¯̄
¯
d−1X
ℓ=1

Gn
¡
χℓd

¢£
(−1)s+1χℓd(−aB)χ2(B)τspq G1

¡
ηD−2ℓ

2D
¢−χℓd(−aB)G1

¡
η−2ℓ

2D
¢¤

¯̄
¯̄
¯

≤ 1
q

d−1X
ℓ=1

|Gn
¡
χℓd

¢|£pq |G1
¡
ηD−2ℓ

2D
¢|+ |G1

¡
η−2ℓ

2D
¢|¤

≤ (d−1)(qn/2 + q(n−1)/2).

These inequalities along with Proposition 3.7 assures us the result in the cases when D
is odd. Now we consider the case when D is even.

• If B = 0, by Proposition 3.7 we have

|Nd,a,b,n| =
(q−1)

q

¯̄
¯̄
¯(−1)s+1τspq

v−1X
j=0

Gn

³
χ

jD+D/2
d

´
χ

jD+D/2
d (−a)−

v−1X
j=1

Gn

³
χ

jD
d

´
χ

jD
d (−a)

¯̄
¯̄
¯

≤ (q−1)
q

Ã
p

q
v−1X
j=0

¯̄
¯Gn

³
χ

jD+D/2
d

´¯̄
¯+

v−1X
j=1

¯̄
¯Gn

³
χ

jD
d

´¯̄
¯
!

= (q−1)
³
vq

n−1
2 + (v−1) q

n
2 −1

´
.

• If B ̸= 0, it follows that

|Nd,a,b,n| =
1
q

¯̄
¯̄
¯
d−1X
ℓ=1

Gn
¡
χℓd

¢£
(−1)s+1χℓd(−aB)χ2(B)τspq G1

¡
ηD/2−ℓ

D
¢−χℓd(−aB)G1

¡
η−ℓD

¢¤
¯̄
¯̄
¯

≤ 1
q

d−1X
ℓ=1

¯̄
Gn

¡
χℓd

¢¯̄£p
q

¯̄
G1

¡
ηD/2−ℓ

D
¢¯̄+

¯̄
G1

¡
η−ℓD

¢¯̄¤

≤ (d−1)(q
n
2 + q

n−1
2 ).

Together with Proposition 3.7 the result follows.
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■

We recall that the Hasse-Weil bound applied to Xd,a,b implies that
¯̄
|Xd,a,b(Fqn)|− qn ¯̄

≤ 2gq
n
2 ,

where the genus g can be computed via Riemann-Hurwitz’s formula [19] and equals, at

a minimum, the number
1
2(d−1)(qn−1 −1)−d+1.

Note that Theorem 3.8 implies that
¯̄
|Xd,a,b(Fqn)|− qn ¯̄

≤ (d−1)qn−1 + (q−1)(dq
n−1

2 + (d−1)q
n
2 −1),

which represents a significant improvement of Hasse-Weil’s bound.

From now on, our main goal is to provide explicit formulas for the value N = Nd,a,b,n

defined in Theorem 3.8. Our starting point is the case d = 2, for which we present a

simple expression for the number of affine rational points, that is given in the next

theorem.

Theorem 3.9. The number of rational points of the curve X2,a,b(Fqn) is

1. If Tr
¡ b

a
¢= 0

|X2,a,b(Fqn) |= qn + qn−1χ2(b)+N1τ
nsχ2(−a)(q−1),

where

N1 =




q
n−2

2 if n is even;

τsq
n−1

2 if n is odd.

2. If Tr
¡ b

a
¢ ̸= 0

|X2,a,b(Fqn) |= qn + qn−1χ2(b)−N2τ
ns,

where

N2 =




q
n−2

2 [χ2(−a)τ2sq+χ2(−aB)] if n is even;

q
n−1

2 τs(χ2(−a)+χ2(−aB)) if n is odd.

Proof. We have that

D = 2
v
=





1 if n is even,

2 if n is odd.

To compute |X2,a,b | we need to determine N in Proposition 3.7. In the case when n is

even we have D = 1, therefore
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1. If B = 0, then

N = 1
q

¡−(q−1)Gn(χ2)χ2(−a)
¢

= q
n−2

2 (q−1)(−1)ns+2τnsχ2(−a)

= q
n−2

2 (q−1)τnsχ2(−a).

2. If B ̸= 0:

N = 1
q

³
Gn(χ2)

h
(−1)s+1χ2(−aB)χ2(B)τspq G1

¡
η2

¢−χ2(−aB)G1
¡
η2

2
¢i´

= (−1)ns+1τnsq
n−2

2

h
(−1)s+1χ2(−a)τ2s(−1)s+1q+χ2(−aB)

i

=−τnsq
n−2

2

h
χ2(−a)τ2sq+χ2(−aB)

i
.

In the case when n odd, we have that D is even, then

1. If B = 0:
N = q−1

q
¡
(−1)s+1τspq Gn(χ2)χ2(−a)

¢

= q−1
q

(−1)s+1τs(−1)ns−1τnsq
n+1

2 χ2(−a)

= τ(n+1)s(q−1)χ2(−a)q
n−1

2 .

2. If B ̸= 0:

N = 1
q

Gn(χ2)
h
(−1)s+1χ2(−aB)χ2(B)τspq G1

¡
η0

2
¢−χ2(−aB)G1

¡
η2

¢i

= (−1)ns−1τnsq
n−2

2

h
(−1)s+1χ2(−a)τspq (−1)−χ2(−aB)(−1)s−1τspq

i

=−τs(n+1)q
n−1

2

h
χ2(−a)+χ2(−aB)

i
.

Combined with Proposition 3.7, the theorem follows.

■

Corollary 3.10. The number of rational points of the curve X2,1,0(Fqn) given by

y2 = xTr(x)

is

1. If q ≡ 1 (mod 4)

|X2,1,0(Fqn) |= qn +M1(q−1),

where

M1 =




q
n−2

2 if n is even;

q
n−1

2 if n is odd.
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2. If q ≡ 3 (mod 4)

|X2,1,0(Fqn) |= qn +M2(q−1),

where

M2 =




ins(−1)
n
2 q

n−2
2 if n is even;

i(n+1)s(−1)
n−1

2 q
n−1

2 if n is odd.

This result allows us to compute the number of rational points in specific curves, as

in the following examples.

Example 3.11. For the curve

X2,−1,0 : y2 =−xTr(x),

it follows that B = 0. Therefore, Theorem 3.9 yields the following number of rational points
for a pair (q,n):

q n=2 n=3 n=4 n=5 n=6

3 7 33 87 225 711

5 29 145 645 3225 15725

7 43 385 2443 16513 117355

9 89 801 6633 59697 532089

11 111 1441 14751 159841 1770351

25 649 16225 391225 9780625 254281250

Example 3.12. For the curve

X2,−1,0 : y2 =−xTr(x)+1,

it follows that B = Tr(−1) =−n. Therefore, Theorem 3.9 yields the following number of
rational points for a pair (q,n):

q n=2 n=3 n=4 n=5 n=6

3 10 42 96 385 954

5 34 150 720 3850 18600

7 64 378 2688 19306 134162

9 80 882 7200 65448 591138

11 122 1452 15840 175692 1931402

25 625 16200 405600 10171250 253890000
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Remark 3.13. We observe that in the cases when p divides n, we have that B =−n = 0.
These cases are highlighted in the table.

One can check the values obtained in these two examples by using the computer

program SageMath. Nevertheless, the run time of the algorithm grows as qn increases,

making the computation unfeasible even for small values of qn (such as qn > e20).

3.4 The number of elements α ∈ Fqn such that α and
Tr(α) are quadratic residues

Now we return to the problem presented at the introduction: determine the number of

elements α ∈ Fqn such that α and Tr(α) are both quadratic residues in Fqn . Theorem 3.9

is a key tool to compute the number of these elements in Fqn , as we can see in the proof

of the following result.

Theorem 3.14. Let n be an odd positive integer. Then the number of elements α ∈ Fqn

such that α and Tr(α) are both quadratic residues in Fqn is

qn + qn−1 +τs(n−1)(q−1)q
n−1

2 +2
4

.

Proof. Let M be the number of elements α ∈ Fqn such that both α and Tr(α) are quadratic

residues in Fqn . Let Λ2 be the set of quadratic residues in F∗qn and Λ= F∗qn\Λ2. We recall

that, for x ∈ Fqn , χ2(x)= 1 if and only if x ∈Λ2. Then we have that

£
1+χ2(x)

¤£
1+χ2(Tr(x))

¤=





0, if either x ∈Λ or Tr(x) ∈Λ;

1, if x = 0;

2, if x ∈Λ2 and Tr(x)= 0;

4, if x ∈Λ2 and Tr(x) ∈Λ2.

Therefore, Schur’s orthogonality relations (Lemmas 1.22 and 1.23) imply that

(3.9) M = 1
2 + 1

4

X
x∈Fqn

£
1+χ2(x)

¤£
1+χ2(Tr(x))

¤+ 1
4q

X
x∈Fqn

£
1+χ2(x)

¤ X
c∈Fq

ψ̃(cTr(x)).

We note that Lemma 1.21 implies that

(3.10)
X

x∈Fqn

£
1+χ2(x)

¤£
1+χ2(Tr(x))

¤=
X

x∈Fqn

£
1+χ2(Tr(x))+χ2(xTr(x))

¤
.
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Since n is odd, χ2 is also the multiplicative character of order 2 over Fq. Since Tr(x) is a

linear transformation over Fqn whose image is Fq, each element in Fq has qn−1 elements

in its preimage. Therefore,

(3.11)
X

x∈Fqn

χ2(Tr(x))= qn−1 X
y∈Fq

χ2(y)= 0.

We note that

(3.12) |X2,1,0(Fqn)| =
X

x∈Fqn

£
1+χ2(xTr(x))

¤= qn +
X

x∈Fqn

χ2(xTr(x)).

From (3.10), (3.11) and (3.12), it follows that

(3.13)
X

x∈Fqn

£
1+χ2(x)

¤£
1+χ2(Tr(x))

¤= |X2,1,0(Fqn)|.

For the last sum in (3.9), Lemma 1.22 implies that

(3.14)
X

x∈Fqn

£
1+χ2(x)

¤ X
c∈Fq

ψ̃(cTr(x))= qn−1 · q+
X

c∈Fq

X
x∈Fqn

χ2(x)ψ̃(cTr(x)).

The map x 7→Tr(x)) is a linear map over Fq so that cTr(x)=Tr(cx) for all c ∈ Fq and then

ψ̃(cTr(x)= ψ̃(Tr(cx))=ψ(cx). Therefore, by setting z = cx, we obtain that

(3.15)

X
c∈Fq

X
x∈Fqn

χ2(x)ψ̃(cTr(x))=
X

c∈Fq

χ2(c)
X

z∈Fqn

χ2(z)ψ(z)

=Gn(χ2)
X

c∈Fq

χ2(c)

= 0,

where the last equality follows by Lemma 1.21. In sum, Equations (3.9), (3.13), (3.14)

and (3.15) imply that

M = |X2,1,0(Fqn)|+ qn−1 +2
4

.

Now using Theorem 3.9, we have that

X2,1,0(Fqn)= qn +τ(n+1)sχ2(−1)(q−1)q
n−1

2 = qn +τ(n−1)s(q−1)q
n−1

2 ,

therefore

M = qn + qn−1 +τ(n−1)s(q−1)q
n−1

2 +2
4

.

■
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3.5 The number of Fqn−rational points of Xd,a,b when
Tr

¡b
a

¢= 0

Now, in order to compute the value of N in Proposition 3.7, we present the following

important definition, that is a generalization of a constant used by Wolfmann in [51] in

the study of diagonal equations.

Definition 3.15. For m a divisor of qn −1, a ∈ F∗qn and ϵ ∈ {1,−1}, we set

θm(a,ϵ)=




m−1 if χm(a)= ϵ;

−1 otherwise.

The following definition, that was introduced in the study of diagonal equations [35],

will be useful in our results.

Definition 3.16. Let r be a positive integer. An integer d > 2 is (p, r)-admissible if
d | (pr +1) and there exists no r′ < r such that d | (pr′ +1).

If d > 2 is (p, r)-admissible, then 2r is the multiplicative order of p modulo d. Since d
divides qn−1 and q = ps, the condition of (p, r)-admissibility on d implies that 2r divides

ns and, in particular, that ns is an even number.

Definition 3.17. If d is a divisor of qn −1 and is (p, r)-admissible we define

ε= (−1)
ns
2r and u = pr +1

d
.

We present now one of our main results, which provides a formula for the number

of rational points on Xd,a,b in the case when B = 0 and some suitable conditions are

required.

Theorem 3.18. Let d > 2 be an integer, a,b ∈ Fqn such that B =Tr
¡ b

a
¢= 0 and N = Nd,a,b,n

defined as in Equation (3.8). The following holds:

1) If v is (p, r)-admissible and D is odd, then

N =





0 if v = 1;

τsnχ2(a)(q−1)q
n−2

2 if v = 2;

εθv(−a,εu)(q−1)q
n−2

2 if v > 2.

2) If 2v is (p, r)-admissible and D is even.
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a) If v = 1 then

N = (−1)sτ(n+1)sχ2(a)(q−1)q
n−1

2 .

b) If v = 2 then

N = £
(−1)sτspq εu D

2 +1(χ4(−a)+χ4(a))+τnsχ2(a)
¤
(q−1)q

n−2
2 .

c) If v > 2 then

N = ε
h
(−1)sτspqχ2v(−a)ε

uD
2 [1+θv(−a,1)]+θv(−a,1)

i
(q−1)q

n−2
2 .

Proof. 1) Assume that v is (p, r)-admissible and D is odd. Proposition 3.7 states that

N =−q−1
q

v−1X
j=1

Gn
¡
χ

jD
d

¢
χ

jD
d (−a).

We recall that χD
d has order d

D = v. If v = 1, then N = 0. If v = 2, then Theorem 1.28

entails that

N =−(q−1)(−τsnq
n−2

2 χ2(−1)χ2(a))= (q−1)τsnq
n−2

2 χ2(a),

since χ2(−1)= τ2ns = 1. If v > 2, then Theorem 1.26 implies that

N =−q−1
q

(−ε)q
n
2

v−1X
j=1

¡
εuDχD

d (−a)
¢ j = q

n−2
2 (q−1)εθv(−a,εuD).

2) Let us assume that 2v is (p, r)-admissible and D is even. By Proposition 3.7 we

have

N = q−1
q

Ã
(−1)s+1τspq

v−1X
j=0

Gn
¡
χ

jD+D
2

d

¢
χ

jD+D
2

d (−a)−
v−1X
j=1

Gn
¡
χ

jD
d

¢
χ

jD
d (−a)

!
.

• If v = 1, d = D and it follows that

N = q−1
q

µ
(−1)s+1τspq Gn

¡
χ

d
2
d

¢
χ

d
2
d (−a)

¶

= q−1
q

(−1)s+1τspq Gn(χ2)χ2(−a)

= (−1)ns+s(q−1)q
n−1

2 τs(n+1)χ2(a)

= (−1)s(q−1)q
n−1

2 τs(n+1)χ2(a).
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• If v = 2, we have d = 2D. By hypotheses, 4 is (p, r)-admissible, and u = pr+1
d =

pr+1
4·D/2 . Then

N = q−1
q

µ
(−1)s+1τspq (Gn

¡
χ

d
4
d

¢
χ

d
4
d (−a)+Gn

¡
χ

3d
4

d

¢
χ

3d
4

d (−a))−Gn
¡
χ

d
2
d

¢
χ

d
2
d (−a)

¶

= q−1
q

¡
(−1)s+1τspq (Gn(χ4)χ4(−a)+Gn(χ4)χ4(−a))−Gn(χ2)χ2(−a)

¢

= q−1
q

³
(−1)s+1τspq (−εu D

2 +1q
n
2 χ4(−a)+χ4(−1)(−εu D

2 +1q
n
2 )χ4(−a))+ (−1)snτnsq

n
2 χ2(−a)

´

= q
n−2

2 (q−1)
³
(−1)sτspq εu D

2 +1(χ4(−a)+χ4(a))+τnsχ2(a)
´
.

• If v > 2, then Theorem 1.26 implies that

N = q−1
q

Ã
(−1)s+1τsq

n+1
2 χ2v(−a)(−ε1+ uD

2 )
v−1X
j=0

¡
ε2uχv(−a)

¢ j − q
n
2 (−ε)

v−1X
j=1

¡
εuDχv(−a)

¢ j
!

= q−1
q

³
(−1)sτsq

n+1
2 χ2v(−a)ε1+ uD

2 [1+θv(−a,1)]+ q
n
2 εθv(−a,1)

´

= (q−1)q
n−2

2 ε
h
(−1)sτspqχ2v(−a)ε

uD
2 [1+θv(−a,1)]+θv(−a,1)

i
.

■

By making use of this result, we can obtain a simple expression for the number of

rational points in the case where a,b and d satisfy some restrictions.

Corollary 3.19. If d > 2 is a (p, r)-admissible divisor of qn−1
q−1 and ns

2r is even, then

Nd,−1,0,n = (d−1)(q−1)q
n−2

2 .

Similar results to Theorem 3.18 can be obtained for the case B ̸= 0, as we will see in

the next section.

3.6 The number of Fqn−rational points of Xd,a,b when
Tr

¡b
a

¢ ̸= 0

Definition 3.20. If D is (p, r0)-admissible, we define

ε0 = (−1)
s

2r0 and u0 =





pr0+1
2D , if D is odd;

pr0+1
D , if D is even.
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Theorem 3.21. Let a,b ∈ Fqn such that B ̸= 0. If d is (p, r)-admissible, D is odd and
(p, r0)-admissible, then

N = N1q
n
2 +N2q

n−1
2 +N3q

n−2
2 ,

where

• N1 = (−1)s+1εε
1+u0D
0 τsχ2(B)θd(−aB,εu);

• N2 = εε0 (−θd(−aB,εu)+θv(−aB,εu)) ;

• N3 =−εθv(−aB,εu).

Proof. By hypothesis d is (p, r)-admissible and D is odd. By Proposition 3.7,

N = 1
q

d−1X
ℓ=1

Gn
¡
χℓd

¢h
(−1)s+1χℓd(−aB)χ2(B)τspq G1

¡
ηD−2ℓ

2D
¢−χℓd(−aB)G1

¡
η−2ℓ

2D
¢i

.

Since D is (p, r0)-admissible and pr0 + 1 is even, it follows that 2D divides pr0 + 1.

Therefore, Theorem 1.26 and Corollary 1.29 imply that

N =−q
n−2

2
d−1X
ℓ=1

εuℓ+1χℓd(−aB)
h
(−1)sτsχ2(B)εu0(2ℓ+D)+1

0 q+ε2u0ℓ+1
0

p
q

i
+R

=−q
n−1

2 εε0

³
(−1)sτsχ2(B)εu0D

0
p

q +1
´d−1X
ℓ=1

¡
χd(−aB)εuε

2u0
0

¢ℓ+R

=−q
n−1

2 εε0

³
(−1)sτsχ2(B)εu0D

0
p

q +1
´
θd(−aB,εu)+R,

where R is the sum of the terms in the case when the multiplicative caracter is trivial,

i.e.,

R = 1
q

Ã
q

n
2

d/D−1X
j=1

εu jD+1χ
jD
d (−aB)

h
−1+p

q ε2u0 jD+1
0

i!

=−q
n−2

2 ε
d/D−1X

j=1

h¡
εuDχD

d (−aB)
¢ j −ε0

¡
εuDε

2u0D
0 χD

d (−aB)
¢ jpq

i

= q
n−2

2 ε(−1+ε0
p

q )θv(−aB,εu).

Rearranging the terms, we obtain the expression

N = N1q
n
2 +N2q

n−1
2 +N3q

n−2
2 ,

proving the statement. ■
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Theorem 3.22. Assume that B ̸= 0 and d > 2. We denote α1 = θd(−aB,εuε
u0
0 ) and α2 =

θv(−aB,1). If d is (p, r)-admissible, D is even and (p, r0)-admissible, then

N = N1q
n
2 +N2q

n−1
2 +N3q

n−2
2 ,

where

• N1 = (−1)sεε0τ
sχ2(B)

£−εu0
D
2

0 α1 +εu D
2 χ2v(−aB)(1+α2)

¤
,

• N2 = εε0
¡
α2 −α1

¢− (−1)sεu D
2 +1τsχ2v(−aB)χ2(B)(1+α2),

• N3 =−εα2.

Proof. By hypothesis d is (p, r)-admissible and D is even. By Proposition 3.7,

N = 1
q

d−1X
ℓ=1

Gn
¡
χℓd

¢h
(−1)s+1χℓd(−aB)χ2(B)τspq G1

¡
η

D
2 −ℓ
D

¢−χℓd(−aB)G1
¡
η−ℓD

¢i
.

Therefore, since D is (p, r0) admissible

N =−q
n−2

2
d−1X
ℓ=1

εuℓ+1χℓd(−aB)
h
− (−1)s+1τsχ2(B)ε

u0(ℓ+D
2 )+1

0 q+εu0ℓ+1
0

p
q

i
+R

=−q
n−1

2 εε0

³
(−1)sτsχ2(B)ε

u0
D
2

0
p

q +1
´d−1X
ℓ=1

¡
χd(−aB)εuε

u0
0

¢ℓ+R,

=−q
n−1

2 εε0

³
(−1)sτsχ2(B)ε

u0
D
2

0
p

q +1
´
θd(−aB,εuε

u0
0 )+R,

where R = R1 +R2,

R1 =−q
n−2

2
d/D−1X

j=0
ε

u
¡D

2 (2 j+1)
¢
+1
χ

D
2 (2 j+1)
d (−aB)(−1)s+1£−χ2(B)

p
q τs +τsχ2(B)ε

u0

¡
D
2 (2 j+1)+ D

2

¢
+1

0 q
¤

= (−1)sq
n−1

2 εu D
2 +1τsχ2v(−aB)χ2(B)

d/D−1X
j=0

¡
εuDχv(−aB)

¢ j(−1+p
q εu0D j+u0D+1

0 )

= (−1)sq
n−1

2 εu D
2 +1τsχ2v(−aB)χ2(B)

d/D−1X
j=0

£− ¡
εuDχv(−aB)

¢ j + ¡
εuDε

u0D
0 χv(−aB)

¢ j
ε

u0D+1
0

p
q

¤

= (−1)sq
n−1

2 εu D
2 +1τsχ2v(−aB)χ2(B)

£− (1+θv(−aB,εuD))+ (1+θv(−aB,εuDε
u0D
0 ))εu0D+1

0
p

q
¤

= (−1)sq
n−1

2 εu D
2 +1τsχ2v(−aB)χ2(B)(1+θv(−aB,1))(ε

uD
2

0
p

q −1)

and

R2 =−q
n−2

2
d/D−1X

j=1
εu jD+1χ

jD
d (−aB)

h
1−p

q εu0 jD+1
0

i

=−q
n−2

2 ε
d/D−1X

j=1

h¡
εuDχv(−aB)

¢ j −ε0
¡
εuDε

u0D
0 χv(−aB)

¢ jpq
i

=−q
n−2

2 ε
h
θv(−aB,1)−ε0θv(−aB,1)

p
q

i

=−q
n−2

2 εθv(−aB,1)(1−ε0
p

q ).
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Altogether, we have shown that

N = N1q
n
2 +N2q

n−1
2 +N3q

n−2
2 ,

proving the statement. ■
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4
POLYNOMIALS OVER BINARY FIELDS WITH SPARSE

FACTORS

Let Fq be a finite field with q elements, where q is a power of 2. In this chapter we

study the positive integers n for which the irreducible factors of the polynomial

xn −1 over Fq are all binomials and trinomials. In particular, we completely

describe these integers for q = 2,4.

4.1 Introduction

The factorization of polynomials is a classical topic of study in the theory of finite fields,

playing important roles in a wide variety of applications such as coding theory [5] and

cryptography [28]. One remarkable class of polynomials that nicely exemplifies this

applicability is the class of binomials xn −1: each irreducible factor of xn −1 over a finite

field F determines a cyclic code of length n over F (see [47]). The binomials xn−1 naturally

decomposes into a product of cyclotomic polynomials. However, in contrast to the rational

field case, they are usually reducible over finite fields. This makes the factorization of

binomials xn −1 over finite fields a challenging problem. Many authors have explored

the issue of factorizing xn −1 under special conditions [6, 11, 33, 49]. Perhaps, the most

notable result is given in [7], where the explicit factorization of xn −1 over F is given

under the condition that each prime factor of n divides q2 −1, where q is the order of

the field F. Moreover, under this condition, an interesting phenomena occurs: all the
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irreducible factors of xn −1 over F are binomials and trinomials.

Motivated by the results in [7], in this chapter we explore the aforementioned phe-

nomena over binary fields. In other words, given a finite field Fq of even order q, we study

the positive integers n for which the polynomial xn −1 factors into irreducible binomials

and trinomials over Fq. Our main results provide the complete description of such n’s

for q = 2,4. Moreover, for such values of n, the explicit factorization of xn −1 over Fq is

readily obtained. For more details, see Theorems 4.10 and 4.13. The key idea in the proofs

of our main results is to explore the prime numbers satisfying this property, as they

already restrict the possible prime factors of n. Our methods rely on basic combinatorial

arguments, combined with classical results on cyclotomic polynomials and irreducible

trinomials over binary fields.

The chapter is organized as follows. In Section 4.2 we provide a series of auxiliary

lemmas and definitions that are used throughout the chapter. In Section 4.3 we state

and prove our main results.

4.2 Preparation

Throughout this chapter, q is always a power of 2. For an integer n > 1, we recall that

rad(n) denotes the product of the distinct prime factors of n. Moreover, if a,b are positive

integers with gcd(a,b)= 1, ordba is the order of a modulo b, i.e., the least positive integer

u such that au ≡ 1 (mod b). The following definition is extensively used in the chapter

and it will be quite helpful in presenting and proving the results.

Definition 4.1. For a positive integer n, the pair (n, q) is 3-sparse if the irreducible
factors of the polynomial xn −1 over Fq are all binomials and trinomials.

It follows directly by the definition that the pair (1, q) is 3-sparse. We recall the

definition of cyclotomic polynomials over finite fields, specializing to binary fields. For an

odd integer d ≥ 1, the d-th cyclotomic polynomial Φd(x) ∈ Fq[x] is given by the recursive

formula xd −1=
Y
e|d
Φe(x). The following is easily checked.

Remark 4.2. (a) For every positive integers s and n, we have that x2s·n −1= (xn −1)2s
.

In particular, for every s ≥ 1, either both or none of the pairs (n, q) and (2s ·n, q) are
3-sparse.

(b) If (n, q) is 3-sparse and d ≥ 1 is any divisor of n, then (d, q) is 3-sparse.
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In particular, we only need to look at pairs (n, q), where n > 1 is odd. Moreover, the

prime numbers play an important role in the description of the 3-sparse pairs.

4.2.1 Lemmata

Here we present a series of lemmas that are frequently employed throughout this chapter.

Although most of them hold for general finite fields, for simplicity, we state them in the

context of binary fields.

Recall that for a polynomial f ∈ Fq[x], not divisible by x, the exponent (or order) of f
is the least positive integer e such that f divides xe −1. Clearly, if d is odd, Φd(x) has

exponent d. We have the following result.

Lemma 4.3. ([30], Theorem 3.35) Let n be a positive integer and let f ∈ Fq[x] be an irre-
ducible polynomial of degree m and exponent e. Then the polynomial f (xn) is irreducible
over Fq if and only if the following conditions are satisfied:

(i) rad(n) divides e;

(ii) gcd
³
n, qm−1

e

´
= 1 and

(iii) if 4 divides n, then 4 divides qm −1.

In addition, if f (xn) is irreducible, then it has degree mn and exponent en.

The following classical result, due to Swan, concerns about the irreducibility of

trinomials over the field F2.

Lemma 4.4. ([44], Corollary 5) Let n > k be positive integers and suppose that exactly
one of the elements n,k is odd. Furthermore, let r be the number of irreducible factors of
f (x)= xn + xk +1 over F2. Then r ≡ 0 (mod 2) in the following cases:

1. n is even and k is odd, n ̸= 2k and nk
2 ≡ 0,1 (mod 4)

2. n is odd and k is even, k does not divide 2n and n ≡ 3,5 (mod 8)

3. n is odd and k is even, k divides 2n and n ≡ 1,7 (mod 8).

Moreover, the polynomials f ∗(x)= xn + xn−k +1 ∈ F2[x] and f (x) have the same number of
irreducible factors over F2.
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Results like Lemma 4.4 were discovered for fields of odd characteristic [23] and high

extensions of F2. One of them, contained in the following lemma, covers even degree

extensions of F2.

Lemma 4.5. ([48],Corollary 5.1) Let K be an even degree extension of F2. Then every
trinomial of even degree is reducible over K, except possibly for x2d+axd+b ∈ K[x], where
t2 +at+b has no roots in K.

The following result from [7] characterizes the binomial divisors of xn −1 over Fq.

Lemma 4.6. Let t,n be positive integers and let a ∈ F∗q be an element of order M. Then
xt −a divides xn −1 if and only if n is divisible by tM.

Proof. Let α be a root of xt−a. Let suppose that xt−a divides xn−1, then αtM = aM = 1.

Since M is the order of a and αn = 1, we conclude that n is divisible by tM.

Now let suppose that tM divides n. From the fact that αt = a we have that αtM =
an = 1 and this implies that αn = ¡

αtM¢ n
tM = 1. Therefore α is also a root of xn −1 and

xt −a divides xn −1. ■

The following lemma characterizes a special class of irreducible polynomials over F2.

Lemma 4.7. Let t ≥ 3 be an odd integer and let f be an irreducible polynomial over F2

that splits into two t-degree irreducible trinomials over F4 = F2(α). Then there exists a
positive integer k < t such that f has one of the following forms:

Fk,t(x) := x2t + xt+k + x2k + xk +1= (xt +αxk +1)(xt +α2xk +1),

Gk,t(x) := x2t + xt+k + x2k + xt +1= (xt +αxk +α)(xt +α2xk +α2),

Hk,t(x) := x2t + xt + x2k + xk +1= (xt + xk +α)(xt + xk +α2).

Proof. Let σ : F4 → F4 be the F2-automorphism with σ(β) = β2. We observe that σ has

a natural extension for the polynomial ring F4[x] and for simplicity, σ also denotes

this extension. If g(x) = xt +axk + b is one of the irreducible factors of f over F4, then

g ̸∈ F2[x] since f is irreducible over F2. In particular, we have that f (x) = g(x) ·σ(g(x)),

where σ(g(x))= xt +a2xk +b2. Since g is irreducible, it follows that g(1) ̸= 0. The latter,

combined with the fact that g ̸∈ F2[x], implies that g has one of the following forms

{xt +βxk +1, xt +βxk +β, xt + xk +β},

where β=α or β=α2. The result follows from the equality f (x)= g(x) ·σ(g(x)). ■

We emphasize that, since t is odd, the polynomials in the previous lemma are indeed

pentanomials, i.e., there is no monomial cancellation.
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4.3 Main results

In this section we state and prove our main results of this chapter. The following lemma

provides some general information on 3-sparse pairs over binary fields.

Lemma 4.8. Let p be an odd prime, set t = ordpq and suppose that (p, q) is 3-sparse. If
t > 1, the irreducible factors of Φp(x) over Fq are all trinomials. In particular, if q is an
even power of 2, then t = 2 or t is odd.

Proof. Lemma 4.6 entails that, if t > 1, then x−1 is the only irreducible binomial divisor

of xp−1= (x−1)·Φp(x) over Fq. This proves the first statement. For the second statement,

suppose that t is even and q is an even power of 2. It suffices to prove that t = 2. From

Lemma 1.16 and the first statement, we obtain that

Φp(x)= xp−1 +·· ·+ x+1=
ℓY
i

(xt +aixki +bi),

where ℓ= p−1
t , ai,bi ∈ F∗q and 0< ki < t. Comparing both sides of the previous equality,

we conclude that ki = 1 for some 1 ≤ i ≤ l. In particular, it follows that there exists an

irreducible trinomial xt + ax+ b ∈ Fq[x]. Since t is even and q is an even power of 2,

Lemma 4.4 entails that t = 2. ■

We obtain the following corollary.

Corollary 4.9. Let n be odd, let q be an even power of 2 and suppose that gcd(n, q2−1)=
gcd(n, q−1). If the pair (n, q) is 3-sparse, then (n, q2) is also 3-sparse.

Proof. Let p be a prime that divides n. Then (p, q) is 3-sparse and, from Lemma 4.8,

we have that t = ordpq is odd or t = 2. The case t = 2 cannot occur since gcd(n, q−1) =
gcd(n, q2 −1) and so t is odd. In particular, if d is any divisor of n, we have that ordd q
is also odd and so ordd q = ordd q2. Therefore, from Lemma 1.16, the irreducible factors

of xn −1 over Fq coincide with the ones over Fq2. In particular, if (n, q) is 3-sparse, then

(n, q2) is also 3-sparse. ■

We are ready to classify the integers n such that (n,2) is 3-sparse.

Theorem 4.10. Let n > 1 be odd. The pair (n,2) is 3-sparse if and only if n = 3k or
n = 7k for some positive integer k. Furthermore, we have the following factorizations into
irreducible polynomials over F2:
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(i) Φ3k (x)= (x2·3k−1 + x3k−1 +1).

(ii) Φ7k (x)= (x3·7k−1 + x2·7k−1 +1)(x3·7k−1 + x7k−1 +1).

Proof. Let p > 3 be a prime, set t = ordp2 and suppose that (p,2) is 3-sparse. Since p > 3,

we have that t > 2 and so Lemma 4.8 implies that

(4.1) Φp(x)= xp−1 + xp−2 +·· ·+ x+1=
sY

i=1
(xt + xai +1),

where s and a1 < a2 < ·· · < as < t are positive integers. Since p > 3 and t > 2, a comparison

on the monomials appearing in both sides of Eq. (4.1) implies that a1 = 1 and a2 = 2. In

particular, the polynomials xt+ x+1 and xt+ x2+1 are irreducible over F2, hence t is odd.

Lemma 4.4 entails that xt + xt−1 +1 is also irreducible over F2. In particular, the number

of irreducible factors of xt + x2 +1 and xt + xt−1 +1 over F2 are both odd. Since 2 divides

2t, Lemma 4.4 implies that t ≡ 3,5 (mod 8) and t−1 divides 2t. Since t > 2, the latter

implies that t = 3 and so p = 7. In conclusion, if p is an odd prime and (p,2) is 3-sparse,

then p = 3,7. Therefore, if n > 1 is odd and (n,2) is 3-sparse, from Remark 4.2 we obtain

that rad(n) ∈ {3,7,21}. We split the proof into cases:

(i) n = 3k. In this case, Lemma 1.18 entails that

Φ3k (x)=Φ3(x3k−1
)= x2·3k−1 + x3k−1 +1.

Lemma 4.3 ensures that, for every k ≥ 1, the polynomial Φ3k (x) is irreducible over

F2.

(ii) n = 7k. Since Φ7(x)= (x3 + x2 +1)(x3 + x+1), Lemma 1.18 entails that

Φ7k (x)= (x3·7k−1 + x2·7k−1 +1)(x3·7k−1 + x7k−1 +1).

From Lemma 4.3, the latter is the factorization of Φ7k (x) into irreducible polynomi-

als over F2.

(iii) rad(n) = 21. This case cannot occur since we have the following factorization of

Φ21(x) into irreducible polynomials over F2:

Φ21(x)= (x6 + x4 + x2 + x+1)(x6 + x5 + x4 + x2 +1).

■
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We proceed to the characterization of the pairs (n,4) that are 3-sparse. The following

two results are crucial.

Lemma 4.11. Let p > 7 be a prime number, set t = ordp4 and suppose that the pair (p,4)

is 3-sparse. Then every irreducible factor of Φp(x) over F2 equals one of the pentanomials
given in Lemma 4.7.

Proof. Since p > 7, we have that t = ordp4> 2. In particular, since 4 is an even power

of 2, Lemma 4.8 entails that t is odd and all the irreducible factors of Φp(x) over F4 are

trinomials. If we set s = ordp2, we have that s = t or s = 2t. If s = t, Lemma 1.16 entails

that the factorization of Φp(x) into irreducible polynomials over F2 coincides with the one

over F4, hence the pair (p,2) is also 3-sparse.The latter contradicts Theorem 4.10 since

p > 7. Therefore, s = 2t and then, from Lemma 1.16, we conclude that each irreducible

factor of Φp(x) over F2 has degree 2t and splits into two irreducible trinomials over F4,

each of degree t. The result follows from Lemma 4.7. ■

We obtain the following result.

Proposition 4.12. Let p > 7 be a prime such that (p,4) is 3-sparse and set t = ordp4.
Then one of the polynomials F3,t(x), H3,t(x), given in Lemma 4.7, divides Φp(x) and t ≡ 0

(mod 3).

Proof. From Lemma 4.11, there exist sets A,B,C ⊆N>0 such that

Φp(x)= xp−1 +·· ·+ x+1=
Ã Y

a∈A
Fa,t(x)

!
·
Ã Y

b∈B
Gb,t(x)

!
·
ÃY

c∈C
Hc,t(x)

!
,(4.2)

where Fa,t(x), Gb,t(x) and Hc,t(x) are irreducible pentanomials over F2 given in Lemma 4.7.

Our idea is to obtain information on the sets A, B and C by comparing the monomials

appearing in both sides of Eq. (4.2). Since p > 7, we have that t > 3 and the monomials

xi with 1≤ i ≤ 3 appear in the LHS of Eq. (4.2), so the same must hold in the RHS.

We observe that only F1,t(x) and H1,t(x) have the monomial x, hence 1 ∈ A∪C. Since

the product F1,t(x)H1,t(x) does not have the term x, it follows that 1 ∉ A∩C. The latter

implies that the monomial x2 does not appear as a product x · x in the RHS of Eq. (4.2).

Therefore, if s denotes the number of pentanomials in the RHS of Eq. (4.2) having the

term x2, it follows that s is odd. For t > 3, we list all the pentanomials given in Lemma 4.7,

containing term x2:

{F1,t(x),F2,t(x),G1,t(x),H1,t(x),H2,t(x)}.

Since 1 ∉ A∩C, it follows that s < 5 and so s = 1,3. We split into cases.
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(i) s = 1. In this case, since 1 ∈ A∪C, we have exactly two possibilities: {F1,t(x)} or

{H1,t(x)}. In both cases, no monomial x3 is generated by a product x·x2. In particular,

a pentanomial with the term x3 must appear in the RHS of Eq. (4.2). Since t > 3,

we have exactly two pentanomials having the term x3: F3,t(x) and H3,t(x).

(ii) s = 3. Since 1 ∉ A∩C, we have exactly two possibilities

{F1,t(x),F2,t(x),G1,t(x)} or {H1,t(x),H2,t(x),G1,t(x)}.

Since 1 ∉ A ∩C and the monomial x2 appears three times we have exactly six

possibilities: all of them containing exactly one of the polynomials {F1,t,H1,t} and

two more polynomials in the set {F2,t,G1,t,H2,t}. In both cases, the product of the

corresponding polynomials does not produce the term x3. Similarly to the case

s = 1, we conclude that either F3,t(x) or H3,t(x) must appear in the RHS of Eq. (4.2).

For α ∈ F4 \F2, we observe that F3,t(α)= H3,t(α)=α2t+αt+1. For t ̸≡ 0 (mod 3), it follows

that α2t +αt +1= 0. The latter implies that F3,t(x) and H3,t(x) have a root in F4 if t ̸≡ 0

(mod 3), a contradiction with the fact that these pentanomials split into exactly two

irreducible trinomials over F4. Therefore, t ≡ 0 (mod 3). ■

We now describe the pairs (n,4) that are 3-sparse, where n > 1 is odd.

Theorem 4.13. Let n > 1 be odd. Then the pair (n,4) is 3-sparse if and only if n has one
of the following forms:

3k, 5k, 7k, 3m ·5k, 3 ·7k,

where m,k are positive integers. Moreover, for α ∈ F4 \F2, we have the following factoriza-
tions into irreducible polynomials over F4

(i) Φ3k (x)= (x3k−1 +α)(x3k−1 +α2);

(ii) Φ5k (x)= (x2·5k−1 +αx5k−1 +1)(x2·5k−1 +α2x5k−1 +1);

(iii) Φ7k (x)= (x3·7k−1 + x2·7k−1 +1)(x3·7k−1 + x7k−1 +1);

(iv) Φ3m·5k (x)=
2Y

i=1
(x2·3m−1·5k−1 + x3m−1·5k−1 +αi)(x2·3m−1·5k−1 +αix3m−1·5k−1 +αi);

(v) Φ3·7k (x)=
2Y

i=1
(x3·7k−1 +αix2·7k−1 +1)(x3·7k−1 +αix7k−1 +1).



95

Proof. Suppose that p > 7 is a prime such that (p,4) is 3-sparse. From Lemma 4.7 and

Proposition 4.12, it follows that some irreducible factor of Φp(x) over F4 is of the form

x3ℓ+ax3 + b. From Lemma 4.3, such polynomial has exponent divisible by 3, hence 3

divides p and so p = 3. The latter contradicts our assumption p > 7. In particular, if p is

an odd prime and (p,4) is 3-sparse, then p = 3,5,7. Therefore, if n > 1 is odd and (n,4)

is 3-sparse, from Remark 4.2 we obtain that rad(n) ∈ {3,5,7,15,21,35,105}. We split the

proof into cases:

(i) n = 3k. We observe that

Φ3(x)= (x−α)(x−α2).

From Lemma 1.18, we have thatΦ3k (x)=Φ3(x3k−1
). Using the criterion described in

Lemma 4.3, we conclude that the polynomials x3k−1+αi with i ∈ {1,2} are irreducible

over F4 for every k ≥ 1.

(ii) n = 5k. We observe that

Φ5(x)= (x2 +αx+1)(x2 +α2x+1).

From Lemma 1.18, we have that Φ5k (x)=Φ5(x5k−1
). Using the criterion described

in Lemma 4.3, we conclude that the polynomials x2·5k−1 +αix5k−1 +1 with i ∈ {1,2},

are irreducible over F4 for every k ≥ 1.

(iii) n = 7k. In this case, ord7k2= ord7k4= 3 ·7k−1. From Lemma 1.16, the factorization

of Φ7k (x) into irreducible polynomials over F2 coincides with the one over F4. The

result follows from Theorem 4.10.

(iv) rad(n)= 15. We observe that

Φ15(x)=
2Y

i=1
(x2 + x+αi)(x2 +αix+αi).

Moreover, from Lemma 1.18, we have that Φ3m·5k (x) = Φ15(x3m−1·5k−1
) and ap-

plying the criterion described in Lemma 4.3, we conclude that the polynomials

(x2·3m−1·5k−1 + x3m−1·5k−1 +αi)(x2·3m−1·5k−1 +αix3m−1·5k−1 +αi) with i ∈ {1,2}, are irre-

ducible over F4 for every k,m ≥ 1.

(v) rad(n)= 21. We observe that

Φ21(x)=
2Y

i=1
(x3 +αix2 +1)(x3 +αix+1).
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Lemma 1.18 implies that Φ3·7k (x)=Φ21(x7k−1
) and, using the criterion described in

Lemma 4.3, we conclude that the polynomials x3·7 j−1 +αix j·7k−1 +1 with i, j ∈ {1,2},

are irreducible over F4 for every k ≥ 1. However, if 63 divides n it follows that Φ63(x)

is a factor of xn −1. We directly verify that the irreducible factors of Φ63(x) over F4

are not all binomials and trinomials and so (n,4) is not 3-sparse.

(vi) rad(n) = 35,105. In this case, Φ35(x) is a factor of xn −1. We directly verify that

the irreducible factors of Φ35(x) and Φ105(x) over F4 are not all binomials and

trinomials and so (n,4) is not 3-sparse.

■

The possible values for n such that the binomial xn−1 splits into irreducible binomials

and trinomials over Fq in the cases q = 2 or q = 4 are describe in the following table.

Table 4.1: Polynomials that are 3-sparse for q = 2 or q = 4
m,k are positive integers

q n Factorization of Φn(x)
2 3k Φ3k (x)= (x2·3k−1 + x3k−1 +1)
2 7k Φ7k (x)= (x3·7k−1 + x2·7k−1 +1)(x3·7k−1 + x7k−1 +1)
4 3k Φ3k (x)= (x3k−1 +α)(x3k−1 +α2)
4 5k Φ5k (x)= (x2·5k−1 +αx5k−1 +1)(x2·5k−1 +α2x5k−1 +1)
4 7k Φ7k (x)= (x3·7k−1 + x2·7k−1 +1)(x3·7k−1 + x7k−1 +1)

4 3m ·5k Φ3m·5k (x)=
2Y

i=1
(x2·3m−1·5k−1 + x3m−1·5k−1 +αi)(x2·3m−1·5k−1 +αix3m−1·5k−1 +αi)

4 3 ·7k Φ3·7k (x)=
2Y

i=1
(x3·7k−1 +αix2·7k−1 +1)(x3·7k−1 +αix7k−1 +1)
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5
CONCLUDING REMARKS AND FURTHER RESEARCH

In this chapter we present some comments on future research works that naturally

arises from the topics in this thesis.

5.1 Quadratic forms and affine rational points of
Artin-Schreier curves

In Chapter 2 we studied the number of affine rational points of Artin-Schreier curves of

the type

CF,λ : yq − y= xF(x)−λ,

for F a Fq-linearized polynomial and λ ∈ Fqn . We note that in Theorem 2.13 we deter-

mined the number of affine rational points in F2
qn when F(x) is an Fq linearized and such

that g(x) = gcd( f (x), xn −1) is self-reciprocal, where f is the associated to F. We then

have two problems:

Problem 5.1. Determine Nn(CF,λ) when F(x)= xS(x)+Tr(x) where S(x) is a Fq-linearized
polynomial.

Problem 5.2. Determine Nn(CF,λ) when g is not self-reciprocal.

In [27], the authors show that the number of monic irreducible polynomials in Fq[x]

of degree n and with the first and third coefficients prescribed is related to the number
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of affine rational points of the curve

yq − y= x2q+1 − xq+2,

in Fqn . Then, we have the following problem.

Problem 5.3. Determine Nr(CxFG) when F,G ∈ Fq[x] are Fq-linearized.

5.2 The number of rational points of a class of
superelliptic curves

In Chapter 3 we studied the number of Fqn-rational points of the superelliptic curve

determined by

Xd,a,b : yd = axTr(x)+b,

for suitable values of d and a ∈ F∗qn ,b ∈ Fqn in odd characteristic. For this type of curves

we have the following problems.

Problem 5.4. Determine the number of Fqn-rational points of Xd,a,b in even characteristic.

Problem 5.5. Determine another quadratic form Q such that we can compute the number
of Fqn-rational points of the superelliptic curve

XQ : yd =Q(x).

Problem 5.6. Determine a family Q of quadratic forms such that is possible to calculate
the number of Fqn-rational points, or give bounds for this number, of the curve

yd =Q(x), for Q ∈Q.

5.3 Polynomials over binary fields with sparse factors

In Chapter 4 we have described the integers n such that the binomial xn −1 splits into

irreducible binomials and trinomials over Fq, where q = 2,4. We have also provided some

minor results for generic powers of 2. We propose the following problem.

Problem 5.7. Describe the 3-sparse pairs (n, q), where q > 4 is a power of two.
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We believe that the methods employed here for q = 2,4 are not sufficient to explore

Problem 5.7 in its great generality, but it can be helpful for small q (e.g., q = 8,16).

The case of even characteristic is more treatable since we have strong results on the

irreducibility of trinomials over binary fields. Nevertheless, we have seen that prime

numbers are crucial in the study of 3-sparse pairs. So exploring the primes p such that

(p, q) is 3-sparse, where q is odd, could be interesting. In this context, we propose the

following problem.

Problem 5.8. Let q be a prime power. Prove or disprove: the set of prime numbers p such
that (p, q) is 3-sparse is finite.

In the context of Problem 5.8, Lemmas 1.16 and 4.6 imply that if gcd(p, q) = 1,

t = ordpq > 1 and (p, q) is 3-sparse, then Φp(x) = xp−1 + ·· · + x+1 splits into s := p−1
t

irreducible trinomials over Fq. In particular, if Cq,t is the number of distinct t-degree

monic irreducible trinomials over Fq, we have that Cq,t ≥ s and so t ≥ p−1
Cq,t

. We have the

trivial bound s ≤ Cq,t ≤ (q−1)2 · (t−1), but we may need something more precise. On the

other hand, the product of s trinomials generates at most 3s distinct monomials, hence

3s ≥ p and so t ≤ p−1
log3 p . In conclusion,

p−1
Cq,t

≤ t ≤ p−1
log3 p

A more detailed account into the possible central monomials appearing in the trinomial

factors of Φp(x) over Fq could be helpful in providing sharper bounds on s.
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