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Abstract

We have proposed a new method for quantum state reconstruction, called quantum
ptychography. This method is based on an analogy with ptychography, a method for phase

retrieval in classical optics.

The main advantage of quantum ptychography, when compared to other methods
for quantum state reconstruction, is its experimental simplicity: it uses measurements in
a single basis, while using intermediate projectors to achieve data diversity; on the other
hand, usual methods require measurements in several different bases. By not using many
bases, quantum ptychography allows simpler experimental setups. This greater simplicity
might be especially invaluable in a context of material scarcity, such as brazilian science
has been facing in the recent years. Quantum ptychography is also flexible regarding the

intermediate projectors, which allows for the experimenter to customize it to their needs.

We have studied the method extensively in the context of pure state reconstruction.
We have shown its equivalence to an alternating gradient search, allowing a mathematical
understanding of how the method works. We have made numerical simulations of its
reconstructions, using realistic amounts of noise, and showed that its reconstructions are
excellent. We have also made an experiment with slit qudits to test its performance, and

again attained very satisfactory results.

As it was with classical ptychography, there are many improvements that quantum
ptychography could see. We have also generalized it for mixed states and obtained
encouraging preliminary results. With this and other advances, we hope that quantum

ptychography can become a useful tool for quantum information.

Keywords: quantum state reconstruction, ptychography, phase retrieval.



Resumo

Nés propusemos um novo método para reconstruir estados quanticos, chamado pticografia
quantica. Esse método se baseia em uma analogia com a pticografia, um método de

reconstrugao de fase na Optica classica.

A principal vantagem da pticografia quantica, quando comparada a outros métodos
de reconstrucao de estado, é sua simplicidade experimental: ela usa medidas em uma tinica
base, ao passo que projetores intermediarios sao usados para se conseguir a diversidade de
dados necesséria; por outro lado, os métodos usuais requerem medidas em diversas bases
diferentes. Ao nao usar diversas bases, a pticografia quantica permite que as montagens
experimentais sejam mais simples. Essa maior simplicidade pode ser especialmente valiosa
no contexto de escassez material, tal qual a ciéncia brasileira vem enfrentando nos ultimos
anos. A pticografia quantica também é flexivel com respeito aos projetores intermedidrios,

0 que permite ao experimentador ajusta-la as suas necessidades.

Noés estudamos esse método a fundo no contexto da reconstrucao de estados puros.
Nos mostramos a sua equivaléncia a uma busca por gradientes alternados, o que permite
um entendimento matematico do seu funcionamento. Fizemos simulagoes numéricas de
suas reconstrucoes, usando niveis realistas de ruido, e mostramos que suas reconstrugoes
sao excelentes. Também fizemos um experimento com qudits de fenda para averiguar a

sua performance, e novamente obtivemos resultados muito satisfatorios.

Assim como a pticografia classica, a pticografia quantica é passivel de diversos
avancos. Nos também a generalizamos para estados mistos e obtivemos resultados prelimi-
nares encorajadores. Com esse e outros desenvolvimentos, nds esperamos que a pticografia

quantica possa se tornar uma ferramenta util na informacao quantica.

Palavras-chave: reconstrucao de estados quanticos, pticografia, reconstrugao de fase.
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Chapter 1
Introduction and Motivation

The purpose of this thesis is to explain a method we proposed to solve the task of quantum
state reconstruction. It has an interesting analogy with ptychography, a method devised
to reconstruct wavefronts. But before diving into the details, we would like to motivate
the task that it performs. And, to that end, nothing could be better than a short story

involving quantum computers and the fate of humankind.

1.1 Colonizing exoplanets with the aid of quantum

computers: a motivational story

Imagine that, in a near future, humanity is planning to populate a planet that happens
to be about the size of Mars. Because of its gravity and temperature, its atmosphere is
mainly constituted by carbon dioxide. Consequently, the colonies will need to use plants
to generate oxygen and make breathable air. However, its atmospheric conditions and
orbiting-star spectrum result in very little blue and red light reaching its surface: only
green light is appreciably present. Consequently, photosynthesis would be hindered to the

point where sustaining the colony would be impossible.

A plan is set to research molecules similar to chlorophyll, but optimized to harbor
energy from the light at the planet’s surface. The colonies could then use genetically-
modified plants with that molecule to sustain themselves. Since simulating big molecules
is a hard task for classical computers, a quantum computer is set to simulate the behavior
of candidate molecules. It simulates the dynamics of each molecule when illuminated

with the spectral composition found in the planet. By the end of each simulation, its
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quantum memory holds the final state of the molecules, and enables the assessment of its
photosynthetic efficiency. In order to read that information, however, it is necessary to

reconstruct the state of its quantum memory.

By carrying these numerical simulations, several interesting molecules are found.
Further studies and experiments finally arrive at an ideal molecule, and genetically-
modified plants are prepared and sent together with the human crew to the colony. The

stories of the settlers, their discoveries and hurdles are subject for another day, though.

This story illustrates how the task of reconstructing quantum states is fundamental
for quantum technologies. Quantum computers can help us solve problems that ordinary
computers cannot. But we need to read their results by the end of each computation, after
all.

Because it is a costly task, there are quantum algorithms that are designed to
avoid state reconstruction by encoding the solutions into the output basis. This is only
feasible in problems where the output is discrete, though, and other problems, such as
quantum simulation, cannot benefit from this trick!. Furthermore, irrespective of the
problem, during the setup of a quantum computer, state reconstruction is a valuable tool

to check if each part is performing as it should.

The costly aspect of quantum state reconstruction comes from the fact that it
requires the probability distribution of several observables, and for that we need to
accumulate the results of many different measurements. We must therefore prepare, evolve
and measure the system several times. This is not strictly forbidding though, and some
systems can carry these processes quite fast (for example, Google’s Sycamore quantum
processor can sample a 53-qubit circuit 5000 times per second [1]). Most systems are not

as fast, however, and reconstructing states remains a significant burden.

As could be expected, being such a fundamental problem, quantum state recon-
struction has already been solved. In fact, there are several methods that have been
proposed. Usually, the approach is to devise an informationally-complete set of operators,
and then implement them in the laboratory. We feel that this method, though natural
from the logical point of view, might not always arrive at the simplest operators, from the
experimental point of view. There is, therefore, opportunity for improvement, and it is in
this sense that our work brings a contribution. The method we devised has the advantage

of demanding simpler experimental setups, as we will see.

'If the quantum system is too large, reconstructing it can become a hopeless task. This is only feasible
in smaller computers.
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1.2 Thesis overview

This thesis is organized in the following manner:

e chapter 2 will review the quantum state reconstruction problem, along with methods

which have already been proposed in the literature to solve it;

e chapter 3 will cover the analogy between the reconstructions of quantum states
and classical wavefronts, and also present two methods to solve the latter, which

served as starting points to our work;

e chapter 4 presents the method we proposed for the pure state case, its key results

and compares it to other methods;
e chapter 5 shows the experimental results we obtained for our method;

e chapter 6 discusses future perspectives for the method we proposed; we highlight
the preliminary results we obtained regarding its generalization to mixed quantum

states;

e and finally, chapter 7 presents the conclusions of this thesis.

1.3 Prerequisites

We assume the reader to be familiar with the subjects of quantum mechanics and, to a
lesser extent, classical wave optics. Quantum states (pure and mixed) and observables will
be pervasive throughout the thesis, and we point the reader to reference [2] in case they
are not familiar with them. Regarding classical optics, we recommend at least some degree
of familiarity with Fourier optics and diffraction, and leave reference [3] as suggestion for
those who need to get acquainted with this subject. Finally, the reader should also be
familiar with gradient descent optimization, the Fourier transform, and elementary linear

algebra, which can be found in many standard calculus textbooks.
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Chapter 2
Quantum state reconstruction

Before we delve into the quantum analogue of ptychography that we proposed, we need to
formulate quantum state reconstruction more precisely. This will be done in section 2.1.
Then we shall briefly review some methods that have been proposed in the literature
in section 2.2. Subsection 2.2.1 will focus in methods for general/mixed states, while

subsection 2.2.2 will focus in pure states.

2.1 Problem formulation

Reconstructing a quantum state is a challenge that we have to tackle indirectly. This is
because detectors cannot measure phases, only amplitudes. The process of reconstruction
therefore demands several observables to be measured, in a process that might resemble
the inference of the shape of an object from the shadows it casts from different angles of

illumination (as illustrated in figure 2.1).

Just as different angles of illumination can make shadows that capture distinct
features of an object, different observables can help us capture different features of a

quantum state. For a general state, p, the expected value <O> of an observable O is
(0) = Tr (Op) . (2.1)

The quantum reconstruction problem can hence be posed as following: given a set of

known observables {Ok}ke & (where K is just a set of indexes), and their expected values
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Figure 2.1: An analogy for quantum state reconstruction. An experimenter il-
luminates an unknown, “cloudy” object, from several angles and observes its shadows.
After some pondering, they infer the object’s three-dimensional shape. In this analogy
with quantum state reconstruction, the cloudy object corresponds to the quantum state,
the shadows to distributions of physical observables, and casting light to performing
measurements. The object is “cloudy” in the sense that it is not directly observable. This
figure used excerpts from reference [4]

{(O1) }rex, find the state p such that
Tr (Okﬁ) —(0)) (VEeK) . (2.2)

Since we need to measure several expected values, we will need to prepare many copies of
the state.

An interesting example of quantum state reconstruction is that of qubit states with

the Pauli operators [5]. By measuring the expected values of the operators {6, 06,,5,},
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we can reconstruct the state of a qubit system with the expression [6]
p=51+5[(02) 62+ (6,) 0y +(6:) 0] (2.3)

In this example, the operators {Ok} — in this case, {6,,0,,6.} — correspond to physical
quantities. It is also possible, however, to use other operators, such as the projectors on the
eigenstates of those quantities. In fact, in an apparatus that uses projective measurements,
this is what usually takes place. The first procedure leads to assessing the entire probability
distribution of the physical quantity being measured, not just the average. The second

approach is equivalent to measuring the amplitudes of the state in a given basis.

It is possible to recast the state p and the operators O as column vectors 0
and 6k, and by doing so it can be shown that the trace of the product of p and O
corresponds to the usual inner product of their vector counterparts. By doing this, the set

of equations (2.2) can be condensed in a single matrix equation:

(On)
O 0. ||7p=1] : — Mp=0 |, (2.4)
(On)

with the matrix M aggregating the measurement operators in its columns and the vector
o aggregating the expected values. When M is invertible, the solution p' is unique. In this
case, we call the measurement set informationally complete'. Although this is a desirable
property, it does not guarantee that the measurement set will yield good reconstructions

for all states?®.

!Informational-completeness and invertibility are not equivalent. For example, we could have an
overcomplete set of measurements that yields a non-square matrix M, which is therefore non-invertible,
but is still informationally complete. The interested reader can look into the topic of generalized inverse
matrices.

2 Another desirable property is that the eigenvalues of the measurement matrix M are not very small.
If we further change equations (2.4) to the basis of eigenvectors of M, we get

A1

On

where \; are the eigenvalues of M and o; are the components of the vector of expected values, in the basis
of eigenvectors of M. Because of the change of basis, the components o; will not equal the expected values
(OZ> Therefore, if one of the eigenvalues is small, even a small error in the corresponding measurement
would be amplified and result in a bad reconstruction.
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The first method that comes to mind for solving equation (2.4) is to find the inverse
of M and simply multiplying it on both sides. This method is called linear inversion, and
though simple, it usually finds non-physical solutions. Because of experimental errors in
the measurements of the expected values (Ok> (due to statistical fluctuations, systematic
errors in the setup or errors of any other kind), this method will usually give as result a
solution p* which is close to p, but not exactly equal. And since the set of trace-one, positive
matrices is zero-measured in the space of complex matrices, p* will have non-physical

features such as eigenvalues with non-vanishing imaginary parts.

Another important aspect to consider is the number of measurement outcomes
that is necessary to reconstruct the state. Resorting again to the vector picture of the
operators (2.4), we can argue that if the measurement set that we chose can determine
any state, then the rows of the measurement matrix M must span the entire operator
space. Therefore M must have at least d? rows, which means that we would need at least

d? measurement outcomes.

Besides linear inversion, many methods have been proposed to solve the state
reconstruction problem, each having their own advantages and disadvantages. Let us now

see some of them.

2.2 Overview of reconstruction methods

In this section we shall briefly overview several methods that have been proposed in the
literature. We will not focus so much in the details of each method, as the interested
reader would be much better served with the actual papers in which each method was
proposed (and which can be found in the references). Our primary interest is in describing
the requirements of each method, so we can later compare quantum ptychography with
them.

2.2.1 General state reconstruction

Maximum likelihood estimation

The Maximum Likelihood approach [6] resorts to modelling the probability that any state
would result in the measured values, and picking the most probable. Let us assume that

the experiment employs projective measurements — that is, the observables Oy it uses are
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projectors on eigenstates of several observables — so that, by the end of the experiment,
we have a collection of outcome counts. The number of counts n; that we will have for an
outcome O, follows a Poisson distribution. If the expected number of counts were N;, and
if we further approximate the Poisson distribution by a Gaussian distribution (which is a
good approximation if we are in a large-number regime), then the probability that there
will be n; counts is
_y=np?

p(m|N;) =Ce 29— (2.6)

where C' is a normalization constant. Furthermore, if we were to perform the measurement

N times, a state p would yield the outcome O, a number N, of times given by
N, = N'Tr (ﬁé,) . (2.7)

If we admit that the measurements of the different quantities are statistically indepen-
dent, then the probability that the experiment will result in the collection of counts

(ny,ng,...,ng) =1 is

_1 (n—N)?
plilp) = [ [ plulNy) = 722 750 (2:8)
l

The probability (2.8) can be used to find the state that would most probably
result in the collection of counts 7. Instead of maximizing the probability (2.8), it is

computationally easier (and equivalent) to minimize the likelihood function

o R

which is just the argument to the exponential function. One approach to solve this
optimization problem is to parametrize the set of operators that satisfy the conditions to
represent a quantum state (positive-semidefiniteness, unit trace), and optimize (2.9) with

respect to those parameters.

This method is used often and yields good results, but it has the disadvantages

of being computationally demanding and not scaling efficiently with the state-space

dimension?.

3In reference [7], in which the authors perform the tomography of a system with 8 trapped-ion qubits,
the computational step took weeks [8].
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Simple correction and forced purity

Perhaps the simplest method to treat the solution found via linear inversion is to correct
its eigenvalues, so that they satisfy the desired properties. We could drop their imaginary
parts, and set their real parts to zero in case they are negative. If one knows to be working
with pure states (which are rank-one operators), it is possible to further replace the

greatest eigenvalue with 1 and set all others to zero.

This approach is fast and simple, but does not yield good results for all states. In
particular, reference [9] shows that these methods give good results for pure states, but
for other states the reconstructions have low fidelity. The advantage of these methods is,

of course, the smaller computational effort.

Compressed sensing

In general, if one has prior information about the state that is being reconstructed (for
example, that it is a pure state), it should be possible to narrow down the search space,

and thus make for an easier search.

In reference [8], the authors show that, for rank-r, d-dimensional states, it is
possible to achieve good reconstructions (with a high success probability) using only

O(rdlog® d) n-qubit Pauli operators. These operators have the form
Ai=Q)o; (2.10)
j=1

where each ¢; is one of the Pauli operators, {1,6,, Gy,0,}. There are 4" = (27)? = d?
such operators, but only m = crdlog® d of them (where ¢ is a sampling ratio that can be
chosen) must have their average value determined. This brings a relevant advantage if the

reconstructed state is expected to be of low rank.

2.2.2 Pure state reconstruction

For some applications of quantum information, it suffices to use pure states. For example,
there are quantum algorithms that are originally formulated with pure states [10-13],
and there are models of quantum computation, such as quantum circuits [14] and cluster

states [15], that use pure states. Therefore, it makes sense to search for reconstruction
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methods that are specific to this context, as they will generally be faster and simpler,

though not general.

Minimum requirement on the number of measurements

In reference [16], the authors show that a Positive Operator-Valued Measure (POVM?)
with 2d — 1 measurement outcomes is not sufficient to reconstruct pure states of dimension
d, in the sense that it does not single out a unique state. They also construct a general
POVM with 2d measurement outcomes that is sufficient, though it would not be good in
realistic (and noisy) conditions, and thus only serves as a theoretical construct to show
that POVMs with 2d measurement outcomes are informationally complete for pure states®.
This sets a lower bound on the number of measurement outcomes needed to reconstruct
pure states, and we can expect the required number to grow linearly with d (as opposed

to quadratically for mixed states).

Adaptive measurements with Gell-Mann bases

Reference [18] shows a method that uses up to 5d measurement outcomes. It consists of

projective measurements in four different bases, which are built upon the SU(d) group

4POVMs are the most general kind of measurement in quantum mechanics. They are needed to
represent, for example, the effect on a subsysteIn of a projective measurement on the entire system.
Mathematically, a POVM is a set of operators {O1, ..., O} that satisfy the following conditions:

1. each operator Ok is positive-semidefinite,

2. they all sum to the identity operator: Zj 0; = 1.

Sometimes, the POVM elements (that is, the operators Oj) are called POVMs. Though this is not really
correct, the context usually makes clear which the author is referring to (the set or the operators).

While the POVM represents a measurement, each of its elements represents a possible outcome. To
illustrate what a POVM is, lets us say we were to measure some physical quantity, say the spin of a
particle in a given direction. We could use the spectral theorem and decompose the quantity into its
eigenvectors and eigenvalues, and we also know that the eigenvectors would form a complete basis on
the state space (since the quantity is a hermitian operator). The projectors onto the eigenstates would
each correspond to a possible outcome of our measurement, and their sum would amount to the identity
operator (since they form a complete basis). Therefore, they constitute a POVM.

°For higher dimensions, the lower bound is even higher. In reference [17] (proposition 1), the authors
show that 3d measurement outcomes are still not enough for d > 9.
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generators previously studied by Gell-Mann [19]. Namely, the four bases are

By =A{]2v) +|2v+1)} (

By ={]2v) +i|2v+ 1)} (

By ={]2v+1) £ |2v +2)} |, (2.13

By={]2v+1)xil2v+2)} | (
where v € [O, [%H and d > 3. If d is odd, then |d) is also included in all the bases. These
measurements then lead to a set of equations that can be solved recursively, yielding the

components of the reconstructed state.

The recursive equations do have a mathematical shortcoming, though: they do
become indeterminate if the reconstructed state has non-consecutive vanishing components.
However, the set of states for which this happens has a measure of zero in the set of all
states®, so that this situation would not occur in practice. The authors did formulate a
work-around, though, which is to make an initial measurement in the computational basis,
and in case the state is verified to fall under this unfortunate category, apply the method
to the subspace of the non-vanishing components. In this approach, the measurement

bases are not strictly defined prior to the measurements, though.

Therefore, this method usually requires 4d measurement outcomes to reconstruct
the state, but might require 5d if the adaptive approach is to be used (i.e., the one using

the aforementioned workaround).

Phase-stepping interferometry

In reference [20], the authors propose a method based in another optical phase-retrieval
technique, called phase-stepping interferometry. It uses a phase reference that is interfered
with the other parts of the signal at phase steps of 7. From the interference amplitudes, it

is possible to determine the phase of the unknown part of the signal.

The authors show that the quantum analogue of phase-stepping interferometry

can be achieved with projections on the states

1
V2

6The measure of a set can be though as its n-dimensional volume (if we picture it as embedded in an
n-dimensional space). A zero-measured set is thus similar to a curve or a hyper-surface (or, perhaps, a
countable union of them) with dimension smaller than the space it is embedded in.

1wy = [0) + ™ VD2 1] (2.15)
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where £ = 1,2,3 and k = 0,1,...,d — 1. The projections of the state |1)) = 3 %0 ¢, |j) to

be reconstructed are =
() 2 = pf) = % [leol + lexl?] + R (cocpei™0-1/2/2) (2.16)
From these equations, we can arrive at
\/56002 = (pgk) — pék)> +1 (pgk) — pé’“) , (2.17)

and with the additional projection (0[¢)), we are able to assess ¢y and solve the set
of equations and reconstruct [¢)). The authors mention that it is benefical to include
measurements on the whole computational basis in order to certify the purity of the state.
The set of equations becomes indefinite for states where ¢y = 0, and the method would

not work for them. These states also form a zero-measured set, though.

The authors also show an experimental implementation and collect many recon-
struction results for d = 14. The donwside of their implementation was that they used an
extra dimension as the phase reference. This effectively embedded the state in a d + 1

dimensional state, and this resource might not be feasible for some experimental contexts.

Taking into account the measurements in the computational basis, this method

amounts for a total of 4d — 3 measurement outcomes.

Semidefinite programming with orthogonal-polynomials bases

Finally, reference [21] shows how to construct five informationally-complete bases from
any sequence of orthogonal polynomials. Their work is especially interesting as it brings

general theorems on reconstruction schemes, besides their own method.

From a sequence (p,,)22, of orthogonal polynomials, where each p,, is a polynomial
of degree n, the authors pick the first d polynomials, and also the roots of p; and py_1,

which we will denote by z; and ys, respectively:

pa(z;) =0, 7=0,1,...,d—1 (2.18)
pd_l(yk):(), kZO,l,...,d—Q . (219)

They take advantage of the fact that the roots of p; are not roots of p;_1, and choose a
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real o such that €/ ¢ R to construct the family of 4d vectors

v; = [po(a;), pi(a;), - s par ()] (2.20)
0]2- = [po(z;), e *pi(zy), ..., € (d_l)apd_l(:z:j)] (2.21)
v3 = [po(y;), p1(y;)s - - -, Pa—2(y;), 0] (2:22)
U;‘l - [pO(yj)a ei Oépl (yj)7 ce vei (d_2)apd—2(yj)7 0} (2'23)
(2.24)
with j = 0,1,...,d — 1. These families are then normalized and aggregated in four
measurement bases,
vk
By={ -t k=1,234 , (2.25)
[|v5 ]

and the bases are finally completed with the computational basis. In their simulations,

the authors chose the Chebychev polynomials of the second kind, and o = 7/d.

The authors then use the measurements on these bases to reconstruct the unknown
state via semi-definite programming’. Their method entails, therefore, 5d measurement

outcomes to reconstruct a state

2.3 Chapter summary

We have seen the formulation and several methods for quantum state reconstruction, both
in the general and pure state case. General state reconstruction needs d? measurement
outcomes, while the pure state case requires at least 2d measurement outcomes. In practice,
current pure state methods in the literature have been using around 4d or 5d measurement
outcomes. And, in general, different methods resort to different bases on which projective

measurements are to be made.

7 Semi-definite programming problems are a class of convex optimization problems, where the optimized
function is linear and the search space is an intersection of the space of positive semidefinite matrices
with affine spaces. Because of its convex nature, there are many efficient algorithms to solve it that are
commonly implemented in numerical libraries [22—-26]
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Chapter 3
Classical wavefront reconstruction

In this chapter, we will show how to formulate pure quantum state reconstruction as a
phase retrieval problem (section 3.1), and then we will study how this problem was first
solved in the context of classical optics (section 3.2). We will then see the shortcomings of
this approach, and then present a more modern approach called ptychography (section 3.3),

which we have adapted to the quantum reconstruction context.

3.1 Pure quantum state reconstruction as a phase

retrieval problem

Let us consider the reconstruction of states in a discrete, d-dimensional Hilbert space Hy. A
pure quantum state |¢) in ‘H, can be written in the computational basis {|0),...,|d — 1)}

as

) =S clk) (3.1)

and reconstructing it amounts to assessing all of its complex coefficients ¢;. In special, if we
were to make measurements in the computational basis, they would give us the amplitudes
of the coefficients. In order to reconstruct [¢), we would only be lacking knowledge of

their phases.

It is not easy, however, to formulate a hermitian operator that would measure the
phases of an arbitrary state directly. In fact, for any observable that we come up with,

the probability distribution of its outcomes would be given by the squared amplitudes of
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6=0 ¢ = 3/d

—IEl
envelope

(lEl ‘(a.u.l)

Position (a.u.) Position (a.u.)

Figure 3.1: Double-slit diffraction pattern. The vertical axis shows the amplitude of
the electrical field in the double-slit diffraction. The relative phase ¢ between the slits
displaces the oscillatory pattern inside the amplitude envelope.

1’s coeflicients in the basis of its eigenstates. Therefore, the measurements would not give
us the desired phases, at least not directly. How, then, could we infer the phases of the

components of |¢)?

We must somehow cast the phase information into amplitude information. The
reader might recall, at this point, that the amplitudes of the Fourier transform of a
function depend on its phases. To make this fact more concrete, let us remember the
double slit diffraction: when illuminated with the same intensity by a coherent source,
the two slits produce a diffraction pattern consisting of a sinc envelope! and a sinusoidal
oscillation (which is the Fourier transform of the double slit aperture function). By giving
a phase to one of the slits (relative to the other), we can translate the oscillations inside
the envelope, as depicted in figure 3.1. Conversely, it should be possible to infer the relative

phase between the slits from the displacement of the oscillations in the diffraction pattern.

This fact leads to the following formulation of the phase retrieval problem [27],

which can be stated both for continuous and discrete functions:

!The sinc function, which stands for sine cardinal, is usually defined as

sine(x) = sin}fx) ,

though there are other conventions that can be found in the literature.
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Phase-retrieval problem:

Given:

e the modulus of a (discrete) function |f(x)|
e the modulus of its (discrete) Fourier transform |F'(u)]

determine the function f(z).

Although we could use other transforms for this purpose, the Fourier transform is
the most prevalent in the literature, perhaps because of the relative ease to implement it

in optical experiments.

It is not simple, however, to directly derive the desired phases from these amplitude
measurements. As we will see later, it is even possible that the measurements are consistent
with more than one solution. Still, it is possible to find the phases corresponding to a given
set of measurements numerically. The method to do so was first developed by Gerchberg

and Saxton [27], and we shall study it next.

3.2 Standard phase retrieval: the Gerchberg-Saxton

algorithm

The Gerchberg-Saxton algorithm [27] (GSA) was originally proposed in the context of
electron microscopy, and soon found application in other imaging problems. Their approach

was, perhaps, the simplest thing one could try.

But before we delve into the algorithm itself, let us quickly describe the physical
situation during a microscopy. Imagine that there is a small, microscopic sample which
we wish to image, such as some cells in a slide or a thin film. To this end, we can
impinge a plane wave on it. The object will transmit the plane wave, but will also alter
its amplitude and phase profiles. This will alter its diffraction pattern as well. If we could
then reconstruct the wavefront immediately after the sample, we could image the object
itself.

Imagine then that we had intensity measurements of the transmitted wave and of
its diffraction pattern, giving us |f| and |F|, respectively. If we were to assign a random

phase profile to f, chances are that we would not guess them correctly, since there are so
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many possible profiles. Moreover, we would be able to tell that we had a wrong guess, as
the diffraction pattern of this “estimate” would not match the measured intensities |F|. We
could, however, correct these amplitudes by imposing the measured intensities. By doing
so, we are creating a new estimate which has a different diffraction pattern, compared
to the previous, and consequently different phases — we have corrected the phases at the
object domain?. Now, this new estimate probably does not have the correct amplitudes in
the object domain, but we can make a similar correction using the measurements of |f|.
Iterating over this procedure, we will hopefully arrive at the correct function f. This is

the procedure that Gerchberg and Saxton proposed:

Gerchberg-Saxton algorithm:

Given the measurements of |F| and |f|:

(i) make an estimate ¢(x) of the phases in the object domain, then build an

estimate g of the function f:

g(z) = | f(z)]e®;

(ii) take the Fourier transform G of the estimate g:

Gu) = Flg] = |G (u)]e"™;

(iii) correct the amplitudes of the Fourier transform G, keeping its phases:
G'(u) = |F(u)]e™™;

(iv) take the inverse Fourier transform of G’ to arrive at a new estimate ¢’ of f:

() = F G =1g' (@)} .

The phases ¢'(x) of ¢'(z) from step (iv) can be used as the phase estimate ¢(x) in

step (i). The steps are repeated until some stop criterion is met.

The GSA is also illustrated in figure 3.2. In their article [27], Gerchberg and

2Following the nomenclature in optics, we will refer to the domains of f and F as object and Fourier
domains, respectively.
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Initial phase estimate

|

9(@) = (@) i G(u) = |G(u)|e®
impose | f]| impose | F|
"(z) = |g(z)]e®® () = | F(u)|e®)

¢() = |g(@)le ——ew = 1Fle

Figure 3.2: Gerchberg-Saxton iterative algorithm. This diagram shows the steps
and the looping flowchart of this method.

Saxton have proved that this algorithm has a weak convergence property: each iteration
of the algorithm will not increase the overall errors® of the estimate. Their proof relies on
Parseval’s theorem, and on the fact that correcting only the amplitudes of the estimate

while keeping their phases is the smallest possible correction, in the Euclidean sense.

Now there are two interesting points about the weak convergence of the algorithm.
First, it shows that the proposed corrections are in fact sensible, and do indeed correct
the estimate in general (or at least, they never worsen it). Second, it hints that the GSA
is related to the gradient descent method. This fact was shown later in 1982, by James R.
Fienup [28].

It is not surprising, therefore, that this algorithm can suffer with local minima, i.e.,
the estimate can get trapped at a local minimum of the error metric E, and the algorithm
would not be able to move away from that point. Even worse, it is entirely possible that
more than one function f is compatible with the intensity measurements |f| and |F|.

It happens often that reconstructions face some setback related to this non-uniqueness,

3We can define two overall errors of our estimate, one in the object domain,

Ll @) @)
Fo == 1r@p :

and the other in the Fourier domain,

>, 1G] — [F(u)]]”
2o | F(u)f?

Ep =
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which often translates to local stagnation problems [29]. In practice, though, this has not

stopped the technique to give fruitful reconstruction results [30].

There are a number of ways to avoid these shortcomings. One of them is to use
more data, so as to rule out ambiguities and possibly help the error metric to not have as
many local minima. This is the approach that Rodenburg and Faulkner [31] took when

proposing another method called ptychography, which we will discuss next.

3.3 Classical ptychography

In their 2004 article [31], Rodenburg and Faulkner propose a technique that uses more
data — or a greater data diversity — to solve the phase retrieval problem. To illustrate
their proposal, suppose we are in an ambiguous (or non-unique) scenario: we have ran the
GSA several times, collected its results, and saw that there are a few different estimates
for the function that generated the measured amplitude profiles, all consistent with the
measurements. One manner to overcome this problem would be to use another measured
quantity, so that all estimates but one would be inconsistent with it and could thus be
discarded.

Perhaps the additional quantity that could be most naturally measured with our
apparatus was the amplitudes in an intermediate plane not corresponding to either object
or Fourier domains*. The proposal of Rodenburg and Faulkner achieves this greater
diversity in the data with a shifting illumination of the sample. The probing beam is
focused to a small spot, so as to illuminate only a small area of the sample. The sample
(or equivalently, the probe beam) is then translated so that many spots are illuminated.
Each of the small areas produce a diffraction pattern that is recorded, and will be used
in an iterative algorithm, similar to the GSA. It is crucial to keep some overlap between
neighboring areas, else the problem becomes several disjoint phase retrievals, each prone
to suffering with non-uniqueness problems. This method is called ptychography and is

illustrated in figure 3.3.

The reconstruction algorithm in this scenario has the same underlying idea as
the GSA. But first, we need to establish our notation. We shall consider that the object

4Diffraction at intermediate distances corresponds to fractional Fourier transforms [32], which is a
family of operations that generalizes the standard Fourier transform. For the purposes of this section, it
suffices to know that the fractional transform is linearly independent to the standard transform, and that
could give new information to the phase-retrieval algorithm (i.e., information that is not redundant).
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Fourier
Probe scan intensities Reconstructed object
T
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Iterative
—> |lalgorithm| —>

Figure 3.3: Ptychographic scenario. (a) A small region of the object is illuminated,
and the resulting diffraction pattern is recorded. (b) The probe beam is shifted along the
object in a structured pattern, and the many diffraction patterns are recorded. They are
later fed to a computational algorithm that reconstructs its transfer function.

that we want to image is very thin, and can be considered as a two-dimensional material.
We will denote the (two-dimensional) transverse position along it as 7. Admitting that
the probe beam that illuminates the object is coherent and has a constant polarization
across the entire setup, we can represent its wavefront immediately before the object as
a complex function P(Z) and also leave the polarization aside. If we neglect transverse
refraction, the interaction between beam and object can be represented by a complex
transmission function ¢(), which encompasses the phase shifts and absorptions the object

introduces to the beam, so that the beam that emerges from the object is

The shifting illumination can be achieved by translating the probe beam with respect to
the object (in practice, it is simpler to translate the object, and leave the optical part of
the setup still). If we let the set of transverse positions {7;}, encode these translations,

then for each of them we will be generating a wavefront given by
0(Z) = t(Z)P(Z —77) . (B.2)
These wavefronts will then diffract, and the resulting amplitude profiles
Ol o< | Flod]| (3.3)

will be measured in a further plane. The set {|O.(@)|}, of amplitude profiles, together
with the probe profile P and the illumination positions {77}, constitutes the data that
will be fed into to the reconstruction algorithm. Figure 3.3 illustrates the ptychographic

scenario.
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Similar to the GSA, the reconstruction algorithm for ptychography, known as
ptychographic iterative engine (PIE) [31], proceeds by taking an estimate through the same
steps as the sample (illumination, diffraction) and correcting the resulting amplitudes

iteratively. Formally, the steps are the following:

Ptychographic iterative engine:

Given the set of diffraction amplitudes {|O(%)|}¢, the probe profile P(¥) and the

set of centering positions {7y}
(i) make an estimate ¢(Z) of the object;

(ii) apply the probe illumination, centered at position 7}, on the estimate:

(iii) apply the Fourier transform on the result:
V;(@) = Fly;)(@);

iv) correct the amplitudes of ¥;, imposing the measured amplitudes |O,| but
j j
keeping its phases:
W, () = |0, ()| ++57(9)

)
(v) apply the inverse Fourier transform:

Yi() = FHE(E);

(vi) correct the estimate ¢, with greater weight to the points where its illumination

was more intense:

|P@—75)| P& —7)
|Pmax| (|P(f— 7?J)|2 + 5)

[¥5(E) — (@],

where |Ppax| is the maximum illumination intensity, 3 is the correction rate
and J is a regularization term; both 5 and ¢ can be tuned to enhance the

performance of the algorithm;
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—

(vii) repeat steps (ii)-(vi) using the new estimate ¢. and a new position 77, until a

stop criterion is met.

The PIE algorithm is illustrated in figure 3.4.

Initial estimate

l Localized
illumination - FT = S
¢() Y;(Z) U, (i7) = |0, ()] et 2rel¥s (@)
Impose
measured
intensities
o(Z V(T U (i7) = |O;(i7)] e el (@)
) Update rule j( ) iFT ;@) = 10;(a)|

Figure 3.4: Ptychographic Iterative Engine algorithm. This diagram shows the steps
and the flow in the ptychographic method.

Not surprisingly, the PIE is also related to gradient search methods. It is possible
to show [29] that the gradient of the error metrics

Ee= (|We(i@)| - |Oc(a)))? (3-4)

—

u

with respect to the estimate 1y is

7] 7]
——+i— | E =2, — . 3.5
Therefore, each update step in the PIE corrects the estimate in the same direction that
a gradient-descent would®, with respect to a metric that depends on which illumination
profile is being used. By alternating the profiles, and thus the metric that is being
minimized, the algorithm effectively avoids stagnating in local minima of a single error

metric, as further iterations with other profiles will remove the estimate from such an

eventual minimum. This is how information diversity avoids the non-uniqueness problem.

®The update step in the PIE actually uses a Wiener filter to limit the gradient-descent correction on
regions that were not intensely illuminated. It is, therefore, a Wiener-fillered gradient-descent.
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The ptychographic approach has been used with success in many applications
of microscopy and crystallography. We refer the reader to references [33,34] for some

interesting examples.

Now that we understand the ptychographic approach, it is time to turn our
attention back to the task of reconstructing quantum states. As we saw in the beginning
of this chapter, reconstructing quantum states is analogous to reconstructing wavefronts.
We are now in position to take advantage of this fact and translate the ptychographic

approach to the quantum realm.

3.4 Chapter summary

We have seen how the reconstructions of a pure quantum state and of a coherent wavefront
are similar. We discussed the Gerchberg-Saxton Algorithm, one of the first iterative
algorithms developed to reconstruct wavefront phases, and the Ptychographic Iterative

Engine, an enhancement of the GSA.
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Chapter 4

Pure quantum state ptychography:

theoretical results

When we designed the quantum ptychographic method [35], the main aspect we had
in mind was experimental simplicity. While most pure state recontruction methods use
measurements in several bases, as we saw in the last chapter, quantum ptychography
uses a different strategy to achieve data diversity. In fact, it uses a single measurement
basis, which simplifies experiments considerably. This method is the quantum analogue of

classical ptychography we saw in section 3.3. Let us see how it works.

4.1 The ptychographic method

In classical ptychography (sec. 3.3), there were three main entities at play: an object
whose phases we wanted to reconstruct, a shifting illumination that impinged on that
object, and a measurement device that recorded amplitudes in the Fourier plane. In the
quantum scenario, the object will be the quantum state itself, the shifting illumination will
be performed by a set of projectors (which we will detail further), and the Fourier-plane
measurements will be performed by projective measurements in the Fourier-transformed

computational basis. Let us now formulate these ideas precisely.

As we saw earlier, an arbitrary pure quantum state in a d-dimensional Hilbert
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space H, may be written in the computational basis {|k)}{_} as

—S k) (4.1)

where >, |cx[* = 1. This is the object we want to reconstruct, meaning that we want to
determine the d complex coefficients {ck}i;é. In our ptychographic approach, the role of
the localized, scanning, and partially overlapping illumination probe will be played by
a set of n projectors, {Pg "4, onto r-dimensional subspaces (1 < r < d) of Hy. For the
sake of simplicity, let us admit that all the projectors have the same rank. Similar to the

shifting illumination spots, these projectors have to satisfy two conditions:

(i) each projector in the set must have a partial overlap with at least one other partner,

i.e., for any Pg there must be a Jf’g/ such that
<1 : (4.2)

(ii) all dimensions in H, must be addressed at least once (or, equivalently, the set of

the states corresponding to the projectors must span H,).

We will see some suitable projector families later on. For now, though, let us focus on the

general features of the protocol.

Given an ensemble of d-dimensional quantum systems described by the state 1),
we proceed to collect ptychographic measurements. We first apply the /-th probe projection

on the input, generating an output sub-ensemble described by the (unnormalized) state

W) = Py (4.3)

Next, we apply a quantum Fourier transform (QFT)! on this output, obtaining

V) = Fultbe) = Z Crelk) (4.4)

!The QFT operator in a d-dimensional space, fd, is defined as
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where {4 }¢_ is the set of Fourier-transformed amplitudes of |¢). Finally, we perform
projective measurements onto the computational basis. This procedure is repeated for

each P, and gives us a set of n count distributions,
. d—1
Hg == {N|Cké|2}k:0 5 (45)

where A is a constant dependent on particle flux and detector efficiencies. These distri-
butions form our ptychographic data set as {\/Hg}?;ol, which, together with the set of
probe projectors, will be the inputs to an adapted version of the PIE (see section 3.3).

This process is illustrated in figure 4.1.

Count distributions

Projection scan in the Fourier basis Reconstructed
<k Fd ,> 2 quantum state
~ (R | €\ |2 lterative
P —| ) <k Iy > - :
! | ) . algorithm | —>
) : /
7 2 sccesssss
{=0,...,n—1 k=0,...,d—1

Figure 4.1: Steps in the quantum ptychographic process. We apply the n probe
projectors pg, which play a role analogous to the shifting illumination, to the unknown
state. We then accumulate the count distributions in the Fourier basis and acquire the
ptychographic dataset {\/E}ZL;& This dataset, together with the probe projectors, is
then fed to an iterative algorithm, which reconstructs the state.

The iterative reconstruction proceeds by taking a random initial estimate through
the same steps as the ensemble, imposing the measured data and applying an update rule

to the estimate. The steps are shown in the next box.

Pure state quantum ptychography

(i) Start with a random estimate of the input state:

6= wlk) (4.6)
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(ii) Apply the ¢-th probe projector to |¢):

o) = Pulg) = Z%dkﬁ - (4.7)
(iii) Apply the QFT to |¢y):

|be) = Falde) = Xth : (4.8)

(iv) Use the ¢-th measured ptychographic data, v/Il;, to correct the moduli of the
coefficients of |¢,), keeping their phases:

d—1
B) = VNS |pelet ™8k k) (4.9)
0

k=

(v) Apply the inverse QFT to obtain an updated estimate for the output state:
|00y = F ) (4.10)
(vi) Update the current estimate of the input state:

0') = 16) + BP(160) — I¢e) ) (4.11)

where f is a feedback parameter, roughly within (0, 2], that controls the
step-size of the update and can be adjusted to improve convergence (see

appendix A.1).

(vii) Use this updated estimate as input to repeat the steps (ii)—(vi) with a new

value of 7.

This sequence is summarized in the diagram of figure 4.2: a single PIE iteration

) =181
D=

consists of n iterations through the closed loop (steps (ii)—(vii)), where each probe projector
and corresponding ptychographic data is used once to update the state estimate. At each

iteration we calculate the relative distance between the current and updated estimates,

(4.12)
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The algorithm terminates when it achieves either a sufficiently small value of D or a
preset maximum number of PIE iterations. The final estimate is a pure state that must

be normalized.

Initial estimate

| A A

Pg _/’.'d = —
91 [60) 16e) = X0 Fne )
Impose
measured
counts
/ ¢ o) = d-15 |etargiee |k
9 Update rule 9e) ]}Jl |0) \/'A_fzk:o |Crele k)

Figure 4.2: Pure state, quantum ptychographic algorithm. Sequence of steps in the
iterative algorithm. The sequence is repeated until a stop criterion is met (see text).

This algorithm is simple and fast, but it is also possible to use other post-processing
techniques. For example, one could use SDP (see section 2.2.2) to find the pure state that

is most compatible with the ptychographic measurements.

4.2 Relation to alternating-gradient search

Before we go into the choices of the projector family, we will show that the update
rule (4.11) is equivalent to a gradient-descent with some weighting factor. We will follow
the same reasoning that has been applied in classical ptychography [28,29]. More precisely,
we will show that an iteration with the projector P, corrects the estimate in the same

manner as a gradient descent would, with respect to the error metric

Ee= [Pkl = leel* (4.13)

k

We will calculate the gradient of E, with respect to the coefficients 7., of the estimate

(equation (4.7)) to find the direction of fastest descent. To this end, we calculate the
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complex gradient? of Ey,

0 .0
+1

s tizt| Ee
a’YjP} 87]1'13

where 77} and 7}, denote the real and imaginary parts of ~;¢, respectively. The chain rule,

applied to equation (4.13), yields

aEz a|’7k£’
Yke| — |C , 4.14
Dy zk: [[Ake] — |Crel] Dy (4.14)

where 0/07;, denotes differentiation with respect to either the real or imaginary parts of

7;¢- The chain rule gives further

O Yre O . .1 1 {~ [3%@] ~* 3%@} (4.15)

= — 2 — —_— r}/ -
aﬁ)/jf {/kaw/kﬁ} Qh/kf‘ 3% ke aﬁ)/jf

The derivatives of 7, can be easily calculated if we use their Fourier-transform relation

to the coefficients 7,

8’7}6( —i2rmk/d 1 —i2njk/d

R, ik ) ekl — _—_ gl , (4.16)
gy 8%@ Vi Z ¢+ i) Vd
ke _ ormk/d L _ionjk/d

(Vi + i) €72 = — 72T . (4.17)

Inserting equations (4.16) and (4.17) into (4.15), we arrive at

kel 1 Apee™™ M 4 7 e=i2mik/d (4.18)
oy Vd 2| Vel ’ ‘

Oke] i —Aee™ IR/ 4 A7 e i2mik/d (4.19)

e Vd 2[ Ve ’ ‘

21t is possible to show that a non-constant, real-valued function over the complex numbers f(z) is not
differentiable in the complex sense (C-differentiable, or holomorphic), and this fact hinders the use of the
complex derivative directly for gradient methods. However, it is possible to picture f as a function of two
real variables (the real and imaginary parts of z), f(z) = f(z,y), so that it is differentiable as a mapping
R? — R? (R-differentiable). By doing this trick, one arrives at the complex gradient definition we use here,
though it is not the only possible definition. The interested reader should see [36] for a deeper discussion.
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and inserting (4.18) and (4.19) back into (4.14), we find

aEg 1 ~ ~ 27 ~ % ~ 1% —1i2mj
"tV Z ke = Are) €274 4 [33 — A1) e 2N
J k

= [vie = + e = (4.20)
0B, i L o
ol zk: (ke + Fel €27+ [50 — A 7270

= —i[ye =i +i[Ge—v (4.21)

where we have used 7}, = |cr|e’®®7*¢. These results finally lead to

Ey = [vie — i) + [vie — V5] + [vie = Yie) — [v3e — V5]

—2[ye -] - (4.22)

To better compare it to the update term in (4.11), we note that the latter’s

component at [j) is
(J18") = €eB(Vje — i)

where €;, = 1 if P, comprehends the dimension generated by 7}, and €j, = 0 otherwise?®.
Therefore, leaving the factor €, aside, the update term makes a steepest descent correction
(that is, in the direction opposite to the gradient). The factor 5 allows for controlling the
size of the corrections, which can make the algorithm either converge faster (if we use
greater values for 3) or more slowly (for smaller values). And since each iteration uses a
different value of ¢, the algorithm effectively alternates between the gradients of the error
functions (4.13).

The use of several different gradients is necessary to overcome stagnation problems,
which could arise if we used a single gradient instead. If the algorithm became stagnated
at a local (but not global) minimum of one error function, a later iteration using a different
function would move the estimate, and the algorithm would be able to proceed further.
Ideally, the only point which should be a common minimum to all the error functions is

the correct solution, so the algorithm should only stop there.

30r, more formally: €;, = (1 PI 7) -
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The factor €, can be pictured as a Wiener filter [31], which allows greater corrections
at points which received greater illumination, and therefore have a better signal-to-noise
ratio. Since our projectors will be similar to binary illuminations, where each dimension

either is or is not “illuminated”, this term reduces to €.

Now, even though the use of alternating gradients is an interesting solution, it
is not itself a guarantee that reconstructions will be successful. In fact, if we want the
alternating gradients to work as expected, the algorithm must be fed with data that has
enough diversity and redundancy. This is attained with good sets of probe projectors.
This means their form, number, rank and even their overlap must be chosen with some
criterion. In the next section, we will discuss a few choices we have studied, and later we

will see the results of their reconstructions.

4.3 Choice of projectors

We have constructed three families of probe projectors to study the ptychographic protocol

outlined above. We considered, initially, the projectors given by
r—1
Pr=) li@®s)(i@sd . (4.23)
j=0

where r is its rank, @& denotes addition modulo d and s, is a nonnegative integer that
sets the skip between adjacent operators and may be arranged in a n-entry vector
s(M = (S0y---,5n—1). This is perhaps the simplest choice of projectors, with all of them
being diagonal in the computational basis and encompassing contiguous dimensions of
the Hilbert space.

We derived two families of the form given above. In both cases, we used ranks around
d/2, chosen from a numerical analysis seeking those that optimized PIE’s convergence
(see appendix A.2). For even dimensions we used r = d/2 whereas for the odd ones
we alternated between r = |d/2| and r = [d/2], selecting whichever provided better

reconstructions. In general, both ranks gave similar results.

The first family used n = 4 projectors about equally spaced along the dimensions
of Hy. This family requires 4d measurement outcomes to be carried, which is an amount
comparable to other works in the literature of pure state reconstruction [18,20,21,37].

In this case, the vector of skips is given by s = (0, (d—g—zw ,2 (d_g_ﬂ , [g}) , which will
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give an average overlap of O = 2/3 (see equation (4.2)).

The second family was made of n = d operators with a skip vector s(@ =
(0,1,...,d — 1), which gives an overlap O = 1 — 1/r. This family is overcomplete, as it
requires d?> measurement outcomes to be carried, much more than is required for pure
state reconstruction. However, it is capable of reconstructing a class of states that the
first family is not, but which forms a zero-measure set in H,4, as we shall see in the next
section. Figures 4.3(a) and 4.3(b) illustrate the action of these families of probe projectors

on the input states considering d = 8.

The third and last family was conceived for the case where the quantum system is
comprised of N qubits. In this case, it is desirable to avoid operations that involve more
than one qubit at a time, and use only local, one-qubit operations instead. This is because
the latter are easier to implement experimentally [38]. We considered, therefore, the set of

n = 6N probe projectors given by
Py =7y @IV (4.24)

where 71,; = |{;)({;| are projectors onto the eigenstates of the Pauli operators ,, (¢ = +, —),
o, ({=R,L) and ¢, ({ =0,1) of the j-th qubit, and [ is the identity in the qubit space.
Therefore, pgj projects the part of the state on the j-th qubit subspace while leaving the

remainder unchanged. These probe projectors have rank » = 2¥~! and an overlap

1 1
0= 3 + 85 <|(€|€’>|2 — 5) ; (4.25)
most of them (¢ # 0,1), unlike those in equation (4.23), are not diagonal in the computa-
tional basis. Thus, they are better visualized by their matrix components in that basis.

Figure 4.3(c) illustrates this for a two-qubit system.

It is worth noting that there is plenty of freedom in constructing the family of
projectors. The only requirements are those established in the beginning of section 4.1,
namely that they must have some overlap and address all levels in Hy4. The reader is

encouraged to pursue the families that are most-easily implemented in their setup.
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Figure 4.3: Schematic representation of the probe projectors. Let us illustrate the
projectors of the three families. For the families of the form (4.23), we have: (a) n = 4 and
(b) n = 8 rank-4 projectors, acting as filters in the dimensions of H,4. For the multiqubit
family given by equation (4.24), (c) highlights their nonzero matrix components in the
computational basis for a two-qubit system; the empty circles indicate the components
multiplied by a phase factor that depends on /.

4.4 Blind reconstruction results

We have numerically studied the performance of the protocol when using the three
sets of projectors defined in the previous section. We used blind reconstructions to
asses its performance: we sampled many pure quantum states randomly, simulated the
ptychographic data that it would generate, and fed it to the algorithm; we then calculated
the fidelity between the state and its reconstruction, and repeated the procedure for many
states. Of course, the algorithm did not have any further information about the quantum

state itself (thus the “blind” reconstructions).

Our study comprised several dimensions up to d = 100. For each d, 10* input quan-

tum states were randomly generated according to the Haar measure!. The ptychographic

“4In the set of pure quantum states plus unitary transformations (which are the natural transformations
in this set), the Haar measure tells us how to sample pure states “fairly”. As a side note, let us clarify
that Haar measures exist for other sets and other transformations as well.

To explain what a Haar measure is, we first need to remind ourselves of what a group is. A group is
a set equipped with an operation (or several of them) that leaves the set unchanged (think of them as
symmetry operations). For example, the sphere and the set of rotations around any axis containing the
origin constitute a group.

A Haar measure on a group is a measure (think of it as a way of measuring the size of subsets of that
set) that is invariant with respect to the group operation(s). If we wanted a measure that allowed us to
fairly sample the elements of the set, it would make sense to demand that it were invariant with respect
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data sets corresponding to these states were used to simulate experimental detections
realistically (more details next), which were then fed into the PIE algorithm. We chose for
our feedback parameter the value 5 = 1.5, optimized numerically (see appendix A.1). Our
stop criteria consisted of two clauses: reaching D < 107°, or 100 PIE iterations, whichever
happened first. If the algorithm was stopped by the second clause, we made it start again
with a new random estimate. We allowed the algorithm to reinitiate up to 100 times.

Finally, the quality of each reconstruction was quantified by computing the fidelity

F = [{¢e| ) (4.26)

and infidelity I = 1 — F between the input state, [¢)), and the normalized estimate of the
algorithm, |@pg).

To make the simulations physically realistic, we simulated the imperfect generation
of states and the random nature of detections, which are unavoidable sources of uncertainty
in actual experiments. These sources of error were modelled as depolarization and Poisson
noise, respectively. The first can be modeled as a random fluctuation in the density matrix
of the pure state (]1)(¢|), so that the generated state will be

p= (L=}l + Nprana (4.27)

where 7 is the noise level, and the random perturbation p,.nq is drawn according to the

Hilbert-Schmidt measure® in the mixed-state space [40]. The probe projection followed by

to the group operation(s): after all, these operations leave the set unchanged.

The reader might be surprised, but this requirement is enough to find a unique measure (up to a
multiplicative constant). Therefore, the Haar measure on a group represents the probability distribution
we have to follow if we want to make fair randomizations. This is a very important concern in simulations.

In the case of pure quantum states of a given dimension, the group is formed by the Hilbert space of
states plus the unitary transformations.

In practice, random states can be drawn according to the Haar measure by using rescaled gaussian
coefficients [39].

5The space of mixed quantum states of a given dimension, together with unitary transformations, does
not form a group in the usual sense (after all, mixed states will turn into non-states if we apply a unitary
transformation alone; we need something of the form U pUT to keep it a state), and therefore we do not
say that there is a Haar measure for them.

However, we could use an approach similar to quantum state purification and resort to a pure state in
a higher-dimensional Hilbert space (which could be sampled according to its Haar measure), and take
a partial trace to arrive back at the mixed space of interest. This is precisely the approach behind the
Hilbert-Schmidt measure.
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the QFT will respectively produce

pe = PipP, (4.28)
and
6o = FupeF7t . (4.29)

The diagonal components of 7, denoted by {|6k5|2}g;é, provided the simulated data to

which we applied a Poisson distribution of average )\lé’kg|2, where )\ is a count rate factor.
In our simulations we used n = 0.05 and A = 10?, in agreement with values found in
the literature [8,9], which we also checked to be realistic (see appendix A.3). Note that
although the noise will introduce mixedness in the input states, the PIE algorithm will
treat the noisy data as if they came from a pure state, and it will output a pure state as

estimate.

Figure 4.4 shows the histograms of the infidelity obtained and figure 4.5 shows
their averages; overall, the infidelities were lower than 0.01 (I < 1072), which attests
that the reconstructions were excellent in general. Only a small fraction of them were
not satisfactory. In d = 100, for instance, about 4% of input states have not been
well characterized (i.e., had fidelities below 0.9) by the family with 4 projectors. A
straightforward way to overcome this issue is to include one or a few more probe projectors

in the measurement at the expense of increasing the experimental cost.

We observed that the d-projector family of projectors took reasonably longer times
than the 4-projector family to reconstruct the states. For example, to reconstruct 10*
states of dimension d = 11 with projectors of rank r = 6, the scheme with n = 4 projectors
took about 800 s, while about 10000 s were needed for n = d. For d = 100 and r = 50,
the 10* reconstructions took a total of 40 min and 6 h for n = 4 and n = d, respectively.
This suggests that a greater diversity in the data enabled the algorithm to detect more
imperfections in the estimate, and consequently more iterations are needed to reach the
threshold for D. To make an analogy, picture a carpenter that refines the shape of a
wooden piece; by looking at the piece from two orthogonal angles, she is able to correct
its shape to some extent. Then, by looking from an angle intermediate to those two, she
is able to perceive other imperfections that were not evident and correct them. Therefore,
by using more diverse data, the algorithm is able to correct the estimate in a manner that
would not be possible by just using more iterations of less diverse data. On the other hand,
it could also make more efficient corrections to the estimate, as they will now happen

on more subspaces of Hy, so that it is not trivial to foresee how data diversity impacts
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Figure 4.4: Blind reconstruction results. Histograms of infidelities for reconstructions
using (a) n = 4, (b) n = d and (c¢) multiqubit families of projectors. We used ranks
r=3,6,10,25,50 for dimensions d = 5, 11, 20, 50, 100, respectively. The reconstructions
were very satisfactory, with infidelities frequently smaller than 1072-5. Probabilities were
estimated by rescaling the frequencies of the histogram.

convergence.

In general, the algorithm required a few thousands of iterations to converge.
However, each iteration is extremely fast since the estimate is just a small complex vector,
so the operations that need to be carried out are comparatively simple. Overall, with
a modest laptop, the reconstruction of a single state took from fractions of a second,

at smaller dimensions, up to a few seconds at greater ones, as can be inferred from the

reconstruction times mentioned above.
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Figure 4.5: Average infidelities of reconstructions. Average infidelities of the recon-
structions shown in figure 4.4, using the n = 4 (red circles), n = d (black triangles) and
multiqubit (cyan squares) families of projectors. The standard deviations are shown as
error bars. Overall, the infidelities were very close to zero as desired, especially for the
d-projector family.

4.5 Pathological states and non-overlaping projectors

In order to stress the importance of the overlap between probe projectors in the ptycho-
graphic measurements, we have also simulated reconstructions using non-overlapping Bys.
For d =20, n =4, r =5,s® = (0,5, 10, 15) in equation (4.23), and 10* random states,
we obtained fidelities ranging from 10~ to 0.81 with an average of 0.15. These results
are essentially random, and show that the multiple overlaps are crucial in the protocol:
without them, the ptychographic problem becomes several disjoint standard phase retrieval
problems [27], which are known to suffer from non-uniqueness and stagnation issues [29]

as we have discussed in section 3.2.

To appreciate the difficulty that this would pose, the reader can picture the
reconstruction of a four-dimensional state, in which we used the non-overlapping projectors
Py = [0) (0] + [1) (1] and P, = |2) (2| + |3) (3|. We would have, effectively, two disjoint
two-dimensional retrieval problems. After reconstructing the relative phases between
the components in each of the two two-dimensional subspaces, we would still have
no information about their “global” phases (or, better said, their phases relative to
components outside of the two-dimensional subspaces). Therefore, there would not be

enough information to reconstruct the state. The disjoint nature of the sub-reconstructions
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would hinder us from reconstructing the states.

The ptychographic method, with the three projector families used so far, will suffer
difficulties in the reconstruction of sparse pure states, i.e., states in which most of the
components are zero. It succeeds only if every nonzero component was addressed with at
least one other nonzero component by some probe projector, so that they could interfere.
This is hindered, in general, when the state is sparse. The result is that the algorithm falls
into a disjoint group of phase retrieval problems, as discussed above. One way to avoid
this is to use the already considered set of n = d probe projectors (equation (4.23) with
s =(0,1,...,d — 1)), but now with rank 7 > |d/2] + 1, because when the levels of H,
are addressed cyclically, the biggest distance between nonzero components will be |d/2].
A second way is to use an adaptive approach: first, one measures in the computational
basis; if the state is verified to be sparse, then one applies the ptychographic method
building the probe projectors according to the distribution of its nonzero components.

Such an extra step is, in general, easy to carry out.

4.6 Comparison with other methods

4.6.1 Number of measurement outcomes

The ptychographic method introduced here requires a total number of M = nd mea-
surement outcomes—d QFT state-amplitudes for each of the n probe projections. In
this regard, its experimental cost will be determined by the number of Ps adopted.
Along with the specific form of the projectors, this number also defines the diversity
of the ptychographic data set and its degree of redundancy arising from the partially
overlapping projections. When choosing n, one should be aware that a high value, although
experimentally more demanding, provides more diversity and redundancy in the data set.
This has consequences on the quality of the reconstructions and on the convergence of
the algorithm, and our results revealed that there can be appreciable differences between

projector families.

We have investigated three specific families of projectors, which were described in
section 4.3. The family with 4 projectors entails M = 4d measurement outcomes, which
is slightly less than other methods in the literature (see section 2.2), but does not work
for a zero-measured set of states, just as those methods. The family with d projectors,

on the other hand, does not have such restriction, but requires M = d? measurement
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outcomes, which is more expensive than other methods in the literature. Finally, the
qubit family uses M = 6d log, d measurement outcomes, also more expensive than other
reported methods®. We summarize a comparison of these three ptychographic families

and the pure-state methods we have seen in table 4.1.

Table 4.1: Comparison between pure-state reconstruction methods. Here we sum-
marize the main features and limitations of the pure state reconstruction methods we
have seen so far, both from works in the literature (subsection 2.2.2) and the three
ptychographic families we have proposed.

Gell-Mann Phase Orthogonal Ptychography, Ptych'ogra[')hy, Ptychography,
Method basi steppin ols. SDP 4 projectors Multi-qubit d projectors
aslis pping pols. proj projectors proj
Number of
5d 4d 5d 4d 6dlog, d d?
outcomes
Does not work Requires an Does not work
Only for
Limitations for a zero- extra — for a zero- multiqubit —
measured set dimension for measured set
. systems
of states encoding of states

Once again, we remind the reader that there is ample freedom to choose the
ptychographic projectors. Perhaps by making smart choices, the reader can arrive at a

family that beats all the others in the comparison table.

4.6.2 Experimental implementation of quantum state ptychog-

raphy

To illustrate the simplicity of the quantum ptychographic scheme, consider d-dimensional
states encoded in the propagation modes of single photons (or any other type of radiation).
A multiport interferometer (MI), sketched in the right box of figure 4.6 for d = 8, can
implement any unitary transformation on this encoding [41]. Under these circumstances,
the probe projectors given by equation (4.23) would be realized by mode filters at the input
ports of the interferometer, as shown in the left box of figure 4.6. By setting the MI to
perform F’d, the ptychographic data would be collected simply by shifting the mode filters
n times at the input ports and recording the counts at the output ports. For comparison,
to reconstruct these states by using the other methods in the literature [18,20,21], the

mode filters would not be necessary, but one would have to reconfigure the whole MI for

6We created this projector family by considering all possible projectors in equation (4.24). It is possible
that only a fraction of those projectors would be enough, which would lower the number of requiered
measurment outcomes. This will remain a topic for further study, though.
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each measurement basis employed. This shows a nice feature of the ptychographic method:
the measurements are effectively performed in a single basis while the probe projectors
are “shifted” through the Hilbert space.

— MOde paSS ] MOde bIOCk Unltary (QFT)
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Figure 4.6: Ptychographic reconstruction in a multiport interferometer. Scheme
for ptychographic reconstruction of 8-dimensional quantum states in a multiport interfer-
ometer. The rank-4 probe projectors given in equation (4.23) are implemented via mode
filters: (top) n = 8; (bottom) n = 4.

When considering the reconstruction problem, it is natural to think that imple-
menting several unitary transformations demands an experimental setup that changes as
a whole. The ptychographic approach shows, however, that most of the setup can be left
unchanged, and only the simplest parts (corresponding to the projectors) need to change.

This is a considerable simplification.

From the experimental point of view, the implementation of quantum state ptychog-
raphy should be straightforward. On one hand, the QFT has been experimentally realized
in many different platforms including trapped ions [42,43], superconducting qubits [44],
nuclear magnetic resonance [45], neutral molecules [46], and photonic systems [47-51],
both for single-particle and multiqubit scenarios. On the other hand, the families of probe
projectors proposed here and given by equations (4.23) and (4.24) are both simple to

implement in these scenarios.

4.7 Chapter summary

In this chapter, we have presented the quantum version of ptychography. We showed how
its iterative reconstruction algorithm can be formulated as an alternating-gradient search,

which clarifies how the protocol overcomes stagnation and non-uniqueness problems that
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standard phase retrieval methods have. We also showed three possible projectors sets, each
with their interesting features, and studied their performance in blind reconstructions.
Overall, their performance was excellent, even with substantial amounts of noise included in
the simulations. Finally, we compared the ptychographic approach to other methods found
in the literature and stressed its advantages, most importantly the simpler experimental

setup it requires.
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Chapter 5

Pure quantum state ptychography:

experimental results

After investigating quantum ptychography numerically, it was time to prove it in the
laboratory. We performed a blind reconstruction experiment [52] where we generated slit
qudits, acquired ptychographic datasets, and compared the ptychographic reconstructions
to the original states. We shall detail our apparatus, the experiment, and its results in

this chapter.

5.1 Slit qudits

Mathematically, a pure qudit is a vector in a d-dimensional, complex Hilbert space.
Experimentally, there are many physical quantities that are naturally represented as
qudits, and thus can serve as experimental platforms for pure quantum states. In our
laboratory, we use the transverse profile of a highly-coherent laser beam to encode d

complex numbers, in the manner that we will detail next.

Our experimental apparatus is capable of controlling the transverse profile of a
laser beam. We use this capability to give the beam a shape of multiple rectangular slits,
its intensity and phase being constant within each slit, and independent between different
slits. Therefore, if we give the beam the shape of d slits, it will encode d complex numbers.
Figure 5.1 illustrates this kind of beam profile. In the next section, we will discuss how to

control the number of slits, its amplitudes and phases.

If the slit regions have a height of Y and a width of X, and considering the laser
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slit 0 slit1 slit 2

Figure 5.1: Transverse profile of the beam in our apparatus. Our laser beam had
the profile of several slits. By controlling the phases and amplitudes of the beam in each
slit, we are able to make it encode several complex numbers.

beam as a monochromatic plane-wave source, we can express the transverse profile of the

7-th slit as

E;(z,y,1) = Eye "“'rect (x ;(%) rect (%) , (5.1)

where w is its angular frequency, z; the slit’s central position along the x axis, I the

field’s amplitude, and

1, ifne|-0.5,0.5

rect(n) = (5.2)

0, otherwise

is the rectangle function. A field with amplitudes a; and relative phases ¢; at each slit

can therefore be written as

d—1

E(z,y,t) = Zajeijj(x,y, 5 (5.3)

7=0
The slit fields F; therefore play the role of an orthogonal basis' for this class of fields.

We can use slit fields to represent finite-dimensional, pure states of a quan-

tum system?: to represent a state |¢)) = Z;l;é ¢jlg), we use the the field E(z,y,t) =

1t is easy to check that their inner product is (Ey, Ey,) = E28,,, since distinct slits will have no
intersection.

2More formally, it is possible to show that the set of slit fields constitutes a vectorial space with
internal product, dimension equal to the number of slits, and which is complete. Therefore, if we use
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d—1 are e : : -
> i—o lcjle" 8 Ej(z,y,t). Hence we can use classical optics to imitate quantum states.

This analogy, however, does have its downsides: if we want to generate the analogous
of an entangled state while still using a single laser source (as we have, in our laboratory),
we have to generate a representation (via slit fields) of the global state of the system?. If
we wanted to represent a system composed of many parts (for example, many qubits), the

number of required slits would grow exponentially with the number of parts.

Finally, it is important to note that this analogy between fields and states is only
complete if we are able to apply operators to the first in the same manner we would to
the second. In the next sections we will discuss how we can generate slit qudits in our
experimental setup and how to implement projective measurements on them, which are

the operations we will need for the ptychographic protocol.

5.2 Experimental implementation of slit qudits

The main component of our setup is the spatial light modulator (SLM). In our case, this
component is a small liguid crystal display (LCD). To understand its functioning, we have
to keep in mind that its liquid material is made of molecules which are elongated and
cylindrical, with a shape resembling a cigar. The liquid is contained between two sheets of
glass, and behind one of those is a silicon substrate with reflective coating®. The substrate
is divided in several pixels that can act as capacitors and generate electrical fields inside
the region filled with the liquid. The internal facets of the glass sheets are both polished
in the same direction; this favors the liquid’s molecules to align themselves, throughout
the entire volume, along the polishing direction. The structure of this type of modulator

is shown in figure 5.2.

When turned on, the substrate pixels generate an electrical field in the volume
occupied by the liquid crystal, and is perpendicular to the glass sheets. Consequently,
they stand under two competing tendencies that affect their alignment: the first being
the tendency to align themselves parallel to polishing of the glass sheets, and the second

to the perpendicular electric field. These two situations are illustrated in figure 5.2. The

d slits, the set of slit fields forms a d-dimensional Hilbert space. Finally, if we remember that any two
Hilbert spaces of the same dimension are isomorphous, the analogy between slit fields and pure quantum
states is formalized.
3This is the same problem that a classical computer has when trying to represent an entangled state.
4Qur SLM is of the reflective type. There are, however, transmissive SLMs, which do not have the
reflective coating at the backside.
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Figure 5.2: Structure of the spatial light modulator. When the electric field is off
(a), the nematic molecules tend to align themselves with the polishing direction of the
glass inner facets. When it is on (b), they tend to align themselves with the field. Figures
taken and edited from [3].

net result is that the electric field deviates them from their resting alignment, making
the molecules align obliquely to the glass sheets and the silicon substrate. Furthermore,
the refraction index of the (aligned) liquid crystal is anisotropic, so light propagating
along the alignment axis will suffer a delay distinct to light propagating transversely to it.
Therefore, controlling the alignment of the molecule in the crystal, which can be done

through the voltage at the pixels at their base, leads to interesting optical applications [3].

This type of SLM is projected to be illuminated by a (uniform and coherent) laser
beam that propagates perpendicularly to the glass sheets, with polarization parallel to the
polishing. The beam will propagate through the liquid crystal, then be reflected by the
coating at the back glass sheet, then propagate through the liquid crystal once again and
finally emerge from the SLM. Each part of its transverse profile will experience, however,
different refraction indexes, depending on the voltage that is set at each pixel. We can
impart, therefore, transverse phase profiles to the beam. In other words, the SLM acts as
a programmable diffractive element. This has been used to generate slit qudits in [53]. Let

us see briefly how the process works.

The SLM is operated with greyscale images that a computer sends to the SLM’s
controller, which performs the task of translating those images into pixel voltages applied
to each substrate pixel. The grey level of each pixel correlates to a phase shift. These
images are thus called phase masks. In our experiments, we use periodic patterns (which
will act as diffraction gratings) in the regions of the beam profile where we want slits,

and leave the remaining regions with a zero phase shift. A typical phase mask is shown
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in figure 5.3(a). We can imagine, with a little simplification, that the part of the beam
that impinges on the patterns is diffracted to several orders, while the other parts are
just reflected back and mix with the zero-order diffraction, as shown in figure 5.3(b). Our
setup filters, at the focal plane of a spherical lense, the light that is diffracted to the first
order and blocks the others (figure 5.3(c)).

(b) Light diffraction from different SLM re-
gions

I Slit Lens BS
! d SV

(¢) Experimental setup to filter only the first-order diffraction

Figure 5.3: Diffractive masks for our experiment. (a) We use diffractive gratings in
the regions we wish to create slits. (b) The technique consists of diffracting the light {rom
these regions to several orders, while the light from the other regions is diffracted only to
the zeroth order. (c¢) By using a slit to block all diffractive orders but the first, we are
effectively allowing only the light from the slit regions to continue further in the optical
apparatus.

After the spatial filter, we use a lens to make images of the slits (figure 5.4(a)). It is
possible to control the number of slits, as well as their phases and amplitudes, by using the
appropriate phase mask. The number of slits can be set with the number of rectangular
regions with diffractive patterns. Their amplitude is controlled by the diffractive pattern

profile, and their phase by a constant grey level that is added to the pattern®. Figure 5.4(b)

5Actually, our setup uses a translation of the diffraction gratings. While mathematically this is
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shows the phase mask for a four-slit field.
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(b) Image and intensity profile of a slit field generated in our setup

Figure 5.4: Full experimental setup. These figures show (a) the full experimental
setup we used for our experiment, and (b) a typical slit field that can be generated with it.

After preparing the slit qudits, we need to operate on them. We will see how in

the next section.

equivalent to adding a constant phase, since the phase space is cyclic, it is more feasible experimentally.
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5.3 Projective measurements

When using a laser beam in an optical system, the natural kind of measurement that comes
to mind are intensity measurements. In this section, we shall formulate measurements at
specific points of the setup as projective measurements on the slit qudits. We will follow

the discussion in [54].

In our optical setup, the only relevant variables are the horizontal and longitudinal
positions, which we will denote by x and z respectively. For the sake of simplicity, we will
omit other variables from our notation (time and beam frequency, for example). In the
formalism of quantum field theory [55], the electric field can be described by means of the
electric-field operator E (z,z). It turns out that this operator can be separated into its

positive- and negative-frequency parts,

A

E(z,z) = ED(z,2) + EO(z,2) | (5.4)

and that these parts comprise only destruction and creation operators, respectively, that

can be applied to the vacuum state. The state of the field at (z, z) is given by

~

|E(x, 2)) = E(_)(x, z) |vac) (5.5)

where |vac) is the vacuum state of the field, and the creation operator EC) carries
information about the optical setup. When we carry an intensity measurement at the

point (z, z), we are projecting the field onto the state |F(z, z)) described above.

The next step is to introduce the slit states into this formalism. We can express
the j-th slit field (5.1) at the plane z = 0 in terms of plane-wave fields:

X [
(r,0) = By > / ¢ 1gine (Xq)dg | (5.6)

where ¢ denotes the transverse momentum of the plane waves. Now, we can make the

analogy
1

v Ny !

between classical and quantum plane-wave fields, where Ny is the number of photons that

Fodg — | No, q) dg = [af()] ™ [vac) dg (5.7)

would correspond to the electric field amplitude Ey, and a'(q) is the creation operator for
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the plane wave mode. We then arrive at the following expression for the slit fields:

X e
l7) = ?/ e ' "igine (Xq) |No,q) dg . (5.8)

We are now able to express the restriction |m(z,z)) of an electric-field state
|E(x, 2)) to the slit-qudit space:

d—1

m(z, 2)) =Y |1) (1B (x, 2)) (5.9)

d—1

=10 (I B (x, 2) |vac) (5.10)

=Yzl (5.11)

=0

where ¢;(z,z) = (| EC)(x, z) [vac). In the first step, we used the fact that the identity

operator in the slit-state space is 14 = Zf;ol XUR

Finally, let us consider an optical system consisting of a converging spherical lens
of focal length f, and which uses a laser source of spatial frequency k. Also, let s be the
horizontal distance between two consecutive slits. It is possible to show® [54] that taking

measurements in the focal plane at the horizontal positions

J bp
= 21—~ 5.12
'Ip ﬂ-ksd ) ( )
with p taking the values p =0,1,...,d —1 and
p,ifp < d/2
= , , (5.13)
p—d,ifp>d/2

corresponds to taking projective measurements at the states

d—1
m(ap, 1)) = %Z S ey (5.14)
=0

which are the Fourier-basis states. These are indeed the projective measurements that we

60One needs to find an expression for E(_)(x, f) in this system. This can be done by starting from the
classical field, and then using the same quantization analogy we used earlier.



59

want to take in order to carry out the ptychographic protocol.

5.4 Experimental setup

We now understand how to accomplish each task in the ptychographic protocol in the
context of our experiment. Evoking once more the “three constituents” of ptychography,
we have discussed slit qudits and measurements in certain positions of the focal plane,
which will play the roles of object and Fourier-basis measurements respectively. The
post-processing algorithm, our third and final “part”, will remain unchanged. We are
ready to see how the three fit together in our experiment. Let us begin by discussing the

concrete setup, which is shown in figure 5.5.

We used a single-mode diode laser at A = 687 nm, whose beam profile was spatially
filtered, expanded and collimated. The treated beam would then illuminate our SLM
(Holoeye PLUTO) approximately as a uniform-intensity, normally-incident, plane wave
with vertical polarization. The phase of the reflected field was modulated by a computer-
generated mask addressed at the SLM given by an array of blazed diffraction gratings.
Typical masks are shown in the insets of figure 5.6. For a display with pixels 8 um wide, the
gratings have a period of 12 pixels, width and separation of 11 pixels for d < 20, or 9 and
5 pixels, respectively, for d > 20. The modulated field was transmitted through a spherical
lens (L) and, at its focal plane, the first diffracted order was filtered by a slit diaphragm
at both output arms of a beam splitter (BS). The filtered field emerged as a coherent
superposition of d slit fields (equation (5.3)). The magnitude and phase of each mode
were controlled by the phase depth of the grating and its relative lateral displacement,
respectively [53,56]. The high level of purity of such states have been characterized in many
other experiments, e.g., [51,53,57-59]. CMOS cameras (Thorlabs DCC1545M) at the
transmitted and reflected arms record the far-field and near-field intensity distributions,

respectively.

The insets of figure 5.5 show the role of each of the three modules (separated by
boxes in the figure) in our setup. The first step emulated the preparation of the projected
states (P;|1)). The projectors P, act as binary filters in H,g, as each level either is or is not
selected, as seen in figure 5.7. This corresponded to applying binary filters to the mask
that generated |¢). In the other two modules the spatial intensity distributions, associated
with |1,) and recorded by the cameras, were used to obtain the outcomes of the projective

measurements in the computational (near-field) and Fourier basis (far-field). Note that
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Lens HWP Polarizer BS SLM Slit Camera§

Figure 5.5: Stages of the experimental setup. This figure shows the role of each stage
(shaded regions) in our setup regarding the ptychographic protocol. Lenses L; and Ly

have focal length f = 30cm. HWP: half-wave plate; BS: beam splitter; SLM: spatial light
modulator.

the lens L4, shared between two modules, assisted both preparation and measurement

stages, simplifying our setup [51].

To illustrate the results of the setup, figure 5.6 shows the (normalized) one-
dimensional intensity distributions measured for a d = 6 dimensional state. The near- and
far-field measurements (red points) are plotted in the first and second rows, respectively;
the solid black curves are the theoretical predictions and the insets show the mask
addressed to the SLM in each case. In figure 5.6(a), we plot the results for the target state
|1). Figures 5.6(b) to 5.6(e) show the results for |1g) to |15), respectively. The red circles
in the far-field graphs indicate the transverse positions given by equation (5.12) where we

took the ptychographic data.

Resorting to the n probe projectors defined in equation (4.23) and fully described
after that, we used two families of that form with the following specifications: (i) n = 5 and
s¢ =0|d/5]; (ii) n = d and s; = ¢. For both, r = [d/2]. Figure 5.7 illustrates their action
on 6-dimensional states. Family (i) uses 5d measurement outcomes, which is comparable
to other reconstruction techniques [21,37,57-59]; family (ii) requires d* outcomes, which

is an overcomplete dataset to reconstruct pure states’.

"We have also investigated a family that uses 4 projectors, similar to that proposed in chapter 4.
The results were generally good, but we were not satisfied with their consistency as bad reconstructions
were happening with some frequency. We still need to uncover what could have caused this performance
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Figure 5.6: Near- and far-field intensities of a typical state. Normalized near- (first
row) and far-field (second row) intensity distributions for a 6-dimensional target state |1}
(a) and the corresponding projected states |1y) (b)—(e). Experiment (red points); theory
(solid lines). The insets show the mask for |¢/) and the “filtered” masks for each |¢,). In
the far-field plots, the red circles indicate the positions given by eq. (5.12) where the
ptychographic data are taken. Normalizations use the maximum intensities generated by

a) ) and (b)—(e) |1¢) (in this case, |1)).

{}ncd&@c

n==a

Figure 5.7: Ilustration of the projector families. Schematic representation of the
projectors P, for d = 6 and r = 3. The red shade highlights the selected levels in H,.
Bottom: family (i); top: family (ii).

We performed the ptychographic protocol for several dimensions from d = 3 to
d = 32. For each d we reconstructed a number of pure states that were randomly generated
according to the Haar measure. Given a target state [¢), we built its greyscale mask My,
and the corresponding n = d “filtered” masks { My, — |1¢)}/_7, following the prescriptions
for the family (ii) of projectors. Each mask was addressed to the SLM one at a time,
and we recorded both near- and far-field images. In both cases, we took three images per
mask, averaged over them, integrated over the transverse direction y, and subtracted the

background noise, obtaining one-dimensional patterns as seen in figure 5.6. All far-field

shortcoming, and decided to use one more projector in our experiment.
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images were taken within the region between the first two single-slit diffraction minima.

To characterize and check our state preparation, we used least-squares fitting on
both the near- and far-field data. This procedure worked as a trustworthy reconstruction,
which would take into account our experimental imperfections. The retrieved source
states, |tgec), served as ground truths to which we later compared the ptychographic

reconstructions.

In the ptychographic reconstructions, however, we only used the postprocessed
far-field images for each My,. In the ¢-th image we took only the intensities I; at the d
pixels in the positions z; given by equation (5.12) (see also figure 5.6). Gathering these
intensities, the ptychographic data are settled as {II, = {I élj/ 2 ;»l;é 2&;01. To perform the
reconstruction with the family (ii) of projectors, we use all II,. To do the same with
the family (i), we select the subset of five I, associated with the M, which accomplish
the prescriptions for that family. In either case, the data is fed into the PIE algorithm
(section 4.1) and its normalized estimate, |¢py), is used to calculate the fidelity of the

ptychographic reconstruction as F' = |{@ps|tsee) |-

5.5 Results and discussion

For d <10, 11 < d < 17, and d > 17, we have reconstructed 100, 50, and 13 random

states per dimension, respectively.

The fidelities we obtained were collected and their distribution is shown in figure 5.8.
The distributions in grey correspond to the n = 5 projector families, while those in red
to the n = d families. For a better visualization, we scaled the width of each violin by
area, i.e., they all have the same area, regardless of the number of reconstructions. The

horizontal solid line cutting each violin represents the average fidelity.

Since F' € [0, 1], with F' = 1 characterizing a perfect reconstruction, we can see that
the fidelities achieved for all dimensions and both families of projectors were consistently
high. This means all states prepared by the source were faithfully reconstructed by the
pytchographic method.

Considering only the state-space dimension, figure 5.8 shows that, in general, the
fidelities decrease as d increases. This trend is related with the growing experimental
imperfections in the preparation and measurement stages. An increasing d decreases the

purity of the source states since the coherence between the transverse spatial modes is
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Figure 5.8: Reconstruction fidelities for several dimensions. Split violin plots with
the distribution of fidelities as a function of d for the ptychographic reconstructions using
n =5 and n = d projectors. The horizontal solid lines represent the average fidelities.

affected. Note that for d = 20 the trend is broken and restarted at a higher level because,
as described earlier, we reduced the width and separation of the spatial modes (for d > 20),
thus reducing decoherence effects. At the measurement stage, the errors in the detection
process grow with the number of Fourier basis states, d. This remark on decoherence
concerns, of course, our particular implementation and not the ptychographic method in

general.

Let us now compare the results of the two projector families. As seen in figure 5.8
for d > 6, the dispersion of both fidelity distributions for each d are similar, while the
averages for n = d are greater than for n = 5, which becomes more evident as d increases.
This shows that, in general, using more projectors leads to better reconstructions since the
ptychographic datasets will have more diversity and redundancy, which are key elements
for the method, as discussed in chapter 4. On the other hand, using less projectors implies
in less measurement settings and, as we observed here, provides reconstructions with

comparable quality.

As for the postprocessing times, tpp, for n = 5 the algorithm took few milliseconds
per state for all d; for n = d, the times scaled roughly as tmy ~ d°, but did not last more

than 230 milliseconds for d = 32 on a modest laptop.

We have shown that the present form of quantum ptychography is resilient to
noise and works quite well for state purities up to ~ 90%. Below that, in general, the
reconstruction algorithm would probably fail to converge. This is expected, since one of
its premises is the state being pure. Thus, our results confirm the high level of purity of

the source states.



64

5.6 Chapter summary

We performed a proof of concept demonstration of quantum state ptychography. The
method faithfully reconstructed pure states in dimensions up to 32, and it was shown
to be simple and flexible in regard to the measurement settings, and robust to noise.
Although we used a simplified classical optical setup, similar results could be achieved
in a truly quantum regime (single photons with high transverse coherence and a single-
photon detector array) and a full arrangement (preparation of 1) and generation of [iy)’s
via mode blockers), by keeping the errors at the same level of our experiment. Just as
ptychography, quantum ptychography may be generalized in many ways; here we just

demonstrated its first application.
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Chapter 6
Future perspectives

The modern form of classical ptychography, when it was first proposed by Faulkner and
Rodenburg [31], had some important restrictions. For example, it demanded that the
illumination probe had a high degree of coherence [33], and that the beam profile was
very well characterized and known a priori [34]. Such limitations are but natural when a

new method is in its infancy.

Over the years, the community has managed to improve and generalize the classical
method so as to overcome some of those limitations. For example, probe-retrieving
ptychography [29] has been able to recover the probe profile as well as the object’s, and

extensions to partially coherent beams have also been achieved [33].

Many of those extensions do have an interesting analogue in the quantum version.

We would like to briefly discuss some of them in this chapter.

6.1 Extension to mixed states

When dealing with quantum systems, it is often that they deviate from pure states. In
fact, in many experiments we are able to prepare the systems in nearly-pure states, but

experimental imperfections often reduce their purity.

Making an analogy with classical ptychography, if a pure state corresponds to an
object with a fixed complex-valued transmission function, then a mixed state would be a
statistical mixture of such objects (and therefore an statistical ensemble of complex-valued

transmission functions) [33]. Physically speaking, this could represent an object with some
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kind of internal dynamics, which happens much faster than the measurement window of
our setup, for example. And while these will not be the typical objects which we subject
to classical ptychography (though that is certainly possible), these are the natural objects
subject to quantum ptychography.

We did obtain some interesting results in this regard, but they are mostly prelimi-
nary by the time of writing. We would like to briefly discuss what changes we have made

to the method in order to make this generalization possible.

6.1.1 Projector families

The space of mixed states is embedded in the space of observables, which is d?-dimensional.
Although operators that represent physical states have further restrictions, we have to
characterize them using observables themselves. In other words, mixed states are embedded
in the space of physical observables, and it is the latter space that we have access to
during our measurements. Therefore, we have to make our measurement set complete
in the whole set of observables, and thus need at least d?> members in our basis. It is
expected, though, that we would need more measurements for mixed states than for pure

states. The d-projector family that we saw in chapter 4 standed as our natural choice.

6.1.2 Complete set of measurements

After choosing a projector family and a unitary operation, it is possible to cast the set
of measurement operators as a matrix (by expressing them in any complete basis in the
operator space), and check its rank in order to verify if the measurement set is indeed

complete.

We verified that the measurement set that results from the d-projector family and
the Fourier transform is not informationally. We verified that fractional Fourier transform
(which we will present shortly), instead of the usual Fourier transform, can overcome this

issue, and chose to use them instead.

The fractional Fourier transform is closely related to Fresnel diffraction [3], and
both free propagation and lens systems can be fomulated with it [32]. It has has interesting
mathematical properties, such as having Hermite-Gauss polynomials as its eigenfunc-
tions [60], and being interpretable as a rotation in the time-frequency domain [61]. It has

also found many applications in signal processing [60]. The fractional Fourier transform of
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order «, F,, of a function f is defined as

(e o]

fa[f] (U) — meiwcotaug/ e—i27r(cscaua:—cotax2/2)f(x)dx ’ (61)
and the order « can be interpreted as the rotation angle in the time-frequency domain.
As it would be expected, by taking o« = 7/2, we can see that F, reduces to the usual
Fourier transform F. It can be shown that [62], for a = 2a/7, F, corresponds to the usual

transform raised to the power a, that is,
Fo=(F)" . (6.2)

In fact, it is possible to tackle the problem in the inverse direction [62], and start with
equation (6.2) as the definition of the fractional transform and then arrive at its integral

formulation (6.1).

Just as the usual Fourier transforn, the fractional transform also has a discrete
version. In fact, the discrete fractional Fourier transform can be defined by a relation to
the usual discrete transform by invoking a relation similar to equation (6.2). Let us start
by remembering the matrix form of the discrete Fourier transform of dimension d, whose
7k-th element is given by

F 1 (€i27r/d)jk . (6.3)

Jk:ﬁ

It is possible to diagonalize the matrix F', and write it in the form
F=VAVT | (6.4)

with the matrix V' containing the eigenvectors of F' in its columns (or, equivalently,
corresponding to the transformation to the basis of eigenvectors), and A having the
eigenvalues in the diagonal. Now, it happens that F' only has four distinct eigenvalues
(though they have some multiplicity), namely the fourth roots of unity: {1,7,—1, —i}.
Because of their multiplicity, the eigenvectors are not uniquely determined, as a linear
combination of vectors in the same eigenspace yields another eigenvector. Irrespectively of
this non-uniqueness, after settling for a given matrix V', the fractional discrete Fourier

transform is defined [63] as
F,=VA' VT | (6.5)

In our mixed state simulations, we chose to use the discrete fractional Fourier
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transform as the unitary transformation in place of the usual transform. This choice
was motivated by the relative simplicity of implementing fractional transforms in optical
setups [3,32]. In our optical setup, which we presented in chapter 5, we would simply
have to make measurements in intermediary planes, instead of the focal plane. We believe,
though, that many other unitary transformations can be used, and encourage the reader

to seek those which bring greater simplicity to their setup.

6.1.3 Choosing good measurement sets

After finding a complete set of measurements, we can also inspect the measurement set
matrix’s eigenvalues. If there are any whose modulus is very small (compared to the
others), the part of the state that falls into the corresponding subspace is likely to be
poorly reconstucted. It is recommended, therefore, to change either the projectors or the

unitary operation so the smallest eigenvalue is not too small.

In our case, we saw that choosing the fractional order a of our Fourier transform,
was an effective strategy to overcome this problem. This could be a practical shortcoming
in an experiment though, as a very fine tuning of the fractional order might not be easy
to achieve. Figure 6.1 shows how the least eigenvalue behaves as a function of fractional
order, and indicates that there may be regions where it is somewhat stable, which would

make this experimental implementation much more feasible.

6.1.4 Post-processing via SDP

The iterative post-processing discussed in chapter 4 did have some performance shortcom-
ings when reconstructing mixed states. Even after some adaptations, we were still having
significant stagnation problems, so we decided to use semi-definite programming' [22,64].
There are many open-source libraries [23-26], for many programming languages, which
make it fairly simple and straightforward to implement SDPs, and in fact they have
been used in many fields for quite some time now, including quantum state reconstruc-
tion [21,65].

"'We have already encountered semidefinite programming earlier in this thesis. See footnote 7 of
chapter 2.



69

0.25 T T

0.15F

|)\ minI

0.1r

0.05

%1073

|/\ mll’l|
e 9]
T T

o ——
I I

0 0.2 0.4 0.6 0.8 1
a

(b) d=16,7 =9

Figure 6.1: Minimum eigenvalues of measurement sets. These graphs show the
smallest modulus of the eigenvalues, [Ayi,|, of the measurement matrix vs. fractional
Fourier order a. If |A\yiy| is too small, the corresponding fractional order is likely to give
bad reconstructions. It is advisable, therefore, to use values for a that fall in regions with
higher values.
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6.1.5 Preliminary results

The results we obtained after making the aforementioned adaptations were very encourag-
ing. We have simulated blind reconstructions, using realistic noise models as in the pure
case (section 4.4), and drawing random mixed states according to the Hilbert-Schmidt
measure’ [39]. The reconstruction fidelities® were very satisfactory. Figure 6.2 shows

fidelities histograms for a few dimensions.

Overall, these results show that the ptychographic strategy of keeping the unitary
transformation fixed, while attaining data diversity with different projectors, is still
suitable for mixed states. This might be an interesting manner to simplify experimental

setups in the future.

6.2 Process ptychography

As it was initially proposed by Faulkner and Rodenburg [31], classical ptychography
assumed perfect knowledge of the probe beam profile. It was later shown that, in case
the profile was incorrectly characterized, the reconstructions would be consequently
jeopardized [29]. Later on, new extensions of the method showed that the probe could be

reconstructed as well as the object [29,34].

In brief, this is possible because probe profile and object play analogous roles in
the post-processing steps. It was still an important assumption, though, that the probe

profile was constant throughout the translations along the object.

The analogous of probe retrieval, in the quantum protocol, would be to recover the

probe projectors. This could be and interesting form of process tomography, in case the

2The Hilbert-Schmidt measure is naturally induced on the space of mixed states from the Haar measure
of the unitary matrices, and can therefore be seen as the natural measure over the space of mixed states.
To draw a random mixed state p according to this measure, we start with a random unitary matrix U,

and then we generate a normalized hermitian matrix with the following correspondence:
) Uut
P= "7
tr (O01)

3Given two density matrices p and &, their fidelity is defined as
2
F(p,6) = [tr ( ﬁpﬁ)]

It is easy to see that this definition reduces to the usual squared-fidelity for pure states.
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Figure 6.2: Preliminary reconstruction results. These figures show histograms of
reconstructed fidelities for several dimensions. Our simulations included the same noise
sources as in the pure state case. The reconstructions were very satisfying overall.

projectors were shifts of an unknown operator (i. e., the projectors are cyclic permutations
of the operator relative to the computational basis), in a situation analogous to the shifting

illumination in classical ptychography.

6.3 Post-processing improvements

It is somewhat often that improvements on optimization algorithms, and even entirely
new algorithms, are proposed. These advances can bring benefits to the ptychographic

method, by making the post processing faster and more accurate.

In [66], the authors use the momentum technique to avoid stagnation, and show
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significant improvements on the performance of classical ptychography. They also make
changes to the Wiener filter, and arrive at similar results. The two works also demonstrate
that these performance gains also translate to the method being capable of reconstructing

datasets which were previously not possible.

Therefore, we could expect that the use of higher-order gradient descent methods
(e.g. the BFGS algorithm and other methods that use approximations to the Hessian
matrix) could improve quantum ptychography speed, performance, and perhaps even

make it work in increasingly difficult datasets.

6.4 Chapter summary

We have seen some interesting perspectives for future developments in quantum ptychog-
raphy. In special, we have briefly described its generalization to mixed states and showed
encouraging preliminary results. Classical ptychography, as initially proposed in 2004 by
Rodenburg and Faulkner, has seen a number of interesting applications and extensions.

We hope that quantum ptychography can follow a similar path.
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Chapter 7
Conclusion

We have proposed quantum ptychography, a new method for reconstructing pure quantum
states. It is based on an analogy with classical ptychography, a method for reconstructing
wavefronts in classical optics. In this thesis we have formulated quatum ptychography
mathematically and understood its workings by showing its equivalence to an alternated
gradient search. Furthermore, we showed that it yields excellent reconstructions, both in

numerical simulations and in an experiment.

The method does compare favorably with other methods in the literature. While
having similar limitations, it requires a simpler experimental implementation since mea-
surements are performed in a single basis, as opposed to the several bases that are generally
required. We can say that using several intermediate projectors and a single measurement

basis is indeed an effective strategy to attain experimental simplicity.

Another striking property of quantum ptychography is that it brings plenty of
freedom in the choice of the intermediate projectors. This makes the method flexible with
respect to the number of measurements. The experimenter can add more measurements
for better reconstructions, or refrain from doing so to favor experimental simplicity (and

therefore cost).

In order to give proper weight to this simplification, let us look at a concrete
example. In the context of slit qudits, this means we can use a single lens and path
blockers, instead of a setup to implement arbitrary unitary transformations, to reconstruct
states. And this is without jeopardizing the quality of the reconstructions. This might
be especially valuable in times of low investments in science, or any context of material

scarcity.
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The method also has many interesting extensions. We have discussed briefly our
initial results regarding its generalization to mixed states, and discussed other interesting
possibilities, such as using it for process tomography, how it could benefit with more

sophisticated numerical methods.

It is worth noting that we have only studied the use of the Fourier transform
and a few specific projector families. Though these specific choices were motivated by
experimental simplicity, they should in no manner be taken as fundamental restrictions.
In fact, we encourage the reader to pursue other projectors and unitary transformations

that may better suit their needs.

As was the case of classical ptychography, we hope that these further developments
can unfold in the near future, and that quantum ptychography can become a useful tool

in the quantum information toolbox.
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Appendix A

Simulation parameters

We have made numerical simulations as part of our theoretical proposal of quantum
ptychography, which we saw in chapter 4. The motivation was to verify that the protocol

would indeed work under conditions that are usually found in a laboratory.

In this appendix, we describe how we optimized and chose some parameters of

those simulations.

A.1 Update rate

The parameter 3 (equation (4.11)) controls the step-size of the update in the PIE algorithm
and can be adjusted to improve its convergence. For § = 1, the algorithm corrects the
estimate strictly in the subspace spanned by Py; higher values can make it progress faster
and converge in less iterations; lower values can make it slower but more stable. Therefore,
it is advisable to run a few reconstructions with several values of  and compare their

performance.

Using the same initially estimated and target state, we obtained the optimal £ by

running the PIE and recording the relative distance

p- 1921
19)

between current and last estimate, for several values of the parameter. Figure A.1 shows

(A.1)

the evolutions for a few values of 5. The best progression was achieved by # = 1.5, which

we used in all simulations.
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Figure A.1: Optimization of the update rate. The curves show the evolution of the
relative distance D (eq. (A.1)) for different values of the feedback parameter, 5. We found
B = 1.5 to achieve the fastest decrease, meaning that the PIE algorithm converged at a
higher rate.

A.2 Projector ranks

After finding the best 3, we were able to determine the optimal r of the probe projectors
given by equation (4.23). We studied the convergence of the PIE algorithm as a function
of this rank for a few state-space dimensions (d = 10, 15, 20). For each combination of d
and r, we reconstructed 10* random states and calculated the average number of iterations
necessary until convergence. The results are shown in figure A.2 and indicate that a rank
around d/2 works best. In our simulations we alternated between |d/2] and [d/2]. In
general, we verified that both, as well as any other close value, produced similar results

regarding the quality of the reconstructions.

A.3 Noise level

We introduced depolarization and Poissonian noise in the ptychographic data to study the
protocol in a realistic scenario. As mentioned in the main text, we based our noise levels
on experiments found in the literature, but we still wanted to verify if they were indeed
realistic. For this purpose, we picked 10* random pure states, degraded their amplitudes

with the two kinds of noise described in section 4.4, and computed the fidelities with
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Figure A.2: Optimization of projector ranks. The curves show the average number
of iterations until convergence of the PIE algorithm as a function of the probe projector
rank. Ranks around d/2 made the algorithm converge faster

respect to the original states. Figure A.3 shows a histogram of the degraded fidelities,
which are indeed comparable—and even lower—to actual experiments [56]. This confirms,

therefore, that our simulations used realistic amounts of noise.
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Figure A.3: Verification of noise level. This histogram of degraded fidelities shows how
severely the noise level affected our simulated states. It is quite similar to experimental
results in the literature [56], and thus confirms that the noise parameters in our simulations
were indeed realistic.



