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Resumo

O WhatsApp revolucionou a maneira como as pessoas se comunicam e interagem. Não

é apenas mais barato que a comunicação tradicional do Short Message Service (SMS),

mas também traz uma nova forma de comunicação móvel: as conversas em grupo. Esses

grupos são ótimos fóruns para discussões coletivas sobre diversos tópicos. Em particular,

em eventos de grande mobilização social, como campanhas eleitorais, as conversas em

grupo do WhatsApp são muito atraentes, pois facilitam a troca de informações entre as

pessoas interessadas. No entanto, acontecimentos recentes em vários páıses evidenciaram

o uso do WhatsApp para disseminação de mensagens com conteúdo falso e enganoso,

levantando preocupações sobre o uso massivo desta plataforma. Motivados por isto, esta

dissertação analisa a disseminação de informações no WhatsApp, focando em grupos de

temática poĺıtica acesśıveis ao público, coletando as mensagens compartilhadas durante a

campanha eleitoral presidencial brasileira de 2018. Nosso estudo contou com um conjunto

de dados contendo todas as imagens e mensagens de texto compartilhadas de todos os

grupos de temática poĺıtica durante o peŕıodo de estudo. Utilizando uma base de dados

de informações enganosas previamente verificadas e divulgadas em seis sites brasileiros

de checagem de fatos, nós identificamos evidências da presença de mensagens com in-

formação falsa na base de dados analisada. A partir destas evidências, nosso estudo

visa identificar caracteŕısticas que distinguem as mensagens (de imagem e texto) com

conteúdo comprovadamente falso das outras mensagens (com conteúdo não verificado).

Para esse fim, analisamos várias propriedades das imagens (por exemplo, conteúdo, prin-

cipais fontes de imagens e propagação de/para outras plataformas da Web) e do conteúdo

textual (por exemplo, uso da linguagem, principais tópicos e sentimento do conteúdo da

mensagem), dinâmicas de propagação e estrutura de rede de ambos os conjuntos de men-

sagens. Identificamos as fontes mais importantes das imagens falsas e descobrimos que,

com frequência significativa, elas são postadas primeiro no WhatsApp e depois na Web.

Nossas análises também revelaram que mensagens textuais com informações enganosas

tendem a se concentrar em alguns tópicos, geralmente carregando palavras relacionadas

ao processo cognitivo de insight, que caracteriza as mensagens de corrente. Também de-

scobrimos que o processo de propagação é muito mais viral para imagens e mensagens de

texto com conteúdo falso.

Palavras-chave: Grupos de WhatsApp, Desinformação, Disseminação de informação,

Imagens, Informação textual.



Abstract

WhatsApp has revolutionized the way people communicate and interact. It is not only

cheaper than the traditional Short Message Service (SMS) communication but it also

brings a new form of mobile communication: the group chats. Such groups are great

forums for collective discussions on a variety of topics. In particular, in events of great

social mobilization, such as electoral campaigns, WhatsApp group chats are very attrac-

tive as they facilitate information exchange among interested people. Yet, recent events

in several countries have highlighted the use of WhatsApp to spread messages with false

and misleading content, raising concerns about the massive use of this platform. This

master thesis analyzes information dissemination within WhatsApp, focusing on publicly

accessible political-oriented groups, collecting all shared messages during the 2018 Brazil-

ian presidential campaign. Our study relied on a dataset containing images and textual

messages shared in political groups during the study period. We identified the presence

of misinformation in the contents of these messages using a dataset of priorly checked

misinformation from six Brazilian fact-checking sites. From this evidence, our study aims

to identify characteristics that distinguish messages (image and textual) with proven false

content from other messages (with unverified content). To that end, we analyzed various

properties of the images(e.g., main content, main image sources, and propagation from/to

other Web platforms) and of the textual content (e.g., language usage, main topics and

sentiment of message’s content), propagation dynamics and network structure of both

message sets. We identify the most important sources of the fake images and found that

they much more often appear first on WhatsApp and then on the Web. Our analyses

also revealed that textual messages with misinformation tend to be concentrated on fewer

topics, often carrying words related to the cognitive process of it insight, which charac-

terizes chain messages. We also found that their propagation process is much more viral

for both images and textual messages.

Keywords: WhatsApp groups, Misinformation, Information dissemination, Images, Tex-

tual information.
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Chapter 1

Introduction

WhatsApp is a world-wide popular messaging app with more than 1.5 billion active users

which is currently the main messaging app in many countries, including India, Brazil, and

Germany [13]. Nearly everyone with a smartphone uses WhatsApp in Brazil (about 120

million active users) to keep in touch with friends and family, do business, as well as read

the news [57].

Whatsapp changed how people communicate when using smartphones, with a sim-

ple and easy-to-use interface, the app allows its users to exchange textual and multimedia

messages in private and group conversations. There are key features in WhatsApp that

make this app unique. First, any communication within the app is end-to-end encrypted,

meaning that messages, photos, videos, voice messages, documents, status updates, and

calls are only seen by those involved in the communication. Second, WhatsApp allows

users to easily create and organize chat groups. The conversation in groups allows users

to chat and interact instantly with all of those who joined the group. These groups, which

are limited to 256 members, are by default private, as group administrators decide who

can join them. However, a group manager may choose to share the link to join it on

websites or social networks. In such a case, anyone with access to the link can join the

group, which becomes, from a practical perspective, publicly accessible. Finally, What-

sApp provides features for viral spreading, allowing users to broadcast an initial message

to 256 contacts or groups or forward content to 20 contacts or groups1.

1.1 Motivation

While the emergence of online platforms for communication and information dis-

semination has generated a more connected world, it has also had serious negative im-

plications that need to be analyzed and addressed, such as the dissemination of false

1The message forwarding was limited to up to 5 groups in India and 20 in the rest of the world along
the period this work was developed. Currently, the limit has been updated to 5 worldwide.
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information [53]. WhatsApp groups facilitate the dissemination of different types of con-

tent including chain messages, news, memes, and rumors, including the so-called fake

news. These fabricated stories end up creating confusion in the public about the truth-

fulness of current events, posing a troubling challenge for the news industry as well as for

society as a whole.

In fact, WhatsApp groups have been used out as one of the main tools for content

dissemination in the recent past, as noted in May 2018 during the Brazilian trucker

strike, when the app facilitated the mobilization of thousands of them [83]. Moreover,

recent events have raised serious concerns that WhatsApp can become a fertile ground

for groups interested in disseminating misinformation, especially as part of articulated

political campaigns. In addition, in India and Brazil where the app already reached 200

and 120 million users respectively, as reported [20, 54], the spread of misinformation in

WhatsApp has had consequences for society in those both countries. In 2018, unfounded

allegations disseminated over WhatsApp have fueled mob lynchings in India that killed

more than 20 people in a two-month window [32]. The 2018 Brazilian elections experienced

an information war organized within WhatsApp where false rumors, manipulated photos,

decontextualized videos, and audio hoaxes have become campaign ammunition and went

viral on the platform with no way to monitor their full reach or origin [57].

Indeed, WhatsApp has acknowledged the importance of reducing the spread of

misinformation by restricting the number of times a unique message can be forwarded by

the same user2. This is the first step to constrain the spread of fake news. Yet, given the

great popularity of the application, its effectiveness is naturally limited. A recent study

showed how those current efforts deployed by WhatsApp are ineffective in blocking the

propagation of misinformation campaigns in public groups [62]. We here are particularly

interested in features of misinformation, which refers to reportedly false (or inaccurate)

information. It is of utmost importance to identify characteristics of messages containing

misinformation that distinguish them from regular content, as a step to build effective

countermeasures against their dissemination.

Previous studies about WhatsApp focused on understanding the general patterns

of how users interact with the application [30, 9, 8] as well as its use on specific tasks

(e.g., educational tasks, medical information exchange) [105, 7] and misinformation spread

[11, 74, 18]. Yet, no prior study, has studied the dissemination of images in publicly

accessible politically oriented groups in WhatsApp, highlighting some differences in images

containing previously identified misinformation from the rest. Also no previous work

focused on exploring the presence of misinformation in textual messages, which are the

most common types of content shared in the system, and whether there are particular

content features that distinguish them from the other textual messages.

2https://www.theguardian.com/technology/2019/jan/21/whatsapp-limits-message-forwarding-fight-
fake-news



1.2. Goals 14

Thus, the dissemination of information on social media is particularly potent and

dangerous for two reasons: the propagation speed and the viral behavior. While ex-

tremely important, detecting misinformation is a technically challenging problem. Many

techniques for the automatic detection of false news have been proposed in the literature

[90, 104]. Although each work provides a different set of attributes to be observed, the

main ones to be addressed are related to (1) the text of an article, (2) the responses of

the users who receive it and (3) the users who disseminate it.

We here give a first step on understanding information dissemination on WhatsApp

publicly accessible politically oriented groups, where we investigate the most frequent

media types on messages, the main topics, content and how information interplay between

WhatsApp groups and other Web platforms. By doing this, we quantify the presence

of misinformation in the content of those groups and present a characterization of the

differences between misinformation and other messages whose content was unchecked for

image and textual messages.

1.2 Goals

Based on these characteristics, a number of related issues arise to identify how

information is disseminated in public WhatsApp groups. In this master thesis we intend

to provide a large scale investigation of information dissemination withinWhatsApp public

groups. We focus on political-oriented public accessible groups as we expect greater user

engagement in topics of stronger social impact. By doing so, we offer a first look into

misinformation dissemination within WhatsApp. We also aim to compare the images

and textual messages containing previously reported misinformation with other messages

whose content was unchecked. We characterize these two sets of messages in terms of

language usage, the main topics and sentiment of the message’s content, as well as their

propagation dynamics. More specifically, we here tackle the following research questions.

RQ1: What kind of content is shared in public groups in WhatsApp? Is there

fake news in these messages?

RQ2: What are the differences in terms of features between textual messages and

images containing misinformation and the rest?

RQ3: How are the propagation dynamics of the messages containing misinforma-

tion (i.e., how long they remain being spread, how many people and groups spread them)

and how it differs from the propagation of other messages?

To answer these questions, we first identify publicly accessible groups related to

Brazilian politics in WhatsApp, by searching the Web and other social networks such as
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Twitter and Facebook for invitation links to WhatsApp groups. These groups are suitable

for activism and political engagement, making them a potential target of misinformation

campaigns that might attempt to maximize the audience of a story with misinformation

by sharing it with people that are engaged in supporting political candidates. We joined

those groups and gathered the content shared within them for a time period corresponding

to the first round of the 2018 Brazilian general elections campaign (August 16th to October

7th, 2018), with 364 groups monitored.

1.3 Contributions

The main contributions of this master thesis are:

• Overview of WhatsApp Information Dissemination

We investigate and analyze the content shared and the user interactions within the

monitored WhatsApp groups to understand how users disseminate information in

such environments. Our results show that images are often the most shared type of

media, and they usually carry satires, news, and activism-related content. We also

show that WhatsApp has a network configuration similar to many other online social

networks (e.g., Twitter or Facebook) which connects thousands of users. Thus, it

has the potential to make any information become viral. Moreover, we analyze how

the content dissemination crosses the boundary between WhatsApp and other Web

platforms.

• Characterization of Misinformation on Images

We explore the presence of misinformation campaigns in the monitored groups. We

identify misinformation in image content by relying on two sources: (i) a Brazilian

fact-checking agency; and (ii) a proposed automatic procedure that exploits the

results of Google searches to identify images that appear in well-known fact-checking

websites. Our results show a considerable number of images checked as containing

misinformation, which was largely disseminated in the monitored groups. We assess

the occurrence of such images in Web domains and Twitter accounts.

• Characterization of Misinformation on Textual Messages

In addition, we also analyze misinformation on textual messages, where we gathered

fake news from six Brazilian fact-checking agencies and used it to identify misin-

formation in the textual messages of our collected dataset. Our analyses unveiled

a number of interesting findings regarding the dissemination of misinformation in
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textual messages in the WhatsApp groups monitored. We found that messages with

misinformation tend to be slightly smaller (especially in the number of words), par-

tially due to the larger presence of URLs in their contents. Moreover, they tend

to be concentrated on fewer topics, often carrying words related to the cognitive

process of insight (which characterizes chain messages).

• Misinformation Propagation Dynamics

Finally, we also analyze the propagation dynamics of textual messages and images.

We contrasted images and textual messages with misinformation and found that

their propagation process is much more viral, reaching a larger number of users

and groups. However, with a distinct behavior: images with misinformation have

a lower time interval between consecutive shares but are longer for misinformation

in textual messages. Also, textual messages with misinformation tend to propagate

faster within particular groups, whereas images tend to take faster to propagate

across different groups. Moreover, by comparing the timestamps when an image first

appeared on WhatsApp (as captured by our data) and on other Web applications,

we find that WhatsApp was the primary source of 30% of the identified images

containing misinformation. Further, we study the network that emerges from the

sharing of images. Our analyses reveal that a few groups are the most responsible

for disseminating images with misinformation.

The results of this master thesis are summarized in two papers [75, 74]. Moreover,

we started our study in WhatsApp groups in [76] and we also participated in the design

of the WhatsApp Monitor3 [61], a Web-based system to help the top Brazilian official

fact-checking agencies and journalists. The tool displays the most popular content shared

in the monitored publicly accessible groups on a daily basis.

1.4 Outline

The remainder of this work is organized as follows. Chapter 2 reviews background

information and existing literature on misinformation and studies on WhatsApp. Chapter

3 describes the data collection process and the creation of our WhatsApp dataset used

in our analysis. In Chapter 4, we present our analyses where we characterize the content

properties of WhatsApp on images and textual messages. The propagation dynamics

of image and textual messages within each group as well as across different groups on

3WhatsApp Monitor: http://www.monitor-de-whatsapp.dcc.ufmg.br/
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WhatsApp also follows in Chapter 5. Finally, conclusions and directions for future work

are presented in Chapter 6.
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Chapter 2

Background

Many prior studies were carried out with the purpose of analyzing information (in particu-

lar fake news) dissemination in social networks, studying techniques to identify misleading

information and entities that are active in the creation and dissemination of content. Thus,

in this chapter, the main concepts and prior investigations used as a basis for our study

are presented. The chapter is divided in two main parts. Section 2.1 presents the main

concepts related to the dissemination of information (notably false information) online

and the WhatsApp platform. Section 2.2 discusses prior studies on information dissemi-

nation in general and false news propagation in particular. Finally, we also highlight some

previous work that focused on WhatsApp in Section 2.3.

2.1 Main Concepts

2.1.1 Online Information

The Web provides an environment where information can be spread in a small

period of time reaching millions of readers and viewers. Moreover, new social technologies

facilitate rapid information sharing and large-scale information cascades [103]. However,

the easy access to information on the Web has led to increased visibility and impact of

both true and false information. In particular, false information on the web and social

media has affected political candidates campaign [57], public health [107].

False information has been further specified based on the intent (or not) of its

author as misinformation and disinformation [39]. The term misinformation is often

used to refer to false information built with no purpose to deceive. Frequent causes of

misinformation are contortion of facts or accurate information led by cognitive biases or

absence of perception [49]. An example of a misinformation is the sharing of news about
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an accident that happened, but with wrong information about the victims, caused by a

misunderstanding, of what actually happened.

Disinformation is defined as a piece of false information built with the purpose

to deceive people [68]. Most of the disinformation campaigns focus on influencing public

opinion or reaching website hits, and thus become profitable from web advertising. Recent

examples are political disinformation spread during 2016 USA presidential elections [35]

and during 2018 Brazilian presidential elections [57]. During election campaigns, people

may produce false content, with the intent to deceive, to support a particular candidate

and/or also harm the opposition.

In this master thesis, we do not analyze the intention of those who created a

particular piece of false information. Therefore, we adopt the most general term, misin-

formation, to refer to all pieces of information that has been reported as false by official

fact-checking agencies.

Information can also be characterized based on knowledge, as either opinion-based

or fact-based [99]. When information is based on individual opinion and there is no

universal truth, it is opinion-based information. The writer‘s opinion may create a false

belief to affect or influence other people‘s decision. An example of false information that

is opinion-based, is when a fake profile of a celebrity on a social platform post some fake

opinion about some fact or event.

A piece of fact-based information may be false even when the information charac-

terizes a true fact but it is not entirely accurate. The motive of this type of information is

to make it harder for the reader to distinguish true from false information, and make them

believe in the false version of the information [68]. This type of false information includes

fake news, rumors, and fabricated hoaxes. Facts may be checked and confirmed (or not).

Thus, a false fact-based information may be debunked and proven false. An example of

false information that is fact-based, is a real event described with false details of how

it occurred. In this master thesis, we focus on fact-based misinformation, by relying on

third-party fact-checking to categorize it.

2.1.2 WhatsApp Platform

WhatsApp Messenger is a cross-platform messaging application released in 2009,

which has become popular mainly in recent years. Initially, WhatsApp was an instant-

only communication tool, for mobile devices, but now it can be used on both mobile

devices (smartphones and tablets) and on personal computers through a Web version,

WhatsApp Web. The application provides a variety of communication features like text
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messaging, exchange of photos, audios, videos and files in general as well as the option to

make phone and video calls.

WhatsApp messages, voice and video calls between a sender and receiver that use

WhatsApp client software released after March 31, 2016 are end-to-end encrypted1. This

end-to-end encryption protocol was designed to prevent third parties and WhatsApp from

having plaintext access to messages or calls.

The chat feature on WhatsApp allows users to have private and group conversa-

tions. In the first, the user can exchange messages with a contact, added by their mobile

number, in a private conversation. The group chats, have a name and a description and

allows up to 256 people. The group admin can manually add members, or generate a link

to invite people to join the group. Those invite links of WhatsApp groups may be posted

and shared on social networks and well-known websites and are typically themed around

particular topics, like politics, sports, tv shows and music. As invite link to a WhatsApp

group is shared online, anyone that finds it can easily join the group by simply clicking

on it. Thus, the ability of a group admin to share invite links effectively makes the group

publicly accessible.

One of the great financial advantages of WhatsApp is its cost: message exchange

and calls are free, requiring only an internet connection. Thus the user can make use

of an existing internet connection in the environment where he is, such as schools and

public places. More recently, WhatsApp has also become a powerful tool to influence

people during political campaigns, especially in countries in South America, Africa, and

Southeast Asia [15, 60]. This was observed in Brazil, where family groups were responsible

for 51% of the dissemination of fake news on WhatsApp during the period of the 2018

presidential elections [34]. Motivated by this, in this master thesis, we focus on studying

publicly accessible politically oriented WhatsApp groups.

2.2 Related Work

In this section we present studies that are related to the main topics of this master

thesis. We start by presenting in Section 2.2.1 a brief review of important studies on infor-

mation dissemination in online social networks. Section 2.2.2 focuses on misinformation

and fake news. Finally, in Section 2.3 we review some recent studies on WhatsApp.

1WhatsApp Security available on: https://www.whatsapp.com/security/
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2.2.1 Online Information Diffusion

Online social networks play a major role in the diffusion of information by increas-

ing the spread of novel information and diverse viewpoints [4]. Many studies focused

on understanding how information spreads on different social networks by exploring two

main categories of models. On one hand, some prior studies focused on developing ex-

planatory models [80, 17, 85], which aim to infer the underlying spreading cascade, given

a complete activation sequence. Others have investigated predictive models [29, 36], that

aim at predicting how a specific diffusion process will unfold in a given network, from

both a temporal and spatial perspectives, learning from past diffusion traces [37].

Gomez at al proposed a time-varying inference algorithm, INFOPATH, that uses

stochastic gradients to provide on-line estimates of the structure and temporal dynamics

of a network that changes over time [80]. Based on experimentations on Twitter data,

Choudhury et al concluded that sampling methods that consider both network topology

and users’ attributes such as activity and localisation allow to capture information diffu-

sion with lower error in comparison to naive strategies, like random or activity-only based

sampling [17]. Sadikov et al developed a method based on a ktree model designed to,

given only a fraction of the complete activation sequence, estimate the properties of the

complete spreading cascade, such as its size or depth [85]. Galuba et al proposed a model

that relies on parameters such as information virality, pairwise users degree of influence

and user probability of adopting any information [29]. Guille et al modeled the propaga-

tion process as asynchronous independent cascades, with parameters that are estimated

from social, semantic and temporal nodes’ features using logistic regression [36].

Yang et al proposed a social role-aware information diffusion, the RAIN model,

which integrates social role extraction and diffusion modeling into a unified framework

[110]. Hoang et al predicted whether a post is going to be forwarded or not and how much

it is going to be diffused. The authors concluded that the number of followers, and the

number of groups that the user belongs to are the most important features for prediction

effectiveness [40]. Jung et al detected information diffusion across the boundaries of

Twitter and news sites to understand how media outlets are perceived on social media,

and found that information diffusion occurs continuously across platform boundaries.

They also reported that social media communication is more likely to be picked up by

the news coverage and thus has a greater potential effect on the media agenda than the

news sites do on Twitter [44].
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2.2.2 Misinformation Properties

2.2.2.1 Static Properties

Fake news has encountered a suitable means for fast, cheap, and easy dissemination

in social media systems. Indeed, these platforms have been the main vehicle for public

opinion manipulation and fake news dissemination [103, 77, 73]. The misinformation

spreading process starts with small communities of individuals who engage with ques-

tionable publishers and share them as rumors [84]. A recent investigation on Facebook

[116] exposed the formation of a phenomenon named echo chambers where users inter-

act with like-minded people sharing the same system of beliefs. The authors found that

the size of misinformation cascades may be approximated by the same size of the echo

chamber. Several other recent studies have investigated how online social networks may

impact many global political scenarios, such as the White Helmets in the Syria [93] and

the 2016 US presidential campaign [27, 14, 89]. Studies during the 2016 U.S. presiden-

tial election campaign observed a strong correlation of the number of visits to fake news

websites (i.e., sites that deliberately publish hoaxes and misinformation) and aggregate

voting patterns at state and county levels [27]. Cunha et al. studied the perception and

the conceptualization of the term fake news in the traditional media using eight years of

data collected from news outlets based in 20 countries [14]. They found that the interest

for the term fake news suddenly increased after the 2016 US election and this growth

was accompanied by a change of framing around the term fake news from, for instance,

topics regarding the media industry itself to those related to political affairs. Shao et al.

presented an in-depth analysis of the misinformation diffusion network on Twitter in the

run-up to and wake of the 2016 US presidential election [89]. The authors found that the

network is strongly segregated along with the two types of information circulating in it

and that dense, stable core emerged after the elections. They also characterized the main

core in terms of multiple centrality measures and proposed efficient strategies to reduce

the circulation of information by penalizing key nodes in this network.

Social bots are one of the most common types of manipulation attacks, emulating

real users, posting content and interacting with real users and other bots [25, 63, 5]. They

have been used as political advocates on Twitter [79] during debates. Another misinfor-

mation campaign was observed during the 2017 French presidential election, in which bots’

posts with unauthentic documents about a candidate quickly spread on Twitter two days

before the final voting [24]. Facebook was also a target of misinformation spread aiming

at influencing American voters during the 2016 presidential campaign. Using Facebook
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Ads platform, groups linked to the Russian Intelligence Research Agency (IRA) bought

about 3,000 ads linked to 470 user accounts targeting voters from the swing states [77, 47].

Since then, Facebook has performed measures to mitigate fake news dissemination such

as removing fake accounts related to political movements and working directly with fact-

checking websites [55]. However, fake news is not disseminated exclusively by social bots

or through ads but also by real users. A study analyzed over 126,000 cascades of fact-

checked news stories on Twitter and found false news was 70% more likely to be retweeted

than the true stories. The most surprising was that humans are more likely to spread

false news than bots [103]. Studies on Twitter showed that polarization increases when

content (e.g., URL, hashtags) is related to fake news and users tag news and statements

that they disagree or that are considered by the opposition groups as fake [78].

Some authors have proposed learning methods to automatically detect fake mes-

sages ranging from lexical to deep learning approaches exploring linguistic and network

features [90, 104]. However, Zhang et al. reported that the detection of misleadingness

content on misinformation requires an assessment of the content, context, literal meaning

and intentions in order to determine the utterer‘s meaning, hence the implicature (if any

is present) and to work it out [113]. Søe et al. reported that producing ground truth is the

critical issue when developing machine learning models for predicting misinformation [91].

In this kind of classification task, textual features are great semantic resources used very

often on many approaches that explore the language structure [12, 70, 33], sentiment and

other psycho-linguistic cues [70, 103], topic models [43, 42] and even political biases [3] of

the messages.

Other studies focused on fighting the spreading of misinformation. Zhang et al.

proposed a model to fight the misinformation spread solving the Distance-constrained Mis-

information Combat under Uncertainty problem, which aims to both reduce the spread

of misinformation and enhance the spread of correct information within a given propaga-

tion distance [114]. The misinformation containment problem aims at limiting the spread

of misinformation in online social networks by launching competing campaigns and was

studied in [100], where the authors provided a formal model to address the MC (Misin-

formation Combat) problem from the view of combinatorial optimization. The authors

showed that the MC problem can be close to submodular optimization problems and de-

signed an evaluated an effective algorithm for solving it. An efficient online algorithm,

named Curb, that leverages the crowd to detect and prevent the spread of misinformation

in online social networking sites was presented in [46]. The algorithm selects stories to

send for fact-checking and when to do. The authors evaluated the algorithm using two

real-world datasets gathered from Twitter and Weibo and showed that the algorithm may

be able to effectively reduce the spread of misinformation.

As polarization plays an important role in the misinformation spreading process,

Del Vicario et al. presented a general framework for timely identification of polarizing
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content that enables to predict the topics of future fake news on social media, and built

a classifier for fake news detection [102]. The authors validated the performance of their

method on a massive dataset of official news and hoaxes on Facebook. Popat et al. created

CredEye, a system for automatic credibility assessment that takes a natural language claim

as input from the user and automatically analyzes its credibility by considering relevant

articles from the Web [69].

All these prior efforts, however, focused mostly on news articles and posts in online

social networks such as Facebook [95, 73], Twitter [42, 12] and Weibo [104]. We are aware

of only one work that analyzed the dissemination of misinformation on WhatsApp, which

was developed concurrently with this master thesis. We defer a discussion of this work to

Section 2.3.

WhatsApp owns peculiarities that differ it from other platforms. For instance,

WhatsApp groups are fundamentally chat rooms where any member can share a piece of

content instantly reaching all other members. Unlike other social networks, WhatsApp

groups form somewhat small communities2 where content dissemination is driven solely by

the members’ intentions, with no influence of any recommendation or news feed algorithm.

Thus, information spread is such environment may convey particular properties worth

studying.

2.2.2.2 Dynamic Properties

Misinformation has a viral behavior, depending on how the false information

spreads, inspiring many authors to study and analyze their propagation properties. Ku-

mar et al. studied hoax articles, i.e., articles containing fabricated facts about nonexistent

entities or events onWikipedia by measuring how long they survive before being debunked,

how many page views they receive, and how heavily they are referred to by documents on

the Web [50]. The authors found that most hoaxes are detected quickly and have little

impact on Wikipedia, while a small number of hoaxes survive long and are well-cited

across the Web.

When studying the propagation of misinformation authors have found that usually

a few users are behind the advance of false information. Gupta et al. showed the top thirty

users out of 10, 215 users (0.3%) resulted in 90% of the retweets of fake images during

the Hurricane Sandy (2012) [38]. Shao et al. also reported that fake news are dominated

by a few very active users, while fact-checking is a more grass-roots activity, done several

hours later [88]. However, Zubuiaga et al. argued that the prevalent tendency for users

2The number of members in a group is limited to 256.
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is to support every unverified rumor [117].

Several studies also reported that false information spreads deeper compared to

real information. Friggeri et al. found that rumor cascades run deeper on Facebook than

reshare cascades of real news in general, being more viral. This observation is consis-

tent with the propagation relying less on who posts the rumor, and more on the highly

contagious nature of the rumor itself [28]. Also, Zeng et al. contrasted rumor-affirming

messages with rumor-correcting messages on Twitter and showed that information re-

lated to rumors, both supportive and denying them, spread faster than non-rumors [112].

In [19], the authors conducted simulations to show that even a rumor that started at a

random node of the Twitter network on average reached 45.6 million of the total of 51.2

million members within only eight rounds of communication. Researchers also reported

that misinformation propagates faster during the initial phases.

Zubiaga et al. explored the alternative media ecosystem through a Twitter lens and

found that the spread of false information occurs largely before it is even debunked[117].

Vosoughi et al., in turn, investigated the differential diffusion of all of the verified true

and false news stories distributed on Twitter from 2006 to 2017 and reported that false-

hood diffused significantly farther, faster, deeper, and more broadly than the truth in all

categories of information, and the effects were more pronounced for false political news

than for false news about terrorism, natural disasters, science, urban legends, or financial

information [103]. In [12], the authors analyzed the credibility of information shared on

Twitter, discovering that there are measurable differences in the way credible and not

credible messages propagate, whereas the authors of [103] showed that fake news tends

to spread faster than the real news on the platform.

In this master dissertation, we also contrast the propagation dynamics of messages

containing previously checked misinformation with the rest within WhatsApp publicly

accessible politically oriented groups. We also analyze characteristics of the propagation

dynamics of these messages analyzing the total time a message remains being shared in

the platform, and the time between consecutive shares of the same content.

As reported, many researchers studied misinformation propagation focusing on one

particular social network or application. In contrast, a few others have results on how

misinformation spreads across many social applications. For example, Zannettou et al.

filled this gap by studying mainstream and alternative news shared on Twitter, Reddit,

and 4chan and reported that alt-right communities within 4chan and Reddit can have a

surprising level of influence on Twitter, providing evidence that communities often suc-

ceed in spreading alternative news to mainstream social networks and the greater Web

[111]. They also reported that users on different platforms prefer different news sources,

especially when it comes to alternative ones. The author of [2] found that that only 60%

of incoming traffic from a sample of leading fake and hyper-biased news sites seemed

to be coming out of Facebook and Twitter and the remaining 40% of web traffic was
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organic, coming from direct website visits, peer-to-peer shares, text/instant messaging,

e-newsletters subscriptions, RSS, and search engines. In this master thesis, we also in-

vestigate how information from WhatsApp publicly accessible politically oriented groups

crosses the boundaries to and from the Web analyzing the domains and Twitter profiles

where the information also appeared as well as the time intervals between the first ap-

pearances of a particular piece of information on WhatsApp (on the monitored groups)

and elsewhere on the Web.

Other authors have analyzed the network characteristics of rumor spreading. For

example, Subrahmanian et al. analyzed the network of users on Twitter, observing that

some bot accounts that spread false information are close to each other and appear as

groups in Twitter’s follower-followee network, with significant overlap between their fol-

lowers and followees [94]. Bessi and Ferrara [5], in turn, inferred political partisanships

from hashtag adoption, for both humans and bots, and studied spatio-temporal commu-

nication, political support dynamics, and influence mechanisms by discovering the level of

network embeddedness of the bots. The authors observed that bots become increasingly

central in the rebroadcasting network. Those results showed that the presence of social

media bots can indeed negatively affect democratic political discussion rather than im-

proving it, which in turn can potentially alter public opinion and endanger the integrity

of a democratic action (e.g., election campaign). Starbird [92] used tweeted URLs to gen-

erate a domain network, connecting domains shared by the same user, then conducted a

qualitative analysis to understand the nature of different domains and how they connect.

The author found that those domains form tightly connected clusters, meaning that many

users mention these domains together in their false information tweets.

In this master thesis, we analyze the network structure of WhatsApp publicly ac-

cessible politically oriented groups. We show how some groups are interconnected by

common members and that, despite not being designed to be a social network, What-

sApp does have network properties common to other online social networks that favor

content virality. We also create a network of misinformation, presenting the groups where

misinformation is first sent, and the groups where it appears more frequently.

2.3 Studies on WhatsApp

WhatsApp’s recent worldwide popularity has motivated authors to study the plat-

form. Fernandez-Robin et al. studied the intentions that drive users when using What-

sApp. By applying a questionnaire to 579 individuals, they observed that people in general

use WhatsApp for leisure and entertainment, although others also manifested using it for
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work, study, and informative reasons [22]. There are also others reports that WhatsApp is

being massively used not only as an important tool for marketing3 but also as a vehicle for

spreading fake news [14, 10]. A large number of users subscribe to WhatsApp groups that

are in alignment with their ideology, thus receiving content that usually reinforces their

biases [21]. For example, Cunha et al. pointed WhatsApp as one of the leading sources of

misinformation spreading, showing how users are easily manipulated through the spread

of misleading information [14]. In a study with two large datasets of news, Caetano et al.

analyzed the public perception of the content often associated with WhatsApp in different

regions of the world and over time [10]. They concluded that the vocabulary and topics

around the term WhatsApp in the media have been changing over the years and recently

concentrate on matters related to misinformation, politics, and criminal scam.

Some studies [105, 7] focused on understanding how users interact using Whatsapp

for performing different tasks such as educational tasks, medical information exchange,

etc. Gazit and Aharony investigated the prediction of the level of participation of 130

students in Israel in WhatsApp groups by performing a survey with the students [31].

Their findings confirmed that psychological factors such as social support, extroversion,

and narcissism are significant factors for the prediction of the level of participation in

WhatsApp groups. Marfianto and Riadi, in turn, used Digital evidence, obtained using

forensic analysis procedures and used textual mining techniques to identify messages from

crime perpetrators on WhatsApp [58]. Al Khaja et al. analyzed a WhatsApp dataset,

collected from a personal smartphone, and concluded that the majority of the drug-related

messages were potentially misleading or false claims that lacked credible scientific evidence

[1].

Some other studies have investigated how users behave as they share messages in

WhatsApp, particularly within chat groups. Rosenfeld et al. found that the younger

users use WhatsApp more frequently, and women use this network more often than men

to communicate in general and with relatives while men, on the other hand, are generally

members of larger communication groups and send shorter messages [82]. Schwind and

Seufert developed WhatsAnalyzer, a web-based tool to collect and analyze chat histories

of the mobile messaging application WhatsApp, where some visual data is produced to

show basic insights into their communication [86]. As a side effort in the development

of this master thesis, we also participated in the design of the WhatsApp Monitor [61],

a web-based system that helps researchers and journalists explore the nature of content

shared on WhatsApp public groups from three different contexts: Brazil, India and In-

donesia. Garimella and Tyson proposed a generalizable data collection methodology for

WhatsApp public groups [30], whereas Seufert et al. investigated the emerging group-

based communication paradigm on WhatsApp and its implications on mobile network

traffic [87]. Caetano et al. developed a script to collect all messages from WhatsApp Web

3http://nyti.ms/2L3AV3M

http://nyti.ms/2L3AV3M
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and analyzed user behavior in public groups using a three-layer hierarchical approach

(e.g., message, user and groups) [9]. An epidemiological SIR model to describe dynamics

of spreading of fake news through WhatsApp was presented in [45], where they reported

that the rate of growth of misinformation through the social media platform is increasing

every year by the age group of 19-24 rapidly. Other recent efforts, including the work

described in this master thesis, have gathered and analyzed data from WhatsApp chat

groups, focusing on textual interactions in these groups. For example, the studies in

[18, 11] also analyzed WhatsApp groups behavior with data collected by the same process

of [30], as we also did in this work. Melo et al. studied the anatomy of WhatsApp groups

of 3 countries analyzing how the forwarding tools contribute to the virality of misinforma-

tion and whether system limitations are capable of preventing the spread of content. The

authors concluded that those limits are not effective in preventing a message to reach the

entire network quickly [18]. Caetano et al., in turn, presented a large-scale study of col-

lective user attention on WhatsApp political and non-political groups [11]. The authors

proposed to study attention by applying a cascade framework. They found that cascades

with false information in political groups tend to be deeper, broader and reach more users

than the same type of cascades in non-political groups.

Our present effort provides a deeper understanding of the content exchanged in

WhatsApp, unveiling, among other findings, the spread of misinformation campaigns

through images and textual messages in the platform during the Brazilian presidential

elections in 2019. In sum, while prior studies provide valuable knowledge about WhatsApp

as an emerging social network and information dissemination vehicle, the analysis of

information spread in the system is still at a very early stage. This master thesis greatly

adds to the current literature by focusing on properties and propagation dynamics of

information on WhatsApp and how its propagation crosses the boundaries to and from

the Web. To our knowledge, this is one of the first efforts to perform such analysis,

focusing on textual messages and images shared in the groups.
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Chapter 3

WhatsApp Data Collection

In this chapter, we describe how we built the dataset of WhatsApp public groups and the

methods we used to process and analyze the collected data. Then, we present an overview

of the content present in our dataset.

3.1 Methodology

Figure 3.1, presents a flowchart with the steps of our WhatsApp data collec-

tion methodology. As a first step of our data collection, we had to identify a consid-

erable number of publicly accessible groups. To that end, we used the URL pattern

”chat.whatsapp.com”, which is commonly used in invitations to join WhatsApp groups,

as a search query and submitted it to Google, Twitter, and Facebook search engines.

We restricted our search space to groups related to Brazilian politics, by including in

each search query a word from a dictionary related to the 2018 Brazilian elections (see

Appendix A).1. This dictionary contains the names of politicians, political parties, as

well as words associated with political extremism. The vast majority of these publicly

accessible groups links originated from specific websites that share WhatsApp groups

as grupowhats.online2. Others came from political groups or communities or candidates

posted on social media like Facebook and Twitter. Finally, we performed a manual in-

spection of the collected group names to filter out those unrelated to politics. In total,

we found 3,444 distinct links for publicly accessible groups, out of which only 1,828 were

valid (i.e., unbroken), identified using a script developed by Garimella et al. [30].

As a second step, we selected a number of valid groups to monitor. This monitoring

involves joining each group using a cell phone. Thus, the number of groups (see Section

3.2) monitored was constrained by the available devices and their resources (memory). We

joined each selected group using our available cell phones, 2 Android and 1 IOS devices,

1https://goo.gl/PdwAfV
2http://grupowhats.online/

https://goo.gl/PdwAfV
http://grupowhats.online/


3.2. Dataset 30

Figure 3.1: WhatsApp Data Collection Flowchart

and a tool developed by Garimella et al. [30] to automatically join groups. We then

periodically downloaded all data shared in each group and stored them in a database, using

the WebWhatsAppAPI 3. This tool provides an interface in Python to send and receive

messages by WhatsApp Web and uses Sellenium to automate the application through the

browser. Specifically, stored data can be grouped into: images, videos, audio messages,

external links, and text messages. From each message, we extracted its group name (i.e.,

the group the message was posted), a group ID, a user ID, and timestamp. That is,

we mapped telephone numbers and user names into unique user identifiers4, discarding

the original information afterwards. For the media messages, we also downloaded their

respective files and used their filenames as a reference to the message. All collected data

were store in a Linux server where we run the Web WhatsApp API, we also deleted all

messages from the 3 cell phones periodically.

To our knowledge, this work is the first effort that aims to explore the political

debate in publicly accessible WhatsApp groups. Also, it proposes a methodology to infer

which identified publicly accessible groups are related to politics. Unfortunately, we are

not aware of an approach that would allow us to assess the representativeness of our data

as even the total number of groups available in the country is not of public knowledge. We

emphasize, though, that all sensitive information (e.g., user names and phone numbers)

were not stored in our dataset.

3.2 Dataset

Our data collection focuses on the period of the first round of 2018 Brazilian

presidential elections campaign (August 16th to October 7th 2018). During this period,

according to the Brazilian election law, political parties and coalitions are authorized

until October 6, the day before the first shift, to campaign on paid advertisements in the

3WhatsAppAPI available on: http://github.com/mukulhase/WebWhatsapp-Wrapper
4Throughout this master thesis we refer to such identifiers as users. Yet, they are indeed unique

telephone numbers, as we are not able to identify multiple devices of the same user.

http://github.com/mukulhase/WebWhatsapp-Wrapper
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Table 3.1: Overview of our dataset.

Election Campaign

#Groups 364

#Total Users 18,725

#Total Messages 789,914

#Textual Messages 591,162

#Images 110,954

#Videos 73,310

#Audios 14,488

#URLs 92,654

Filtering: Distinct Images

#Distinct Images 69,685

Filtering: textual messages with > 180 characters

#Textual Messages 59,979

#Distinct Textual Messages 37,674

#URLs 19,502

print media and on the Internet. We focus on this period to understand, the presidential

elections campaign on publicly accessible politically oriented WhatsApp Groups. We note,

however, that we found more right-wing groups in our methodology for searching public

groups with political themes and that our database has a bias in this regard.

Table 3.1 provides an overview of our dataset, showing the total number of messages

shared as well as the number of messages per type of content (text5, image, video and

audios). Note that most shared messages are indeed textual content with 74% of all

content, and images are the most frequent type of media content in the dataset, reaching

roughly 15% of all content shared in the monitored groups during the election period.

Note also a large number of links to websites (last row) present in the text messages.

3.3 Data Filtering

Images and textual messages are the most frequent type of content in our collected

data, and they are thus the focus of our analyses. However, in order to analyze the spread

of a particular content, it is necessary to identify duplicates, i.e., messages containing the

same content. In the following we discuss how we perform such identification for images

and textual messages.

5Only messages that are entirely composed of textual content are counted as text messages.
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3.3.1 Images

Figure 3.2, presents a flowchart with the steps of our methodology for filtering

images and removing duplicate images of our dataset. In order to identify duplicates of

the same image, we used the Perceptual Hashing (pHash) algorithm [64] to calculate a

fingerprint for each image. We were then able to group images having the same hash-

values based on human eye perception as duplicates. As presented in Table 3.1 (lower

portion), this filtering left us with 69, 685 unique images during the election period. We

selected a representative image for each content, keeping information about the groups

each image was sent to and their timestamps.

Figure 3.2: Images Filtering Flowchart

As we here aim to explore the presence of WhatsApp content on the Web, we delved

further into the images shared on the monitored groups and developed a tool to collect

Web pages in which those images have also appeared. The tool exploits the capability

of searching for images provided by Google search, where a user can submit an image as

query, and obtain as result webpages that include matching images along with their post

dates. As will be discussed in Chapter 4, this information allows us to analyze temporal

sharing patterns such as the time interval between the first appearance of an image on

WhatsApp and elsewhere on the Web.

In order to explore the content veracity of the images shared in the groups, we

extended the tool to automatically identify whether each image was fact-checked by some

of the main Brazilian fact-checking agencies. This is done by checking whether fact-

checking websites appear in the results of the initial Google Image search. If it does, then

we proceed to parse the fact-checking web page and retrieve the fact-checker verdict for

the image. So, we also added information in our dataset about where and when each

image from WhatsApp appeared on the web, and also if the image content was checked

with misinformation.
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3.3.2 Textual Messages

Since we aim at studying the presence of misinformation, we analyzed only mes-

sages with at least 180 characters, which is a satisfactory minimum size for texts that

bring some information or summary of news, to avoid small talks and greetings. This

filtering left us with 59, 979 textual messages, many of which contain one or more URLs

to websites and external news, summing up almost 19, 502 links in our analyzed messages.

Figure 3.3: Images Filtering Flowchart

Figure 3.3, presents a flowchart with the steps of our methodology for filtering

textual messages and removing duplicates of our dataset. We grouped similar content by

computing the Jaccard similarity [41] between pairs of messages. The Jaccard similarity

between messages mi and mj is computed as the ratio of the number of common words

in both mi and mj to the number of words in the union of both messages. Messages

with a similarity greater than 0.7 were considered the same and being thus grouped

and considered as (semi-)duplicates. The choice of the threshold was made empirically,

once. After manually inspected a sample of the messages, we note several messages that

carried the same information despite differences in the use of words and emotions, and

no content difference was found in pairs of messages with a similarity greater than 0.7.

In this process, a representative message for each content was randomly selected, keeping

information about the groups each content was sent to and their timestamps. In total,

we identified 37, 674 distinct textual messages (62% of the total textual messages) in the

monitored groups during the election period.

3.4 Overview

In this section, we provide a brief overview of the type of content present in our

dataset, notably textual messages and media content (audios, videos, and images). We

also briefly discuss the presence of URLs in textual messages. The discussion is based on
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Table 3.1 as well as on Figure 3.4, which shows the complementary cumulative distribution

of the number of messages of different media types shared per day, across all monitored

groups.
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Figure 3.4: Numbers of daily messages with media content shared on all groups

Textual Messages

Textual messages represent the most frequent type of message shared on the mon-

itored groups, with a total of 591, 162 (almost 75%) textual messages shared during the

election campaign periods. Figure 3.4 shows that up to 9, 000 textual messages were

shared in 60% of the monitored days. In about 10% of the days, the number of textual

messages shared on the groups on a single day exceeded 19, 000 in this period.

URLs and Webpage domains

As shown in Table 3.1, a total of 92, 654 URLs were shared (as part of textual

messages) in the monitored groups during the election campaign. They correspond to 9%

of the total amount of messages we gathered for this period. The nature of these URLs

varies from links to news websites, blogs, entertainment, and other social networks to

even links to other WhatsApp groups. Also, 45% of all URLs shared during the election

campaign period are unique, indicating less diversity and more repetition of the links

during that period.

Audios

Our datasets contain 14,488 audio messages, which correspond to 2% of all mes-

sages gathered during the monitored period. As shown in Figure 3.4, audio is the least

frequent media type shared in the monitored groups. For example, up to 500 audios were

shared in 60% of the monitored days. Note however that, this number reached a peak two

days before the election day, with 1,002 audio messages shared on all monitored groups.

Videos
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In total, 73,310 videos were shared during the election campaign period, which

corresponds to 9% of all messages shared during the period. Also, according to Figure 3.4,

approximately 1,300 videos were shared daily in 60% of the days (with a maximum of

5,052 videos on a single day). Those numbers show that videos are also very popular in

the platform.

Images

Finally, Figure 3.4 shows that images represent the most popular media content

shared on the monitored groups, with a total of 110,954 images (almost 15% of all images)

shared during the election campaign period. According to the figure, this higher frequency

happens on a daily basis. Up to 2,000 images were shared in 60% of the monitored days.

Even more, in about 5% of the days, the number of images shared on the groups on a

single day exceeded 6,100 images (these peaks occurred in the week before the election

day).

Given the popularity of images and textual messages, we select these two subsets

of messages to delve further and we do not go deeper into the study of audios and videos.

In the next two chapters we present a thorough characterization of the content properties

and propagation dynamics of each type of message, image and textual content, contrasting

messages containing previously checked misinformation with the rest. We also present a

first analysis of the network structure of WhatsApp groups.
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Chapter 4

Image and Textual Content

Properties

In this chapter, we characterize the content properties of WhatsApp messages focusing

on images (Section 4.1) and textual messages (Section 4.2) (RQ1). We compare mes-

sages containing misinformation with the rest, here referred to as unchecked, aiming at

highlighting properties that distinguish them (RQ2). To distinguish between them we

refer to the former as misinformation and to the later as unchecked, since the veracity

of their content could be not necessarily checked. We cannot guarantee the absence of

misinformation in the unchecked messages, given that such an assertion is restricted by

the availability of checked facts. Yet, we expect that we were able to catch most messages

containing misinformation in our dataset, especially those with greater impact on users,

as they most probably were identified by the fact-checkers.

4.1 Images

In this section, we start by contrasting images sent in WhatsApp groups containing

previously reported misinformation with the other unchecked images. We first characterize

the content of WhatsApp images, their main topics, as well as the domains on the Web

and Twitter accounts where those images also appeared. Finally, we analyze how images

shared on WhatsApp groups propagate to and from the Web.

We start by presenting some key measures related to the sharing of images within

the monitored groups. Table 4.1 presents averages, standard deviations, and maximum

values of the numbers of images shared by each user and within each monitored group as

well as number of users sharing images in each group and the total number of times each

image was shared (across all groups). Note that most images are shared only a few times

(once, on average), as only a few images are widely shared. Interestingly, we found that
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the groups with the largest number of images shared during the election campaign1 are

indeed the groups with the largest numbers of users sharing this type of content (with

211 users).

Table 4.1: Sharing of images on monitored WhatsApp groups.

Mean Standard Deviation Maximum
Number of images per Group 345 580.531 4,320
Number of users per Group 34 41.347 211
Number of images per User 10 32.322 1,612

Number of shares for Image (total) 1 4.512 125

4.1.1 Misinformation

We start by looking at the presence of misinformation in the images shared on

WhatsApp groups. First, we discuss two techniques used to identify misinformation in

the images in our datasets. We analyze their characteristics comparing these images with

the rest of our WhatsApp data.

4.1.1.1 Labeling with a Fact-Checking Agency

We created a list of the most shared images during the election campaign period

and gave them to one of the most important fact-checking agencies in Brazil, Lupa2.

They checked the veracity of each of these images following a methodology similar to

other fact-checking agencies around the world (e.g., the American Politifact3 and the

Argentinian Chequeado4). They analyzed whether these images contained factual infor-

mation as opposed to opinions since it is not possible to check the latter. Out of a total

of 61 of the most shared images during the election campaign period, 47 were marked as

factual. Out of these factual images, they found that 22 had already been checked by

other fact-checking agencies: 17 images had been checked as containing misinformation,

and only 5 images had been checked as true. These results show an expressive number

1The group with the largest number of shared images was ”BOLSONARO PRESIDENTE”, with
4,320 images

2https://piaui.folha.uol.com.br/lupa
3https://www.politifact.com
4https://chequeado.com

https://piaui.folha.uol.com.br/lupa
https://www.politifact.com
https://chequeado.com


4.1. Images 38

of images with misinformation that went viral in WhatsApp during the 2018 Brazilian

elections. In terms of percentages, 36.2% of the images with factual information were

checked as containing misinformation, whereas 53.2% of them include misleading and in-

conclusive content (not supported by public information), and only 10.6% were verified

as true. Examples of images checked as misinformation are shown in Figure 4.1.

Figure 4.1(a) is an edited image of the Brazilian former president Dilma Rousseff,

who was impeached in 2016 [81], alongside Fidel Castro, former president of Cuba. At

the time this picture of Castro was taken, Dilma was 11 years old. Thus, the image is

clearly fake. It was the most popular image in the monitored groups during the analyzed

period. Figure 4.1(b) is an edited image of the former Brazilian president Lula, imprisoned

for corruption at the time of monitoring [16, 101], meeting the aggressor responsible for

stabbing the then presidential candidate Jair Bolsonaro during a campaign rally [67]. The

intention of the image was to associate Lula with the attack against Bolsonaro.

(a) False edited photo of ex-president Dilma next
to Fidel Castro

(b) Fake photo of Bolsonaro’s aggressor next to
Lula

Figure 4.1: Images checked as fake by both fact-checking methodologies.

4.1.1.2 An Automatic Methodology for Finding Misinformation

Recently, Facebook has announced partnerships with many third-party fact-checking

organizations, through which Facebook demote or reduce the visibility of links rated as

false [56]. This kind of partnership neglects misinformation in images, as fact-checkers

only provide rates to links containing stories with misinformation. Next, we provide a

strategy to connect the false stories found in images shared with external links that ap-
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pear on the Web, providing a simple way for Facebook to demote links containing images

with misinformation identified on WhatsApp.

Figure 4.2: Flowchart of an Automatic Methodology for Finding Misinformation in Images

Figure 4.2, presents a flowchart with the steps of our methodology for finding

misinformation in images. First, we identified the main fact-checking agencies in Brazil5.

We then automatized the process creating a script that searches each image that was

shared more than once on the WhatsApp groups on the Web by using the Google Image

search as explained in Subsection 3.3.1. From (13688) images that were shared more than

once, we obtained results for 10% of the images in this set. Given the search results for an

image, we checked whether any of the returned pages belong to one of the fact-checking

domains. If so, we parsed the fact-checking page and automatically labeled the image as

fake or true depending on how the image was tagged on the fact-checking page. If at least

one fact-checking site tagged the image‘s information as fake, we also labeled it as fake.

We applied this methodology to all images (12319) from our dataset that was

shared more than once and also appeared in a domain in the Web and found 70 images

containing misinformation. We compared the 70 images with misinformation identified by

the automatic process with the 17 images checked as fake by Lupa (see previous section),

obtaining an overlap of only 2 images. Thus we built a single dataset of 85 images with

misinformation identified by official fact-checking agencies.

Table 4.2 presents a comparison of the images with misinformation and with

unchecked content shared during the election campaign, showing the numbers of dis-

tinct images, users who shared those images, groups in which those images were shared

and the total number of shares. Note that, even though the number of distinct images

with misinformation is small (85), these images summed up 1,168 shares posted by 624

different users in 157 different groups. Despite representing less than 1% of all images

shared, these images appeared in 44% of the monitored groups in the period of the elec-

tion campaign, effectively reaching a large user population. Also, note that nearly 5.7%

of all users shared images with misinformation.

In the following, we analyze the images in this dataset, focusing on their content

and other websites where they also appear. We also compare properties of these images

with those of the other images shared during the election campaign period.

5Fact-checking agencies: Boatos.org : https://www.boatos.org; e-Farsas: http://www.e-farsas.

com; Comprova: https://projetocomprova.com.br; Lupa: https://piaui.folha.uol.com.br/lupa;

https://www.boatos.org
http://www.e-farsas.com
http://www.e-farsas.com
https://projetocomprova.com.br
https://piaui.folha.uol.com.br/lupa
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Table 4.2: Overview of images shared during election campaign period: misinformation
versus unchecked content.

Misinformation Unchecked

Number of groups in which images were shared 157 351

Number of users who shared images 624 10,339

Number of unique images 85 69,590

Number of total shares of images 1,168 109,791

4.1.2 Content Labeling

A WhatsApp group is usually meant to be a space for discussions about a specific

subject such as politics, education, games. However, the content shared itself may diverge

from the group subject given the will of their participants. For example, as in other

Web systems, WhatsApp groups are susceptible to spam activity (e.g. advertisements or

inappropriate content). To understand the kinds of images shared on our selected groups,

we first categorize the images by performing content labeling and analyze the distribution

of images across categories. We also discuss the appearance of the same images on other

websites and social networks.

We asked three volunteers to label a sample of the most shared images during

the election campaign period. The sample contains the top-100 most shared images,

considering the whole monitored period. For the images with misinformation, the sample

contains all 85 images with misinformation identified by the fact-checking agencies.

A taxonomy guideline document with instructions was given to the volunteers with

the following directions: (i) observe an image and, read the text on it, if available; (ii)

if there is a text, check the existence of any citation to a website or other source; (iii)

check if the following content types are present in this post: Political Content; News;

Opinion; Satire; Activism; (iv) identify possible inappropriate, offensive or even illegal

content by checking for the presence of Dissemination of Hate; Violence; or Promotion of

Illicit Products as Inappropriate Content ; (v) you can classify a post with more than one

category (e.g., News and Political Content) or none of them; and finally (vi) if you cannot

fit the image in any of the listed categories or are unable to establish its category, label

the image as Others. Table 4.3 lists the categories used to label the sampled images.

After each of the three volunteers annotated each image according to the categories

in Table 4.3, we measured the inter-annotator agreement in terms of the Fleiss’s κ [26].

We assumed that consensus was reached if the null hypothesis of negative or no agreement

κ = 0 can be rejected. Since the same image may fit more than one category, we applied

the test individually for each category, averaging the κ scores obtained, as we can see in

Globo G1 : http://g1.globo.com/fato-ou-fake; and Aos Fatos: https://aosfatos.org.

http://g1.globo.com/fato-ou-fake
https://aosfatos.org
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Category Description
Political Information about a candidate or party
News News information with a quote.
Satire humorous content regarding current events.
Inappropriate Illicit products, violence, hate speech or pornographic content
Activism Popular movements and protests
Opinion Which expresses a personal opinion or comment.
Others Does not fit into any other category

Table 4.3: Image Categories

Table 4.4. The category with the higher agreement was News and the lower was Opinion.

Overall, we obtained moderate agreement among the annotators, with average κ equal

to 0.39 for the sample of images analyzed. This result is reasonable given that some

categories are very broad and distinctions are somewhat blurred. In the following, we

assume that an image belongs to a category if at least two of the annotators agreed upon

that category.

Category Kappa
Political 0.30
News 0.66
Satire 0.35
Inappropriate 0.44
Activism 0.40
Opinion 0.19

Table 4.4: Image Categories Fleiss’s κ

Figure 4.3 shows the distributions of the image categories in each sample. As

expected, most images are related to politics (76% for images with unchecked content and

74% for images with misinformation). The majority of the images with misinformation

were hoaxes, used to misrepresent well-known politicians and candidates and personalities

involved with the elections. Images with misinformation have also less expressive topics

like false news and a lot of activism scenarios deceived. We also observed false images

with inappropriate content with the intent of harming the opposition group, or candidates

in the election scenario. The presence of false opinions from personalities in the images

are also worth noting: we observed a lot of prints of social networks profiles supporting

candidates or groups, corresponding to 11% of all images with misinformation. In contrast,

images with opinions from personalities were much more popular in the sample of images

with unchecked content, corresponding to 30% of all images in our sample. News and

images with activism are also frequent among the unchecked content, but no image in our

sample contains explicit advertisements.
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(a) Images with Unchecked Content
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(b) Images with Misinformation

Figure 4.3: Distributions of image categories.

4.1.3 WhatsApp Images in other Websites

We now analyze the extent to which the images shared on our monitoredWhatsApp

groups have also appeared on other websites including social networks and blogs. We do so

by searching for the observed images using the Google Images search engine, as discussed

in Section 3.1.

Figure 4.4 shows the most popular domains returned by Google Images for the

images with unchecked content and for the set with misinformation. Notice that online

social networks like Twitter, Facebook and, Google+ are among the most frequent do-

mains where the images were posted for both sets. TrendsMap, a website that shows

visualizations of the trends on Twitter, was also popular. Similarly, image apps like

Deskgram as well as Blogspot are popular domains, especially the latter, suggesting that

a large fraction of image content shared on WhatsApp groups may indeed have blogs as

possible sources.

Compared to unchecked content, images with misinformation appeared much more

frequently on other social networks: as examples, while the fractions of images with misin-

formation that also appeared on Twitter and Facebook reach 86% and 55%, respectively,

corresponding fractions for images with unchecked content are only 36% and 20%, respec-

tively. We note that Twitter may be highly frequent, because it is a more open social

network. Those results, however, suggest that images with misinformation may have a

viral behavior beyond WhatsApp. Moreover, other social networks like Google+ and

Youtube as well as blogs (e.g., Blogspot) also quite a large presence among the images

with misinformation. Note the presence of UOL, Boatos and Globo among the domains
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where images with misinformation often appeared. Most probably those appearances refer

to efforts of checking and reporting fake news.
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Frequency
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7) google
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3) facebook
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1) twitter

(a) Images with Unchecked Content
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2) blogspot
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(b) Images with Misinformation

Figure 4.4: Most popular domains for images shared on WhatsApp publicly accessible
groups.

To further analyze the images that were also posted on Twitter, Figure 4.5 shows

the Twitter accounts that most often shared both images with misinformation and the

others, the figure shows the number of posts by each account containing images of each

set. For both images with misinformation and with unchecked content, we can observe

the presence of some official journalistic accounts (folha, agencialupa and the journalist

blogdonoblat) and official accounts of the presidential candidate Fernando Haddad and his

vice, Manuela d’Avila. We note these profiles posted images containing misinformation

most probably with the purpose of repudiating them, acting as fact-checking accounts.

Yet, some other accounts acted as misinformation broadcasters by spreading it further

through the network.

In Figure 4.5(a), there are also more of the main Brazilian news official accounts

(folha, estadao and g1 ) and official accounts of politicians, like the presidential candidates

Jair Bolsonaro and Fernando Haddad and his vice, Manuela d’Avila and candidates for

deputies like Carlos Bolsonaro. The great number of Twitter accounts related to politics

go according to the theme of the monitored groups, however, the large number of official

news accounts indicate that images from news are frequent in groups on WhatsApp.

4.2 Textual Messages

In this section, we shift our focus to textual messages, and analyze the properties

of messages containing misinformation and unchecked content, highlighting differences
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Figure 4.5: Most popular Twitter accounts for images shared on WhatsApp publicly
accessible groups.

between them. Before discussing our results, we first present how we identified textual

messages with misinformation.

4.2.1 Identifying Misinformation

To identify misinformation in our textual messages, we collected facts there were

previously checked as fake by fact-checking websites and compared them to the messages

in our filtered dataset (i.e., the dataset obtained after filtering out textual messages with

less than 180 characters). Specifically, we crawled checked information (news or claims)

from the same six Brazilian fact-checking sites we used to identify misinformation in the

images (see Section 4.1) and we parsed the HTML of each fact-checking site to crawl the

checked information. Figure 4.6, presents a flowchart with the steps of our methodology

for finding misinformation in textual messages. We collected all posted facts published

during the year of 2018, including title (or claim), URL, description, summary, associated

images (links, if available), authors (if available), date, and label (i.e. fake or not). In

total, 1,234 facts labeled as fake were collected.

Figure 4.6: Flowchart of Methodology for Finding Misinformation in Textual Messages

We then computed the text similarity between each textual message in our What-
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sApp dataset and each collected fact labeled as fake by at least one of the fact-checking

websites. For the latter, we experimented with using only the contents of the summary

field and using the description, which contains a more detailed presentation of the fact.

We found that using the summary leads to more accurate textual matching possibly be-

cause WhatsApp messages tend to be more direct to the point. We first pre-processed

each piece of textual content (WhatsApp message and fact summary) using a version

of the Spacy natural language processing toolkit specific to Portuguese6 to remove stop

words and accents as well as stemming words. Each piece of content was then modeled as

a bag of words, by means of a TF-IDF vectorial representation, widely used in information

retrieval [65]. Given a WhatsApp message m and a fact summary s, represented by their

TF-IDF vectors vm and vs, respectively, we computed their textual similarity by means

of the cosine similarity, defined as cos(vm, vs) =
vm·vs

||vm||·||vs|| .
7

We computed the similarity scores between all pairs of messages and fake fact

summaries. Note that the two pieces of content may refer to the same fact and yet have

(cosine) similarity below the maximum of 1. Thus, the identification of misinformation de-

pends on some similarity threshold. To define such threshold, we first manually compared

a sample of 100 WhatsApp messages with the fact summaries, determining whenever both

referred to the same (fake) fact. We then compared this manual label with the similarity

cosine scores. No match was found in our manual labeling between contents with cosine

score below 0.4. Thus, any WhatsApp message whose cosine similarity with any of the

fake fact summaries was above 0.4 was considered suspicious of carrying misinforma-

tion. All suspicious messages were then manually analyzed and compared against the fact

summaries. We note that messages with high similarity scores, but containing retrac-

tions (e.g., links to fact-checking websites refuting the original content) were manually

excluded from the misinformation dataset. This process led to the identification of 69

distinct textual messages containing previously checked misinformation. These messages

were shared 578 times in our dataset8. We found on textual messages a slightly smaller

number of messages containing previously checked misinformation than was found in the

images, however, images represent a greater volume of messages in our dataset.

In the following sections, section, we compare the textual properties of messages

containing misinformation with the other textual messages in our dataset (unchecked

content).

6https://spacy.io/
7We did experiment with other similarity metrics, notably WMD (Word Mover’s Distance)[51], which

covers the semantics of sentences, and the results were similar, but with a higher processing cost.
8Throughout this master thesis we use the term sharing of a message as a synonym of posting a

message in a WhatsApp group. In that sense, the same message (same content) may be shared/posted
multiple times by one or more users.
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4.2.2 Textual Properties

In this section, we analyze textual properties of WhatsApp messages containing

misinformation as well as unchecked content, highlighting differences between them. Our

analyses cover message size, psychological linguistic features, sentiment analysis as well

as the main topics and frequent words present in each type of message.

4.2.2.1 Message Sizes

We start by looking at the sizes of the messages. Figures 4.7(a) and 4.7(b) show

the cumulative distributions function (CDF) of the numbers of words and characters in

the messages containing misinformation as well as in the messages whose content was

unchecked. We compared the two distributions using the Kolmogorov-Smirnov test [59]

with 95% confidence level, with the null hypothesis that two samples have the same

distribution and we found a slightly statistical difference (p-value of 0.059). According

to Figure 4.7(a), 20% of the messages with misinformation have up to approximately 15

words. Those are often messages with links to websites or blogs publicizing fake news. In

contrast, the same fraction of unchecked messages has up to 20 words. Indeed, considering

only messages of intermediate size (up to 50 words), those carrying misinformation tends

to be shorter. The two distributions continue very similar up to roughly 748 words,

which is the maximum number of words in all messages with misinformation analyzed.

Yet, there are a few longer messages (more than 5,000 words) with unchecked content

in the dataset. In general, despite the variability in intermediate sizes, messages with

misinformation tend to have fewer words9.

Figure 4.7(b) shows that both distributions of numbers of characters are very

similar up to around 4,000 characters, with the Kolmogorov-Smirnov test we found no

statistical difference (p-value of 0.38). Roughly 60% of both types of messages have up

to 280 characters, and the medium size is 459 and 472 characters for messages with

misinformation and unchecked content, respectively. However, once again, we do find

some very long messages (up to 61, 681 characters) among those with unchecked content.

9We note that the larger presence of links in messages with misinformation, as will be discussed in
the next section, does not impact the difference in length as each link is counted as one word.
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Figure 4.7: Distributions of message sizes

4.2.2.2 Psychological Linguistic Features

Textual messages with misinformation may contain psychological and cognitive

elements that can trigger specific reactions, possibly boosting the sharing of the message

to others. In order to study the distribution of psycholinguistic elements in the textual

messages, we extracted these types of features from the texts using the 2015 version

of the Linguistic Inquiry and Word Count (LIWC) [96]. LIWC is a psycholinguistic

lexicon system that categorizes words into psychologically meaningful groups. We used the

dictionary for the Portuguese language, which is organized as a hierarchy of categories and

subcategories, all of which form the set of LIWC attributes. Examples include linguistic

style attributes, affective attributes, and cognitive attributes. Positive emotions, negative

emotions, anxiety, anger are examples of subcategories of the affective attributes, whereas

insight, causation, discrepancy are examples of subcategories of the cognitive attributes.

In total, there are 92 LIWC attributes. Each such (sub)category is characterized by a

set of words from the dictionary. Examples of words representing the anger attribute in

the LIWC Portuguese dictionary are hate, kill, pissed (translated to English). Given

an input text, we compute the value of a LIWC attribute as the percentage of words

in the text that represent the given attribute. Note that, as such, an attribute value is

normalized to the size of each message.

We characterized both messages with misinformation and unchecked content with

respect to the presence of psycholinguistic elements by computing the distributions of

attribute values for each LIWC attribute for both sets of messages. As a first step to nar-

row our attention to the most distinguishing attributes, we compared both distributions

using a Kolmogorov-Smirnov (KS) test [59], which is a non-parametric test of equality of

continuous distributions, in which the null hypothesis states that the two input samples
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have the same distribution.

Messages with misinformation have a larger presence of URLs: 50% of the messages

with misinformation have at least one URL, whereas only 32% of the other messages

contain such links. The presence of such URLs emphasizes the linguistic features related

to punctuations that are frequent in links. Thus, in order to investigate the presence of

other psycholinguistic features, we removed the links from all messages in this analysis.

We identified 7 (out of 92) attributes for which, according to the KS test, the two

distributions differ with a confidence level of 95%. We then computed the relative differ-

ence between the average values of each such attribute for messages with misinformation

and messages with unchecked content. These differences are shown in Figure 4.8. As

shown in the figure, the attributes with a significantly greater presence in messages with

misinformation are subcategories of the linguistic attributes (we, they, present, exclaim)

and psychological attributes (insight, inhibtion, sexual).
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Figure 4.8: LIWC attributes that occur more frequently in messages with misinformation.

We identified some significant presence of the attributes we and they, representing

words and verbs in the first and third-person plural respectively. The former was used in

phrases aiming at aggregating the community towards the same goal, and the latter to

refer to third parties. The attribute present indicate frequent use of verbs in the present

tense and misinformation in current news and events. The exclamation mark was also

observed with the attribute Exclaim, used in messages with misinformation content, to

drive the attention and appeal to a more emotive speech.

The insight attribute is a cognitive process characterized by words like attention,

warning, look, and listen, which occurred very often in messages with misinformation,
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especially those structured as chain messages, where warnings and verbs in the imperative

are common. We also noticed that messages with those words were shared 40% more times

than the remaining, on average. Rumors about voter turnout and denial of previously

reported facts were also observed in the messages with misinformation in our dataset, with

a larger presence of words like deny, null, and block which characterize the inhibition

attribute. The sexual attribute is represented by words such as virgin, orgy and nudism,

often related to offensive content. We conjecture that the somewhat higher frequency of

such attribute in messages with misinformation is due to the presence of false stories and

hate speech content towards some political opposition groups. We also observed some

sensationalist headlines that use sexual content to attract attention.

4.2.2.3 Sentiment Analysis

Sentiment analysis has become an extremely popular tool to capture text polarity,

especially in social media data [62]. In order to investigate the overall subjective cues

of sentiment in the WhatsApp textual messages, we used a Portuguese version10 of Sen-

tiStrength method [98] to measure the polarity of each piece of content. SentiStrength is a

well-established method that implements a combination of supervised learning techniques

with a set of rules that impact the ”strength” of the opinion contained in the message.

This technique has already been applied in several domains (e.g., to capture the strength

of sentiments expressed in headlines of online news [72]). We here employ it to investigate

whether there are differences in the sentiment of messages carrying misinformation when

compared to the rest.

Figure 4.9 shows the percentages of positive, neutral and negative messages with

misinformation and carrying unchecked content. It is interesting to note the very large

volume of negative messages in both groups. A large presence of negative content has also

been previously reported for Twitter [97]. However, the results in Figure 4.9 suggest an

even stronger bias towards a negative discourse on WhatsApp. Moreover, there are more

positive messages than neutral ones (also in both groups), which evidences the polarized

nature of the data, leaning more often towards more extreme feelings rather than neutral

text.

Comparing messages with misinformation with those with unchecked content, we

do observe some differences, but they are small. In particular, messages with misinfor-

mation are slightly more negative. Such difference is indeed statistically significant by a

Kruskal-Wallis H-test [48], with p-value < 0.005. This finding is in agreement with previ-

10Available in: sentistrength.wlv.ac.uk.

sentistrength.wlv.ac.uk
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ous observations that misinformation content tends to be more negative [115], especially

within polarized communities. Moreover, inspired by previous results on online news [72],

one could speculate that messages with misinformation tend to be more negative as a

mechanism to attract readers. As we will see in Section 5.1, such messages are indeed

shared a larger number of times in our dataset.
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Figure 4.9: Sentiment polarity of messages.

4.2.2.4 Topic Analysis

Although we here focus on politically related groups, the contents of the messages

vary greatly in terms of their topics. Political discussions, product/business marketing,

and even humor are some examples. Thus, we further characterized the WhatsApp mes-

sages in terms of the topics they convey. To that end, we used Latent Dirichlet Allocation

(LDA) [6], a generative statistical model to automatically infer the topics in a collection

of documents. We applied LDA to all messages (with misinformation and with unchecked

content) jointly, and then compare the distributions of the identified topics in each group of

messages, aiming at identifying differences between them. Figure 4.10 presents a flowchart

with the steps of our methodology for finding the most frequent topics.
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Figure 4.10: Flowchart of Methodology for characterizing WhatsApp textual messages in
topics

Specifically, we lowercased and tokenized all the words in the filtered dataset, and

removed accents and stopwords using the Portuguese list provided by the Spacy toolkit.

We then ran the LDA algorithm using gensim [71], a Python library for topic modeling.

We chose the best number of topics k to be returned by the algorithm based on the topic

coherence metric [66], which captures whether different topics indeed have few words

in common, as is commonly used. Specifically, we ran the LDA algorithm varying the

number of topics k from 2 to 30 and chose the LDA model that produced the highest

topic coherence score, which was for k = 10. These topics are presented in Table 4.5,

which shows the most representative words (according to LDA) for each topic. Note that,

although our collection methodology does favor political content, we do observe a great

variety of topics, characterized by words such as God, life, money, millions and Facebook.

Table 4.5: Topics inferred by LDA algorithm.

Topic Most representative words (translated to English)
1 vote, president, Haddad, Lula, Ciro, apply, research, PT, elections, voter
2 no, ant, know, do, person, speak, find, thing, expensive, people
3 say, life, God, do, Lord, day, man, no, good, be
4 country, nation, Brazilian, Brazil, left-wing, political, power, party, govern, right-wing
5 be, laugh, city, governor, senator, yes, state federal, new, big
6 govern, money, do, work, company, millions, year, Brazilian real, pay, receive
7 Bolsonaro, Brazil, say, woman, support, Jair, defend, apply, see, favor
8 be, law, publish, form, education, leave, be, use, project, right, project
9 day, group, Facebook, video, today, folks, chat whatsapp, friend, share, hour
10 year, cop, after, weapon, news, city, arrested, find, crime, where

We then assigned one topic to each message by analyzing the probability of each

word in the message belonging to each of the identified topics. We selected the topic with

the highest aggregated probability considering all words in the message as its represen-

tative topic. Figures 4.11(a) and 4.11(b) show the histograms of topics for the messages

with misinformation and for those with unchecked content, respectively.

Clearly, the distribution is much more biased towards fewer topics in the messages

with misinformation. The most frequent topic in this group, Topic 6, was almost twice as

much frequent in the messages with misinformation and is characterized by words such
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as government, money, do, and work. We found that many messages in this topic labeled

as misinformation do indeed carry rumors about government’s economic projects in the

current or prior term of office. An extract of one such message is: This is not fake news.

It is on the website of the Chamber of Deputies - PT has a project for the confiscation of

assets. It refers to a false project of the political party that had been in Office previously

(PT or Work Party), and probably was disseminated aiming at favoring candidates from

opposing parties. As this topic is mainly characterized by subjects related to projects,

economics and finance, it has no particular political side and their links point to economy

news and even false propaganda.

Topic 1 also has significant presence in the messages with misinformation and is

characterized by words such as H addad, Lula, and C iro (names of candidates running

for president) as well as vote, and president. Strongly related to the 2018 presidential

election, this topic presents information about many candidates, it does not target any

particular political side. Those candidates, however were always a target of viral news

containing misinformation. The links present in the messages point to news about different

candidates and polling surveys results. Topic 10 however, has words that incite violence

and messages that indicate politicians who are supposed to be involved in corruption.

Similarly, Topic 7, containing mostly words related to Jair Bolsonaro, a candidate running

for president, was also more frequent in messages with misinformation. This is consistent

with reports of how the spread of misinformation in WhatsApp, targeting particular

candidates, influenced the 2018 presidential election campaign in Brazil11.

One example message related to Topic 7 is (translated to English): Bolsonaro

proposes mass dismissal of teachers and distance education for all levels. This fact was

learned to be fake afterward, spread with the goal of harming the candidate’s campaign.

Another example is: Please listen to what Father Marcelo Rossi talked about the current

situation of the country and about Bolsonaro! He gave a class!. This message refers to

a very charismatic and beloved Brazilian priest who allegedly supported candidate Bol-

sonaro in a false audio that went viral. These two messages illustrate how misinformation

propagation was used to harm but also to favor the candidate’s campaign.

4.2.2.5 Frequent Terms

To further support our analyses of the contents of the WhatsApp messages, Figure

4.12 shows the word clouds of the top 500 most frequent words (translated to English) for

11https://www.nytimes.com/2018/10/17/opinion/brazil-election-fake-news-
whatsapp.html?module=inline
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Figure 4.11: Distributions of topics inferred by LDA.

both sets of messages (with misinformation and unchecked content). These word clouds

were produced using the Wordle tool12. Note the frequent presence of many words related

to the topics inferred using the LDA algorithm. Examples are vote, Bolsonaro, Brazil,

Lula and, PT, which are related to the election. Words like project, benefit, and income,

clearly related to Topic 6 (see prior section) are also highlighted in the cloud for messages

with misinformation.

We delved further into the contents of messages with misinformation by investi-

gating whether there are particular patterns of word usage (e.g., prefixes or suffixes of

sentences) that occur more frequently. Specifically, we used each of the top-50 most fre-

quent words in Figure 4.12(a) as input to the Word tree visualization tool [108]. Given

an entry word and a dataset of textual content, this tool generates a tree, with the given

entry word as root, showing phrases that branch off from the root across all texts of the

dataset.

Figure 4.13 shows one such word tree, rooted by the word Please (Por favor, in

Portuguese). This was the root of the largest number of branches in the set of messages

with misinformation. Indeed, as shown in Figure 4.13, we found 7 different phrases start-

ing with the word Please. Those phrases were found in messages carrying misinformation,

which were shared a total of 33 times in our dataset. We emphasize that, as shown in

Figure 4.12(a), these phrases are related to different topics such as a particular candidate

(Bolsonaro), health-related issues (e.g., hospital, life), and even a rumor about drugs.

This variety of subjects indicates that the use of this particular word Please may indeed

be a distinguishing feature of misinformation spread in WhatsApp textual messages in

general, and not only during the period of elections. Words like listen, publish, share,

and spread were also found in these phrases. These are words that characterize chain

12Available at: http://www.wordle.net/

http://www.wordle.net/
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(a) Messages with misinformation

(b) Messages with unchecked content

Figure 4.12: Word clouds of the top 500 words (translated to English).

messages, being representative of the psychological process of insight. As found in Sec-

tion 4.2.2.2, this psycholinguistic attribute does indeed occur more often in messages with

misinformation.
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Figure 4.13: Word tree for the word root Please.

4.2.2.6 Domains Shared

Recall that, as mentioned, a large fraction of messages with misinformation (50%

in our dataset) contain URLs to external websites. The same was found in messages with

unchecked content, though to a smaller extent (32% of messages). In this section, we

analyze the domains these URLs point to. To that end, we first extracted the domains

from all identified URLs and then computed the fraction of those URLs pointing to each

such domain. Figures 4.14(a) and 4.14(b) show these fractions for the most frequent

domains for messages with misinformation and unchecked content, respectively. We note

that the most frequent domains shared in messages with misinformation are leading news

websites and portals in Brazil (e.g., globo, uol). Domains with false promotions were also

present (e.g., servc). Other domains worth mentioning are independent news websites

(e.g.,midiaimparcial) and blogs (blogspot).

Some of those top domains (i.e. globo, uol) are leading news websites in Brazil.

Those domains were present in the messages with misinformation because they were

in messages where people were sharing misinformation checked by those websites. The

other domains in Figure 4.14(a) are independent news websites and blogs. Although

the percentage of these sites are not high, their presence in a significant part of the

messages with misinformation is suspicious. In contrast, social networks (e.g. Facebook,

YouTube, Twitter and even WhatsApp itself) are the top domains shared in messages

with unchecked content, as shown in Figure 4.14(b). Whatsapp is shared as a invite link
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for other WhatsApp groups. Local news websites (e.g., Gazetadopovo) and blogs were

also present, though with lower frequency.
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(a) Messages with misinformation
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1) youtube

(b) Messages with unchecked content

Figure 4.14: Most frequent domains in textual messages.

4.3 Summary of Results

In this chapter, we have presented the main results of our characterization of

the content properties of image and textual messages shared on the monitored groups

during the analyzed period (RQ1). In this section we present a summary of the findings,

emphasizing differences observed between messages carrying misinformation and messages

with unchecked content.

As expected, given the general themes characterizing the monitored groups, we

found political content as the major content present in both, images and textual messages.

Images with misinformation also have a small percentage of activism and opinion, whereas

images with unchecked content have a considerable presence of news and opinion.
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Textual messages with misinformation have frequently featured more specific po-

litical content, such as government economic projects, candidate rumors, and polling

surveys. We also studied psychological features and we found a higher prevalence of at-

tributes like insight, inhibition and sexual on textual messages with misinformation, as

also more negative sentiments and a great presence of the word please. These patterns

suggest a general discourse of calls for action and participation of the users (as in chain

messages) (RQ2).

We also checked how textual content and images shared on WhatsApp interplays

with the Web. We found that both types of images (with misinformation and the rest) fre-

quently appear in social networks like Twitter (usually on journalistic and candidates’ ac-

counts) and Facebook. Images with misinformation, however, also appear in fact-checkers

(domains and Twitter accounts), suggesting the occurrence of retractions. In addition, we

analyzed domains in URLs present on textual messages and we show a major presence of

false promotions, independent news websites, and blogs on messages with misinformation.

In textual messages with unchecked content, we found a great presence of social networks

and news websites.
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Chapter 5

Propagation Dynamics

In this chapter, we focus on the propagation dynamics of image and textual messages

within each group as well as across different groups on WhatsApp (RQ3). We analyze

the message reach by quantifying the number of shares (Section 5.1) as well as tempo-

ral properties of the spread of a message within WhatsApp (Section 5.2) as well as to

and from the Web (Section 5.3). We present results for image and textual messages,

separately, identifying differences between messages with misinformation and unchecked

content. We finish this chapter with an analysis of the network properties that emerge

from the participation of users in different WhatsApp groups (Section 5.4)

5.1 Message Reach

Recall that, as presented in Section 3.3, we do (textual and image) messages with

very similar content together and consider them indistinctly duplicates of the same con-

tent. In this section, we analyze the reach of each such piece of content by quantifying

the number of distinct users who posted the same message, the number of distinct groups

in which the same message was posted as well as the total number of copies (shares) of

the same message across all analyzed groups. Figures 5.1 and 5.2 show the cumulative

distributions of those measures for images and textual messages respectively. Each figure

shows two distributions, one for messages with misinformation and the other for messages

with unchecked content. For each measure, we compared the two distributions using the

Kolmogorov-Smirnov test [59] with 95% confidence level, with the null hypothesis that

two samples have the same distribution.

We start by discussing the results for images. As we see in Figure 5.1(a), there is a

difference, between the two distributions (p-value of 3e-19), roughly 80% of the unchecked

images were shared by up to 3 users, although the same fraction of images with misin-

formation reached a greater number of users (up to 11). We also notice that the images

with misinformation tend to reach a much larger number of distinct groups, with a high
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Figure 5.1: Cumulative distributions of the reach of each image in terms of distinct users,
distinct groups and total shares.

statistical difference (p-value of 5e-16) : Figure 5.1(b) indicates that roughly 70% of the

images with misinformation were posted in up to 10 groups or, 30% of the images reached

more than 10 groups. In contrast, 70% of the images with unchecked content was shared

in only up to 2 distinct groups.

As shown in Figure 5.1(c), when we evaluate the total number of shares, we also

note a great contrast between images with misinformation and with unchecked content
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(p-value of 1e-16). Around 20% of the images with misinformation were shared more than

once, and 40% of them were shared more than 10 times. In contrast of this, 80% of the

images with unchecked content were shared only 3 times and practically all unchecked

content was shared at most 12 times. All these results indicate a much greater spread,

reaching more groups and users, on images with misinformation.
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Figure 5.2: Cumulative distributions of the reach of each textual message in terms of
distinct users, distinct groups and total shares.

We now shift our focus to the textual messages. As shown in Figure 5.2(a), roughly
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60% of the unchecked messages were shared by up to 2 users, while the same fraction of

messages with misinformation reached a much larger number of users (up to 7) showing a

difference between the two distributions (p-value of 1e-06). Similarly, the messages with

misinformation tend to reach a much larger number of distinct groups (p-value of 9e-07).

Figure 5.2(b) indicates that roughly 80% of the messages were posted in up to 10 groups

or, in other way, 20% of the messages reached more than 10 groups. In contrast, 80% of the

messages with unchecked content was shared in only up to 2 distinct groups. According to

Figure 5.2(c), the distinction between messages with misinformation and with unchecked

content is similarly very drastic when it comes to the total number of shares, (p-value of

1e-08). Roughly 80% of the latter were shared only once and practically all unchecked

content was shared at most 10 times. In contrast, nearly half of the messages with

misinformation were shared more than once, and 20% of them were shared more than 10

times. Clearly, images and textual messages with misinformation have a much greater

reach in WhatsApp, suggesting a viral behavior within and across the WhatsApp groups.

5.2 Propagation Within WhatsApp

In this section, we investigate the spread of a message over time within the mon-

itored WhatsApp groups focusing on messages that were shared at least twice in our

dataset. These correspond to 100% and 22% of images with misinformation and unchecked

content, respectively, as well as 59% and 16% of textual messages with misinformation

and unchecked content. We analyze temporal properties of this spread including message

lifetime and the time between consecutive shares of the same content, here referred to as

burst time. Since the computation of burst time disregards the particular group where

each share happened, we further analyze the dissemination within and across different

groups by analyzing the time interval of a share since the message was first shared in

the group (intra-group time) and the time interval between the first shares of the same

message in different groups (inter-group time).

In our analysis, we first identify the set of images and textual messages shared

during each monitored period and then compute the aforementioned metrics considering

an extended period from April 23rd to October 22nd, 20181. For each metric, we also com-

pared the two distributions using the Kolmogorov-Smirnov test [59] with 95% confidence

level, with the null hypothesis that two samples have the same distribution.

1The dataset analyzed in this master dissertation is an extract from a larger dataset covering from
April to November 2018. We restricted our analysis to the election period only given the greater partici-
pation of the group users during that period.



5.2. Propagation Within WhatsApp 62

5.2.1 Lifetimes

The lifetime of a message is calculated as the time interval between the first and last

occurrence of this message in our dataset, thus reflecting how long the message remained

being replicated on WhatsApp, as captured by our dataset. Figure 5.3 shows the cumu-

lative distributions of the lifetimes (in terms of days) for messages with misinformation

and unchecked content and for images and textual messages respectively.

As shown in Figure 5.3(a), we found no statistical difference between the distri-

butions of lifetimes of images with misinformation and images with unchecked content

(p-value of 0.78). For both types of content, around 70% of the images remain in the sys-

tem for up to 100 hours. However, based on Figure 5.3(b), there is a statistical difference

between the distributions of lifetimes of textual messages with misinformation and with

unchecked content (p-value of 4e-07). Clearly, the textual messages with misinformation

tend to remain in the system for much longer: roughly half of the textual messages with

misinformation in our dataset had a lifetime of at least 10 days. In contrast, most textual

messages with unchecked content remained in the system for up to a single day, and less

than 20% of them had lifetimes above 10 days.
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Figure 5.3: Distributions of lifetimes of messages with misinformation and with unchecked
content

5.2.2 Burst Times

The communication in messenger apps is often extremely fast. Thus, another met-

ric to characterize the temporal dynamics of message propagation is the time interval
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between two consecutive shares of the same message (in the same group or in different

groups), which we call burst time. Figures 5.4(a) and 5.4(b) show the cumulative distri-

butions of burst time for messages with misinformation and unchecked content for images

and textual messages respectively.

Figure 5.4(a) shows that the distributions of burst times are statistically different

(p-value of 2e-30) for messages with images. Burst times tend to be shorter for images

with misinformation, suggesting a faster propagation of this type of content. For example,

in 60% of the cases, an image with misinformation is reshared within 100 minutes. The

fraction of such burst times reduces to 40% for images with unchecked content.

Additionally, in Figure 5.4(b), we note that the two distributions for textual mes-

sages exhibit some distinction in their bodies (smaller values), though differences become

unclear for burst times above 100 minutes. That is, for values up to 100 minutes, the

burst times tend to be somewhat longer for textual messages with misinformation and

messages with unchecked content are reshared faster. For example, around 20% of the

messages with unchecked content is reshared within 3 minutes since the last post. In

contrast, only 10% of the messages with misinformation are reshared within the same

interval. Nevertheless, just like observed for image content, the two distributions are

statistically different (p-value of 5e-06). We did observe the presence of messages from

spammers with promotions and product offers among those with unchecked content. We

speculate that those may explain the shorter burst times for such messages, as one may

expect that spammers make an effort to publicize their content by resharing it often.

Note that, for messages with misinformation, the longer time interval between successive

shares of the same message may indeed contribute to the longer lifetimes observed in the

previous section.

Once again, we observe differences in the burst time of images and textual mes-

sages: while misinformation in images tend to have shorter burst times, the opposite is

observed for textual messages. Thus, the misinformation propagation patterns do seem

to vary depending on the media type. Extending this analysis to other media types, such

as audio and video, is an interesting avenue for future work.

5.2.3 Intra and Inter Group Times

We also look into how the same message is disseminated within the same group and

across different groups. Our goal is to understand how long it takes for a message to first

appear in different groups as well as the time interval since this first appearance and the

following shares within the same group. To that end, we define the intra and inter-group



5.2. Propagation Within WhatsApp 64

10−1 101 103 105

Minutes x
0.0

0.2

0.4

0.6

0.8

1.0
Pr

ob
 (X

 <
 x)

Misinformation
Unchecked Content

(a) Images

10−2 10−1 100 101 102 103 104 105

Minutes x

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

(X
<x

)

Misinformation
Unchecked Content

(b) Textual Messages

Figure 5.4: Distribution of burst times for messages with misinformation and messages
with unchecked content

times. The intra-group time is defined as the time interval between the current share of

a message and the first time the same message was shared in the group. This metric

is computed for messages within each group separately, and is restricted to messages

shared at least twice in the group. These correspond to 73% and 11% of images with

misinformation and unchecked content respectively, as well as for 29% and 9% of textual

messages with misinformation and unchecked content. The inter-group time is defined

as the time interval between the first share of a message in a group and the first share of

the message in any group. It captures the time interval between the first appearance of

a content in different groups, and is measured only for messages that were shared in at

least two groups (87% and 15% for images with misinformation and unchecked content;

48% and 10% for textual messages with misinformation and unchecked content)

We note that the analysis of intra and inter times may help to understand the

observed patterns in burst times, since, unlike the latter, the two metrics defined above

explicitly capture the structure of groups and its role in the propagation of a message.

The cumulative distributions of intra and inter-group times of images are shown in Figures

5.5(a) and 5.5(b), respectively. For both metrics, the distributions for misinformation and

unchecked content are statistically different (p-value of 2e-6 and 3e-7 respectively), though

the differences are not very expressive. In general, we observe that images with unchecked

content tend to spread somewhat faster within the groups (shorter intra-group times) but

tend to take longer to cross the boundaries between groups (longer inter-group times).

For example, as shown in 5.5(a) 60% of the images with misinformation have intra-group

times of up to 100 hours, whereas for unchecked content the threshold is 50 hours. In

contrast, the inter-group times of 60% of unchecked images is 70 hours, whereas for images

with misinformation the corresponding value is only 50 hours (see Figure 5.5(b)).

The cumulative distributions of intra and inter-group times of textual messages

are shown in Figures 5.6(a) and 5.6(b), respectively. As the figures show, the patterns
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Figure 5.5: Distribution of inter and intra-group for images with misinformation and
messages with unchecked content.

are completely the opposite of what was observed for images. Within each group, the

shares of messages with misinformation tend to be somewhat more concentrated in time,

happening faster. As Figure 5.6(a) shows, in approximately 50% of the cases, a message

with misinformation is reshared within 10 hours since the first time it appeared in the

group. For messages with unchecked content, this fraction is smaller than 40%. We

also note a statistical difference between the distributions of intra-group time of textual

messages with misinformation and with unchecked content (p-value of 0.01). In contrast,

Figure 5.6(b) shows that crossing the group boundaries takes longer for messages with

misinformation: in only 20% of the cases, they reappear in a different group within 10

hours. However, for messages with unchecked content, 30% of the inter-group times are

within the same limit. Those distributions also present a statistical difference (p-value of

1e-16).

By contrasting these results with those reported in the previous section, we con-

clude that although the overall spread of textual messages with misinformation is some-

what slower (greater burst times), images, in general, spread slower within particular

groups taking a faster time to propagate across different groups. Textual messages, how-

ever, spread faster within particular groups, taking longer to propagate across different

groups.
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Figure 5.6: Distribution of inter and intra-group for textual messages with misinformation
and messages with unchecked content.

5.3 Propagation to and from the Web

We also analyze the propagation of images across the boundaries between What-

sApp and the Web. Specifically, we analyze the difference between the time an image

was first shared on a monitored group and the time when it was indexed by Google. The

latter is taken as an estimate of the time it first appeared on the Web. A positive differ-

ence suggests that the image was first shared in one of the monitored groups and then

published on the Web. A negative difference may suggest the image was first posted on

the Web2.

Figure 5.7 shows the cumulative distribution of such time differences for images

with unchecked content and images with misinformation. We compared the two distribu-

tions using the Kolmogorov- Smirnov test [59] with 95% confidence level, with the null

hypothesis that the two samples have the same distribution. We found that the distribu-

tions are clearly different (p-value of 2.4e-47). The vast majority (95%) of images with

unchecked content were first posted on the Web (negative intervals). Only 3% of them

were shared first on the monitored groups (positive intervals) whereas 2% appeared on

both Web and WhatsApp on the same day. In contrast, only 45% of the images with

misinformation were shared first on the Web, 20% of them were shared on both platforms

on the same day, and 35% were shared first on the WhatsApp group. These results seem

to suggest that WhatsApp acted as a source of images with misinformation during the

election campaign period. This observation is in alignment with the Trumpet of Am-

plification argument that states that WhatsApp groups as other closed or semi-closed

2Our analysis is constrained by the view of WhatsApp provided by our dataset. We restrict this
analysis only to images as identifying occurrences of the same textual content elsewhere on the Web
would be significantly harder.
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Figure 5.7: Cumulative Distribution Function for Temporal Propagation on Web of What-
sApp Images

communities (4chan, Facebook groups, etc) often act as sources for the dissemination of

misinformation [106].

To further investigate the sharing of image content on the monitored WhatsApp

groups and on the Web, we propose a visualization by means of a directed network, as

shown in Figure 5.8. The network contains a central node representing WhatsApp (i.e.,

the monitored groups); the other nodes represent Web domains in which the images shared

on WhatsApp also appeared. A directed edge from a node/domain to the central node

implies that an image first appeared on that domain and later it was shared on WhatsApp.

A directed edge from the central node to a node/domain implies the opposite. To improve

readability, we plot nodes representing domains in which the images appeared before being

shared on WhatsApp on the left of the central node, and nodes representing domains in

which the images appeared after being shared onWhatsApp on its right. The size of a node

representing a domain captures the number of webpages in that domain in which images

shared onWhatsApp appeared. The color of an edge represents the average time difference

between the first appearance of an image on WhatsApp and on the specific domain,

considering all images posted on that domain (green is faster than red). We emphasize

that this representation captures the temporal ordering of the first appearance of an image

within WhatsApp and on the Web, as captured by our dataset. Although it may provide

hints about the propagation of image across the boundaries between WhatsApp and the

Web, we cannot claim they map exactly the actual information flow.

Figure 5.8 shows the network representations for images with misinformation and

images with unchecked content. In addition to the network itself, each figure shows, for

each group of domains, the total numbers of pages containing shared images as well as
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(a) Images with misinformation.

(b) Images with unchecked content.

Figure 5.8: Network representation of images shared on WhatsApp and on the Web.

the average time interval between the first appearance of an image on the Web and on

WhatsApp. We note that images that were first published on the Web take much longer

to reach the WhatsApp groups (more than a year) than the other way around (only a

few days) for both sets of images. The average time interval is 73 times longer for images

with misinformation and 54 times longer for images with unchecked content. Also, in

general, images with misinformation cross the boundaries between WhatsApp and the

Web much more quickly: 425 days from the Web to WhatsApp and less than 6 days from

WhatsApp to the Web, on average (as opposed to 511 and 9 days, respectively, for images

with unchecked content). Moreover, the numbers of domains (and webpages) on both

sides of the central node are much more balanced for images with misinformation. This

suggests, once again, that images with misinformation are much more often spread from

the WhatsApp groups to the rest of the Web than images with unchecked content. We

note, however that fact checkers sites are in included in those webpages and no domain

were excluded for this analysis.
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5.4 Network Structures

In this section, we analyze sharing patterns on the selected WhatsApp groups by

studying the structure of the networks that emerge from the participation of users in

different groups (Section 5.4.1). In this analysis, we focus only on the sharing of images,

but we expect similar patterns to emerge for textual messages as well. We also study the

network that emerge from the sharing of misinformation (Section 5.4.2).

5.4.1 General Network Properties

We modeled the interactions across groups by means of two network models, one

at the group level and one at the user level. That is, we built a group network where each

node represents one monitored group and edges are added connecting groups that have at

least one member in common sharing image content. Figure 5.9 shows the group networks

built. The size of each node represents the number of users who shared the same content in

the group. Although many groups are somewhat isolated or weakly connected to the rest,

we do note the presence of several clusters of groups which are strongly interconnected by

sharing many members in common. This might facilitate the flow of information across

group boundaries.

We also modeled the relationship between users by building a user network where

each node is a user and an edge is added between two nodes if the corresponding users

have shared image content in at least one group in common. Node size represents the

number of groups in which the user shared images. The user networks are naturally larger

and harder to visualize. For illustration purposes, Figure 5.10 shows a subgraph of the

network built, with 5,700 nodes. The network structure of the groups is evidenced by the

clusters formed. We note a large number of users blending together connecting to each

other inside those groups. Most users indeed form a single cluster, connecting mostly to

other members of the same community. On the other hand, there are also a few users

who serve as bridges between two or more groups linked by multiple users at the same

time. Furthermore, a few users work as big central hubs, connecting multiple groups

simultaneously. Lastly, some groups have a lot of users in common, causing these groups

to be strongly inter-connected, making it even difficult to distinguish them.

To better understand the properties of these graphs, Table 5.1 shows various net-

work metrics computed for the group and user networks. It presents numbers of nodes
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Figure 5.9: WhatsApp Network of Users with public political groups in common

and edges, average node degree, network diameter, average path length (APL), network

density, and the size of the largest connected component (LCC).

Table 5.1: Network metrics for WhatsApp graphs.

#Nodes #Edges
Avg.
Degree

Diameter APL* Density LCC**

Group Network 333 842 5.057 8 3.459 0.015 206
User Network 10,860 492,217 90.91 9 3.952 0.008 8,934

*Average Path Length. **Largest Connected Component.

We note that the group network is complex and densely connected, with clusters

(i.e., communities) of groups and edges emerging between them, and a large fraction of

nodes belonging to the largest connected component (62%). Despite such differences, the

average path length between the groups is 3.46. The network density (ratio of the number

of edges in the graph to the maximum number of edges possible) is low (under 2%) We

observe similar properties in the user network with a small average shortest path length

(3.95) and higher largest connected component (82% of the users).
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Figure 5.10: WhatsApp Network of Users with public political groups in common

Therefore, as illustrated in Figures 5.9 and 5.10 and in Table 5.1, WhatsApp is more

than just a mobile network that provides end-to-end encrypted communication between

two users. It exhibits network properties as Caveman Model [109], very similar to many

other social networks such as Twitter or Facebook, connecting thousands of users and

having the potential to make a piece of information become viral. We highlight, however,

that those networks presented are incomplete in terms of edges, once we only considered

posts of images.
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5.4.2 Misinformation Network

We analyzed the propagation of images with misinformation on the WhatsApp

groups by building a network model representing the groups in which the messages with

misinformation first appeared. Specifically, we built a directed graph where each node

represents a group and a directed edge from node A to node B was added if the same

image with misinformation was first shared in group A and then appeared in group B.

To build this graph we considered only groups in which at least 2 distinct images with

misinformation were shared during the period. The weight of an edge is defined as the

number of images containing misinformation that were first shared in a group and then

co-occurred in the other. The size of a node represents the number of images with mis-

information posted on that particular group while the color represents the sum of the

outgoing edges, that is, the total number of images that were “first seen” in that group

and then spread to the rest of the network.

Figure 5.11 shows the network of propagation of images with misinformation in

the monitored WhatsApp groups during the analyzed period. Note that some nodes are

darker (larger out-degree) than others, suggesting they are the main “seeds” of the images

with misinformation in the graph. It is worth noting that the group in which the largest

number of images with misinformation first appeared (largest node) is indeed the group

with the largest number of users and the largest number of images shared in general. Yet,

we note that some large nodes have very light colors (e.g. “ARAGUANA BOLSONARO

1” and “BOLSONAROPRESIDENTE”), meaning that although many images containing

misinformation were shared in them, they acted more as receptors than seeds, since their

out-degrees are small. These results seem to suggest that fewer groups are responsible for

the spreading of a large fraction of the images with misinformation in WhatsApp.

5.5 Summary of Results

In this chapter, we have presented the main results of our analyses of the prop-

agation dynamics of image and textual messages within the monitored groups (as well

as to and from the Web) during the analyzed period (RQ3). In this section we present

a summary of the findings, emphasizing differences observed between messages carrying

misinformation and messages with unchecked content.

We found that for both images and textual content, the messages with misinfor-
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Figure 5.11: The Misinformation Network of WhatsApp Images

mation present a more viral behavior when contrasting with the messages with unchecked

content. They are shared more times, by more users and in more groups.

We also studied the spread of messages over time. We found that textual messages

with misinformation remain being shared for a longer time in the system, compared to

the other textual messages, whereas for images, no statistical difference was found in

the lifetime distributions for misinformation and the other images. We also observed

other differences in the propagation of images and textual messages. For example, when

comparing messages with misinformation and with unchecked content, we found that

the time intervals between consecutive shares tend to be shorter for messages carrying

misinformation in images but longer for misinformation in textual content. Also we found

that messages with misinformation tend to take faster to propagate across different groups

(if compared to unchecked content) for images, but tend to spread faster within particular

groups when in textual format.

Focusing particularly on images, our analyses revealed that a significant fraction of

images with misinformation are posted first on WhatsApp and later on the Web. We also
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measured that messages with misinformation cross boundaries to/from the Web faster

than messages with misinformation. Finally, we analyzed the network of misinformation

and we presented a graph in Figure 5.11 showing how misinformation spreads between the

groups we monitored. The results suggest the presence of a few nodes acting as potential

”seeds” of messages with misinformation, while the other nodes act more as receptors of

misinformation.
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Chapter 6

Conclusions and Future Work

This master thesis presents an analysis of messages shared on publicly accessible What-

sApp groups related to politics during the first round of the 2018 Brazilian general elec-

tions campaign in Brazil. We have analyzed the properties and propagation dynamics of

messages disseminated in a number of politically oriented WhatsApp groups. Our study

was driven by the goal of identifying properties that distinguishing messages containing

previously reported misinformation from the rest, for both images and textual messages.

To that end, we relied on a dataset of fake news reported by six Brazilian fact-checking

websites, identifying their presence in the WhatsApp messages analyzed(images and tex-

tual messages).

We found that images are the most popular type of media content shared on

this platform during the period of our analysis. We analyzed the main features present

in images with misinformation contrasting it with the patterns observed for the other

(unchecked) image contents. Moreover, by manually labeling these images, we found the

frequent presence of activism, and personal opinions and much of this content came from

other social networks, independent websites, and blogs on images with misinformation.

We characterized the propagation dynamics of these images and we found that images

with misinformation tend to be reshared within shorter time intervals, spreading faster

when crossing boundaries in distinct groups but taking longer when reshared in the same

group. We also offered insights into how information may propagate to/from the Web

and reported that images with misinformation are often shared first on WhatsApp and

then on the Web. This observation suggests that WhatsApp may have been a relevant

source of images with misinformation to the Web during the analyzed period.

We also analyzed textual messages and our results revealed a number of interesting

findings. With respect to textual properties, we found only small differences in message

sizes as messages with misinformation tend to be slightly smaller (especially in number of

words). This may be partially due to the larger presence of URLs in their contents. By

performing topic modeling, we also identified that textual messages with misinformation

are more concentrated on fewer topics, related to presidential candidates and government

projects. The prevalence of such topics was confirmed by a higher frequency of words

related to them, and this is consistent with the general theme of the monitored group as
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well as the analyzed period. Moreover, the analysis of the psychological elements indicated

a frequent presence of the cognitive process of insight in the messages with misinformation.

This attribute is characterized by words such as attention, warning, look, listen which are

often used in chain messages. We also noted the frequent presence of phrases starting

with the word Please, used in relation to various subjects, which may also be a feature of

chain messages. Finally, despite the differences being small, we do find that the contents

of messages with misinformation tend to be more negative, in agreement with previous

analysis of misinformation [115].

Our analyses of the propagation dynamics revealed a much more viral spread of

misinformation content, as such messages are shared more times, by a larger number of

users and in more groups for both images and textual messages, consistently with our

results for images. However, we did observe some differences across the different me-

dia types. Textual messages with misinformation tend to spread faster within particular

groups, but take longer to propagate across different groups, which results in such mes-

sages lasting longer on WhatsApp. These results are in contrast with our study of the

same time propagation metrics of misinformation in images, suggesting that the propaga-

tion dynamics of misinformation may indeed depend on the type of media used to convey

the information.

As a complement, we characterized the network structure of the monitored What-

sApp groups, showing how they connect with each other and offering insights into how

information may propagate between. Our results suggest that, even though WhatsApp

was not designed to be a social network, the networks that emerge from user participa-

tion and content sharing do have properties similar to previously analyzed social networks

(e.g., short diameter, large connected component, low network density and small average

path length) [23, 52]. We also found that are a few nodes (groups) where misinformation

is sent first, suggesting they can be the main seeds of misinformation in the network of

groups from our dataset.

We emphasize that although our findings were observed on a particular dataset and

thus might be influenced by its collection methodology (e.g., focus on political groups,

the particular time period monitored), they might generalize, to some extent, to other

WhatsApp groups and periods. For example, although the observed particular topics

are biased by our collection methodology, the concentration of misinformation on fewer

(more catchy and controversial) topics may be expected in general, and so are the longer

lifetimes.

This study offers a first step towards understanding how misinformation dissemi-

nates in textual content and images, the two major message types on WhatsApp. We hope

it motivates follow-up efforts covering other datasets, time periods, WhatsApp groups and

media types. For example, characterizing the spread of audios and videos, particularly

those carrying misinformation, may be an interesting avenue to pursue, given the increas-
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ing use of this feature on WhatsApp. Exploring the analyzed features in the design of

automatic mechanisms for detecting misinformation on WhatsApp is also a promising

future work.

More broadly, we expect this study to drive follow-up investigations covering other

types of content as well as delving further into the interplay between WhatsApp groups

and the Web as channels for information propagation.
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Appendix A

Dictionary of words related to the

2018 Brazilian elections

In this Appendix, we present in Tables A.1 and A.2 and A.3 the list of words from a

dictionary related to the 2018 Brazilian elections.

Presidents Candidates Political parties Governors Candidates News
Lula MDB Carlos Gianazzi Portal
Free Lula PT José Anibal Chanel
Lula in Prison PSDB Celso Russomanno News
Lula 2018 PP Luiz Marinho Blog
Lula President PDT João Doria News
Bolsonaro 2018 PTB Márcio França Brazil News
Bolsonaro President DEM Anthony Garotinho

Bolsonaro PR Índio da Costa
Bolsomito PSB Celso Amorim
Bolsominions PPS Leonardo Giordano
Jair Bolosnaro PSC Eduardo Paes
Geraldo Alckmin PCdoB Miro teixeira
Alckmin President PRB
Alckmin 2018 PV
Marina Silva PSD
Marina 2018 PRP
Marina President PSL
Ciro Gomes PHS
Ciro 2018 PTC
Ciro President SD
Aldo Rebelo PSDC
Aldo Rebelo president AVANTE
Aldo Rebelo 2018 PODE
Manuela D’Avila PSOL
Manuela 2018 PRTB
Manuela President PROS

Table A.1: Dictionary of words related to the 2018 Brazilian elections - Part 1
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Presidents Candidates Political parties

Álvaro Dias PEN

Álvaro 2018 PPL

Álvaro President PMB
Rodrigo Maia PSTU
Rodrigo Presidente PCB
Rodrigo 2018 Partido Novo
Michel Temer PCO
Fora Temer
Temer 2018
João Amoedo Presidente
Joao Amoedo 2018
Guilherme Boulos
Guilherme Boulos 2018
Guilherme Boulos President
Flavio Rocha
Flavio Rocha President
Flavio Rocha 2018
Paulo Rabello
Paulo Rabello 2018
Paulo Rabello President
Henrique Meirelles
Henrique Meirelles President
Henrique Meirelles 2018
Fernando Collor
Collor President
Collor 2018

Table A.2: Dictionary of words related to the 2018 Brazilian elections - Part 2
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Ideologies and Political Sides

Traditional Family Feminism

Neoliberalism Immigrant

Social Democrat Military intervention

Communism Jean Wyllys

Socialism Kit Gay

Absolutism Legalization of drugs

Landless Movement Lei Rouanet

Marielle lives Liberal

Moro Freedom of expression

Corruption Chauvinism

Lava Jato Maria da penha

Senate Maria do Rosário

Elections 2018 Marielle lives

Gay cure Monarchy

It was not an accident Moro

Carmen Lucia Occupation

Petista Patriot

Prison Aecio Death penalty

We are many Politics

Pretalhas Reverse Racism

Coxinha Skinhead

Activist Conservatism

Abortion Anarcho-capitalism

Anarchy Ankara

Weapons Tition

Family Government Program Adultery

Capitalism Feminazi (Feminist Girl)

Comunism Feminists

Conservative Sexism

Demilitarization of the police Gays

Fascists Fagots

Politically correct Gender

Armament Homophobia

Reduction of criminal age Homosexual

Refugee Lesbians

Socialist LGBT

Go to Cuba Pabllo Vittar

Venezuelan Straight pride

Trans Sexuality

Amazon Independence now Trans

Independentism Prison

Atheists MST

Catholics MTST

Believer Nationalist

Creationism UNE

God Prison

Jewish Nazism

Table A.3: Dictionary of words related to Ideologies and Political Sides
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