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André Correia Lacerda Mafra

Truth or Utility: Transductive Regularizer
for Feature Selection

Belo Horizonte
2023
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Then my girlfriend Tháıs for her partnership and words of encouragement, so I

could finish this work.

Lastly, I thank Nivio and Adriano for the mentoring and CNPQ, CAPES and

Fapemig.



“Not all those who wander are lost”
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Resumo

Em Machine Learning, a generalização é muito desejável, pois evita que o desempenho do

modelo decaia consideravelmente com novos dados. No entanto, encontrar regras gerais

é muito dif́ıcil, uma vez que visa modelar uma solução que funcione em qualquer con-

junto de dados posśıvel. Portanto é muito comum que um modelo não alcance resultados

satisfatórios em um conjunto de teste, mesmo que diferentes técnicas de generalização

sejam aplicadas. Dito isto, a transdução é uma técnica que, ao contrário da indução, visa

inferir uma solução aplicável a um conjunto alvo espećıfico B, a partir de um conjunto de

fontes A. Desta forma, a transdução não tenta resolver um problema geral, ela foca em

dar uma solução para um conjunto de dados espećıfico, o que reduz drasticamente a com-

plexidade de encontrar uma boa solução. A motivação para este trabalho é o fato de que

os modelos de aprendizado de máquina têm dificuldade para generalizar, por outro lado,

alguns cenários estão interessados apenas em uma solução que seja boa o suficiente para

um conjunto espećıfico de dados. Este cenário se beneficia mais da transdução do que da

indução e reduz consideravelmente o ńıvel de dificuldade para encontrar uma boa solução

para o conjunto de dados espećıfico. O objetivo deste trabalho é conseguir selecionar

caracteŕısticas que otimizem os resultados em um conjunto alvo espećıfico, partindo de

um conjunto fonte, onde não temos rótulos para o conjunto alvo B, que são cenários onde

não é posśıvel retreinar o modelo para B ou aplicar a aprendizagem indutiva. O método

proposto pode ser aplicado a qualquer algoritmo de seleção de caracteŕısticas existente,

pois se propõe a continuar otimizando o algoritmo por qualquer uma das métricas que

ele já utiliza, além de uma nova métrica que mede a correlação da importância de um

conjunto de atributos tanto no treinamento quanto no conjunto de teste.

Palavras-chave: aprendizado de máquna; transdução.



Abstract

In Machine Learning, generalization is very desirable, because it prevents that model

performance decays considerably with new data. However, finding general rules is very

hard, once it aims to model a solution that works in any possible dataset. Therefore is

very usual that a model does not achieve satisfactory results in a test set, even though

different techniques of generalization are applied. That said, transduction is a technique,

that in contrast with induction, aims to infer an applicable solution to a specific target set

B, starting from a source set A. In this way, transduction does not try to solve a general

problem, it focuses on giving a solution to a specific dataset, which drastically reduces

the complexity of finding a good solution. The motivation for this work is the fact that

machine learning models struggle to generalize, on the other hand, some scenarios are

only interested in a solution that is good enough for a specific set of data. This scenario

benefits more from transduction than induction and reduces considerably the level of

difficulty to find a good solution to the specific dataset. The goal of this work is to be

able to select features that optimize the results in a specific target set, starting from a

source set, where we do not have labels for target set B, which are scenarios where can not

retrain the model for B or apply inductive learning. The proposed method can be applied

to any existing feature selection algorithm, because it proposes to continue to optimize

the algorithm by any of the metrics it already uses, plus a new metric that measures the

correlation of the importance of a feature set in both training and test set.

Keywords: machine learning; transduction.
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Chapter 1

Introduction

In this work, we use a transduction learning approach instead of generalization to select

features, because generalization is a difficult problem, especially in the scenarios described

in this work, where we applied our methodology to two very complex problems of diag-

nosing Alzheimer’s and Heart Disease. Therefore, transduction is a good alternative to

generalization, because it assumes a problem with less complexity.

The objective of this study is to identify features that maximize performance specif-

ically in a target set B, given a source set A. In scenarios where retraining the model for

the target set or employing inductive learning is not feasible, this becomes particularly

relevant. The proposed approach can be utilized in conjunction with any existing feature

selection algorithm. It aims to further enhance the algorithm by incorporating an addi-

tional metric that evaluates the correlation of feature set importance between the training

and test sets. By integrating this new metric alongside the existing optimization metrics,

the proposed method enables improved feature selection in a wide range of applications.

1.1 Motivation

Suppose two hospitals, A and B. Hospital A developed a model for diagnosing its

patients with Alzheimer’s using its own data. Given the success, hospital A tries to sell

the model to hospital B, however, the model performance was not as expected for hospital

B.

Typically we train a model from A to be used in A as well, but what if we need to

use it in B? One alternative would be retraining the model with hospital B data, for that

we typically need labels for B as well. In this work, we will work on scenarios where we

do not have labels for B.

In this work, we propose a transductive regularizer for feature selection. This

approach would allow us to select different set of features for hospital B and this new set

of features is potentially better for hospital B scenario. We could then retrain the model
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with the new features using the labeled hospital A dataset and, in this way transduction

does not need for the hospital B dataset to have labels.

Sometimes transduction can be confused with Transfer Learning because usually

Transfer Learning is referred to as Inductive Transfer Learning, which involves the usage

of large models trained on heavy datasets on smaller ones. Transfer Learning relies on

Fine Tuning of Hyperparameters and will work only if the target dataset has labels.

On the other hand, as presented in the paper A Survey on Transfer Learning [48] the

Transductive Transfer Learning is the scenario where the source and target tasks are

the same, while the source and target data domains are different. Transduction does

not use fine-tuning and does not need labels, because Transduction is all about domain

adaptation, by generating a model from a source dataset that can be used on an unlabeled

target dataset.

1.2 What is Transduction?

The word transduction is always associated with converting a signal to another

form. In biology, transduction refers to the process of a microorganism transferring genetic

material to another microorganism [45], and in the field of electronics, a transducer takes

the input signal and converts it to an electrical signal.

In Machine Learning, Transduction is a learning technique, as well as induction,

also known as generalization. Induction seeks to find a general model for any set of test

data by inferring general rules from a specific set of training, whilst transduction seeks

a specialist model for a specific set of target data learned from different sets of training,

called source. Usually, generalization is a much more difficult problem than transduction.

It is harder for a model to generalize because induction requests a large amount of data

to be used as training, in some cases the amount of available data is not enough.

Transduction algorithms can be generally classified into two main groups: those

aimed at assigning discrete labels to unlabeled data points, and those aimed at predicting

continuous labels for unlabeled data points. The algorithms that focus on predicting

discrete labels often involve incorporating partial supervision into clustering algorithms.

There are two classes of algorithms commonly employed: flat clustering and hierarchical

clustering. The latter can be further divided into two subcategories: partitioning-based

clustering and agglomerative clustering. On the other hand, algorithms that aim to

predict continuous labels are typically developed by incorporating partial supervision

into manifold learning algorithms.

An advantage of transduction is to potentially make superior predictions using
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a smaller number of labeled points, as it leverages the inherent patterns present in the

unlabeled data. However, one drawback of transduction is the, usual, absence of a pre-

dictive model. When a previously unknown point is introduced, the entire transductive

algorithm must be rerun with all the points to predict its label. This process can be

computationally demanding, especially when dealing with incremental data streams. Ad-

ditionally, this could potentially lead to changes in the predictions of existing points,

which may have positive or negative implications depending on the specific application.

In contrast, supervised learning algorithms can promptly label new points with minimal

computational overhead.

1.3 Truth or Utility

Induction seeks the truth, which means, for example, finding a solution to cor-

rectly diagnose every Alzheimer’s patient in every existing hospital. On the other hand,

transduction seeks utility, for example, finding a solution to diagnose Alzheimer patients

from a specific hospital. We can conclude that induction is meant to find a universal

truth, that is a model that was able to generalize beyond the training data and model the

phenomenon behind it so well, to a point where the solution could be used in any sample

of new data and it would never degrade in performance. That is why generalization is so

difficult, and transduction is a promising alternative, once it aims to find a solution that

is useful to only one specific scenario, which drastically reduces the scope of the problem,

thus decreasing complexity.

Then, when to use each technique? It depends on the coverage of the solution,

whether it is desired to have a model robust enough to be used in different scenarios, such

as an Alzheimer diagnosis model that could be deployed in many different hospitals, or to

have a model useful enough to a specific scenario, such as an Alzheimer diagnose model

that needs to be deployed in only one hospital.

Usually, models are trained and tested to work in one specific set of data, however,

to optimize it, generalization techniques are used, such as regularization, ensembles, and

early stopping [38] which turn it to a more difficult problem. The idea is to use tech-

niques that seek to solve the problem for that one specific set only, which is the case for

transduction techniques.
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1.4 Objectives and Contributions of the Work

In this work, we propose to adapt feature selection methods to optimize the trans-

duction of the model, usually, feature selection is associated with induction, once it aims

to reduce dimensionality to ease the generalization. In this case, transduction is being

used to select the best set of features to be used in the target dataset, meanwhile, we only

use the source dataset for training and the target dataset does not need to have labels.

Then we train a model with these selected features using the labeled source dataset and

evaluate it in the target.

The hypothesis behind our methodology is that if a feature is important in the

source dataset and it is also important in the target dataset, then it is likely capable of

contributing to the target dataset too. For this we measure the overall score of importance

of a set of features in the source and target datasets, then we calculate the similarity

between the scores in both datasets. We call this value feature similarity and it indicates

if the features are equally important in both datasets, besides that, we also calculate the

AUC of the feature set in the source dataset, then we sum the AUC and the feature

similarity for all the possible combinations of feature sets, and we choose the one that

maximizes AUC + feature similarity because we want features that can be important in

both datasets but are also good predictors. As explained in the methodology chapter, we

needed to add a transduction regularizer, called c to the equation to control the weight of

the feature similarity. It is called a transduction regularizer because the feature similarity

represents the transduction learning factor. After all, it is a way to evaluate a model

trained on the source dataset on the target dataset. So the final equation is AUC + c*

feature similarity.

The data used in this work are derived from different hospitals regarding Alzheimer’s

disease and Heart diseases. All of these datasets are small in size and have labels, but in

our experiments, the dataset selected to be the target has its targets removed. Therefore

one of the future works is to apply our approach to datasets with more samples.

The main contributions of this work are:

• the proposal of a transduction regularizer variable for feature selection algorithms

using the explainability of features and similarity of matrices.

• the usage of models on target datasets that do not have labeled data. To have

labeled data can be very expensive, especially for health data scenarios, where you

need certified professionals to label the data for you.

• to build a strategy that achieves results with +0.166 points in AUC, an increase of

28% compared to a generalization method.
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Chapter 2

Related Work

In this work we use the feature importance tool called SHAP (SHapley Additive exPla-

nations) [44] in our framework to select features, which is widely used today [24] as a

manner to rank features by their importance and pick only the top ones in the ranking.

However, our approach is different because we combine SHAP with Mantel test [46] to

create an equation that measures a model performance in the source dataset and the

model usefulness in the target dataset, which is to transduce learning from the source to

the target. Transduction was introduced by Vladimir Vapnik around 1990, According to

Vapnik, when solving a problem of interest, one should not try to find a solution to a

more general problem first, but rather try to find the answer to the specific problem you

want to solve [62].

2.1 Induction Learning Models

The lifecycle of a machine learning model does not end when the training and

validation stage is finished, as it is after deployment in an external environment that the

model is exposed to new data all the time, at this point many effectiveness problems

emerge [6, 43, 57, 59]. The reason behind these problems is that models are created when

trying to optimize an objective function for a database, which is just a sample of the

real world and does not have all the characteristics of the phenomenon, in addition to

noise. On the other hand, modeling the phenomenon is a very general and therefore very

complex problem.

When a machine learning model is trained, it is expected to be able to generalize

to any input data and not just the ones it was trained for. However, the data used in

training are only an observed sample of a phenomenon. Such a phenomenon is what every

scientist would like to be able to accurately reproduce in a model, but the sample data is

not capable of storing all the characteristics of the phenomenon and often brings with it

other noises that make it difficult to identify what is most relevant, and therefore that is,
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the best models are just approximations of the phenomenon with a bias from the sample

data.

The difference between the phenomenon and the sample data is perceived when

comparing the metrics in the different stages of the evaluation of a model, the results

with sample data tend to decline at each stage from the training with cross-validation to

the evaluation in a validation sample and finally in a test sample of type out of sample.

This model degradation effect becomes even clearer when a model is exposed to real-world

data, outside the scientist’s controlled environment.

Usually, the generalization capacity of a model is measured through a subset of the

sample data that is not used in training, such subset is usually called holdout test set or

test set. If the performance of the model declines too much on the test set concerning the

training data, it can be said that the model fails to generalize. When this happens, the

scientist will have to go back to the model conception stage and re-evaluate several possible

causes of the problem, one of the possibilities is that the model is not managing to absorb

the most important features, as some features can bring the noise to the model and not

contribute to generalization. Machine Learning and Data Mining techniques have already

made important advancements in various domains of knowledge engineering, including

tasks such as classification, regression, and clustering. (e.g., [65, 66]).

2.2 Transfer Learning Models

Several induction-based learning algorithms exhibit optimal performance solely

when operating under the assumption that both the training and test data originate from

an identical data distribution. Should there be any alterations to the distribution, the

majority of statistical models necessitate a complete reconstruction using freshly acquired

training data. In numerous practical scenarios, the cost or feasibility of reacquiring the

training data is prohibitive. An illustration of this challenge is found is the healthcare

data domain, where labeled data require expensive employees to manually review exams

and label a diagnosis for each patient. In such cases, transfer learning between data

domains would be desirable.

The study of Transfer learning is driven by the recognition that humans possess

the ability to effectively utilize previously acquired knowledge to solve novel problems

more efficiently or with improved solutions. Transfer learning can prove highly advan-

tageous in various instances within the realm of knowledge engineering. One example

is Web-document classification [1, 25, 55], where the objective is to categorize a given

Web document into predetermined classes. For instance, in the domain of Web-document
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classification, the labeled examples may consist of journalistic web pages associated with

category information derived from previous manual labeling efforts. However, when faced

with a classification task involving a newly created website, the availability of labeled

training data may be scarce due to differing data features or distributions. Consequently,

directly applying web page classifiers trained on the journal website becomes impracti-

cable. In such scenarios, the ability to transfer classification knowledge to the new data

domain would be helpful.

Transfer learning techniques have demonstrated successful application in numerous

practical scenarios. For instance, [51, 14, 15] proposed to use transfer learning techniques

to learn text data across different domains, respectively. [5] suggested the use of structural

correspondence learning (SCL) to address NLP problems, and an extension of SCL was

later proposed by [4] for solving sentiment classification problems. [63] put forward a

methodology that leverages both limited target domain data and abundant but low-quality

source domain data for image classification problems. [2] introduced transductive transfer

learning methods specifically designed to tackle name-entity recognition problems.

In the inductive transfer learning, the target task is different from the source task.

In this case, some labeled data in the target domain are required to induce learning for use

in the target domain. On the other hand, the transductive transfer learning, the source

and target have different tasks, but come from the same data domain.

2.3 Transduction Learning Models

Transduction learning models are different from transductive transfer learning

models, because for transfer learning you still need the target to have labeled data,

meanwhile, it is not necessary for transduction learning models. Transduction learning

algorithms started to become popular with the Transductive Support Vector Machines

(TSVM) [36], which are a variation of the popular SVM, but now the test data is unla-

beled, which makes it possible to learn on the test data and get better classifications, on

the other hand optimizing TSVMs is very hard. Transduction is still very used in many

segments of Machine Learning today, in the field of Neural Networks and Natural Lan-

guage Processing, transduction is very used in architectures of the type Encoder-Decoder,

such as the Recurrent Neural Networks (RNN). In general, Transductive Learning Algo-

rithms are usually classified based on the instance, and maybe the most famous algorithm

is the k-Nearest Neighbors [13, 27] which does not model a generalist function, given a set

of training, but directly uses it for each instance where the prediction is requested.

In linguistics, transduction has been used when referring to natural language. For
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example, there is the idea of a ”transduction grammar” that refers to a set of rules

for transforming examples of one language into another. There is also the concept of a

finite state transducer (FST) from the computation theory that is commonly related to

translation tasks for mapping one set of symbols to another [37, 39].

Transduction is also very commonly used for sequence prediction tasks, Yoav Gold-

berg defines a transducer as a specific network model for NLP tasks [29]. Goldberg

suggests using this particular model for both sequence tagging and language modeling

purposes. Furthermore, they suggest that conditioned generation, exemplified by the

Encoder-Decoder architecture, can be viewed as a specific instance of the RNN trans-

ducer. This aspect is unexpected, as the Decoder in the Encoder-Decoder model archi-

tecture allows for a flexible number of outputs for a given input sequence, deviating from

the traditional ”one output per input” definition.

In the realm of NLP sequence prediction tasks, particularly in translation, trans-

duction is commonly employed. The definitions in this context appear to be less stringent

compared to the rigid requirement of one output per input as presented by Goldberg and

the FST approach. For example, Grefenstette in [32] describes transduction as mapping

an input string to another output string. Alex Graves [31] also employs transduction as

an equivalent term for transformation and, notably, offers a valuable compilation of NLP

tasks that align with this definition.

Transduction algorithms work very well with small datasets because they do not

seek generalization, usually, healthcare data consists of small data samples, because it

takes too much work from doctors and other healthcare employees to label data. In [41]

transductive support vector machines showed promising results in small and unbalanced

datasets of molecular quantitative structure activity relationship. Transduction learning

was also used to detect health change in [34], their studies showed that a transductive

approach in more accurately detecting unhealthy entities with less supervision compared

to other strong baselines.

2.4 Feature Selection Algorithms

Feature selection is a very important step in the machine-learning process. It is

during this step that we can remove features that do not contribute significantly to the

performance of the model, and in this way, two fundamental problems of modern data

science can be solved.

The first problem is that databases can be very large, which makes learning al-

gorithms run slower and more computational resources are used. These resources, such
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as CPU, GPU, RAM, and Hard Disk are limited and have a cost associated with their

use and many users do not have the financial conditions to acquire more resources, which

requires that the model, somehow, needs to run in the current conditions.

The second problem is that the more variables, the more complex the model be-

comes. This is bad because it makes explainability difficult and many algorithms have a

performance drop when the number of features is significantly higher than the optimal

[40]. This goes against Occam’s razor principle which says that simple solutions tend to

be more correct than complex ones. In the field of data science, Occam’s razor is the

principle used to deal with overfitting. Overfitting describes the scenario where a model

has captured too much noise from the data and is unable to find patterns that generalize

beyond the observed data. Feature selection helps to reduce the chances of overfitting by

removing variables irrelevant to the problem, helping to keep the model simpler.

There are two main types of feature selection algorithms according to the surveys

of [11, 67]:

• Wrapper techniques assess multiple trained submodels that are chosen either through

sequential elimination (e.g., stepwise forward/backward) or a heuristic search algo-

rithm. Although these evaluations driven by the models are external to the data,

they are inherent to the particular modeling objective.

• Filter techniques are frameworks that are not reliant on a specific model and cir-

cumvent the computational load associated with model training found in wrapper

methods. These techniques rank features based on empirical estimates of inherent

data properties, such as covariance or mutual information. Both of the aforemen-

tioned approaches can be employed within the framework of Shapley values.

A simple Shapley value feature selection method would compute the Shapley value

for every feature and then select the k highest ranking features. Upon review of the

literature we found articles that uses variations of this simple feature selection method

with Shapley value, such as [33, 61],

That said, it is understood that feature selection is a very important step in the

development of a machine-learning model and can actively collaborate with the general-

ization of the model to the phenomenon. However, the problem of finding a generalist

solution remains very difficult, even with the application of feature selection, as it is very

common for models to have a much lower performance on new data. If the problem re-

quires finding a general rule for the phenomenon, other techniques such as regularization,

ensembles, and early stopping can be used [38], however, if the greatest interest is clas-

sifying a specific set of data beyond the training set, the transduction technique may be

preferable, as it tries to solve a minor problem, rather than creating a regal rule for a [26]

phenomenon.
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2.5 Similarity Matrices Applications

We use the Mantel test to measure the correlation between two distance matrices

composed of Shapley values from both source A and target B datasets for a given set of

features. Then, for each set of features, we can estimate how close is the performance of

that group of features in a model applied for both source and target datasets. The Mantel

test has some constraints, for example, the test only calculates the correlation between

two matrices at a time and both matrices must be of the same dimension. Originally

the test was created by Nathan Mantel, a biostatistician to estimate the correlation of

biological species [46].

The test is frequently employed in the field of ecology, where the information gen-

erally comprises approximations of the ”gap” between entities like organism species. For

instance, a matrix could encompass estimations of the genetic disparities (i.e., the level

of dissimilarity between two distinct genomes) among all feasible species pairs under in-

vestigation, acquired via molecular systematics techniques. Meanwhile, another matrix

could involve estimations of the spatial separation between the habitats of each species

concerning every other species. In this scenario, the tested hypothesis aims to determine

whether the genetic variability among these organisms exhibits a correlation with the

geographical disparity. Irrespective of the methodology employed to quantify the genetic

variation between populations, a recurring objective in landscape of genetics is to assess

the level of spatial patterns present in the genetic distance matrix. For instance, it is

typical to utilize clustering methods, such as k-Nearest Neighbors and Principal Compo-

nent Analysis (PCA), to visually represent the connections between populations based on

these matrices. However, these approaches do not explicitly assess the influence of geo-

graphic space. By far, the Mantel test is the most widely utilized approach to examine

the relationship between geographic distance and genetic divergence [19].

In this work, we used the Mantel test as a distance measure, there are many

other ways to measure the distance between two matrices, mostly derived from Euclidean

geometry such as the Cosine distance and Manhattan difference. Both methods are usually

used in clustering algorithms, such as K-Nearest Neighbors, in our example we kind of

cluster our feature sets, into transduce-able or not transduce-able, where transduce-able

are those feature sets that have similar performance in both Source A and Target B.

There are many applications of distance measures algorithms [16, 28], which are

usually trying to cluster training set data with test data to derive the test point a label,

so the closer the test point is to a certain training point, the higher is the probability

that both have the same label. In our work, we compared the Mantel test with other

distance measures, but the Mantel correlation was better to identify potential transduce-

able feature sets.
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2.6 Other Machine Learning Techniques Applied in

the Healthcare Field

The use of Machine Learning techniques in the health area is very extensive, but

we can highlight some main applications, such as disease diagnosis based on text and

image, and disease prediction focused on an early diagnosis [22], in which, generally, the

diagnosis of professionals can be more inaccurate. The first topic is well illustrated by

works on Alzheimer’s diagnosis [49] with CNN networks and the second topic is commonly

associated with the diagnosis of cancer, still in the early stage of the disease [60].

Early diagnosis is not an easy task, as people usually only know the symptoms

associated with the most severe phase of an illness. Serious diseases such as cancer can

manifest themselves in different ways in the body in its initial phase, such as fatigue,

cough, body aches, etc. Such symptoms may go unnoticed by a layman [47], which

underscores the importance of public awareness campaigns that encourage people to seek

medical help for tests [42].

To discover changes of clusters in real data over time is an area of study commonly

called Cluster Migrations and is widely used in contexts of fraud detection [17] and finan-

cial markets [53]. However, it can also be applied in the sentinel detection scenario, as

these are the factors that make the cluster change over time. One of the possibilities with

Cluster Migrations is the creation of visualizations that show the migrations of clusters,

facilitating a temporal analysis of the problem, and allowing the analysis not to be assured

in only one point in time.

One of the Machine Learning areas that have been really used lately in the health

environment is Causality. Because what we really want to determine is the factor that

caused a disease or is related to the onset of the disease. An interesting area of research

along these lines is determining which drugs are responsible for causing adverse drug

effects.

Adverse drug effects account for 6.5% of hospitalizations in the UK [50] and studies

indicate that the mortality rate increases annually [64]. Studies in this line [54] were able

to correctly rank the drug families in the order of those with the highest probability of

causing Myocardial Infarction, surpassing simple Cox regressions, normally used in the

health area. The idea of the study [54] is to eliminate confounding variables from features

and be able to use mining of emerging patterns to infer causality and use regression to

rank drugs.

In this work, we use a very common dataset in the field, which is the UCI Heart

Disease Dataset. This dataset is vastly used in many types of research, In [7] it was used

to train Neural Network ensembles, in [35] it was used for a Minimax approach and in
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[21], for instance, the dataset was used to train a genetic programming algorithm.

2.7 Contrasting our Approach with Existing

Literature

As of today, this work is very unique in the literature, with little research in the

field of transduction. This work could be compared to Transfer Learning works and Self

Supervised Learning, but it still differs from them, as will be demonstrated. In the paper

A Survey on Transfer Learning [48], the authors bring a benchmark of the different tasks

on which, transductive learning is applied, They mention Regression and Classification

tasks, like using Transductive Support Vector Machine(TSVM) and k-Nearest Neighbors,

which are instance based algorithms. But there is no citation about transfer learning in

the context of feature selection.

Most works using transductive learning approaches with health care date only use

TSVM, [34, 41], meanwhile our work uses a different approach, by optimizing feature

selection based on their feature importance and transduction level with Mantel similarity.

In the literature, no other research has used SHAP for transduction, there is no

other work that used Matrix similarity for transduction learning. Usually, transduction in

the literature is only applied by converting a symbol of input to another symbol of output,

as a conversion or transformation step, such as in speech recognition, machine translation,

and text-to-speech to name but a few. Then, transduction is commonly associated with

a not supervised learning algorithm, but in our work, we use transduction as a way to

transfer learning from one source dataset with labels to another target dataset with no

labels, instead of trying to infer based on the instances of the target dataset only, as is

done in most regression and classification tasks [13].
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Chapter 3

Background

In this chapter, we provide important definitions used in our work.

3.1 Types of Learning Techniques

There are at least two different types of learning within Statistical Inference: Trans-

ductive and Inductive. Statistical inference is the process of using data analytical tools to

infer properties of a probability distribution, that is, probabilities of occurrence of possible

outputs of an experiment.

Induction is the technique used to train a model on a Source dataset and apply it

to a never seen Target dataset [8]. It is a way of learning that seeks to find an approximate

function f(x) = y, which maps the data x with your predictions y. So the induction seeks

to find a single function that can generalize to any example of x, for this reason, induction

tries to solve a more difficult problem. In contrast, Transduction is a technique that uses

two already known datasets, the model is trained on the source dataset and applied on

the target dataset.

The term transduction means to convert something into another form and is a

popular term in the field of electronics and signal processing, where transduction is a

way of converting signals, such as sound waves being transformed into energy electricity

within a system. The term transduction is also used in other areas, such as biology when a

microorganism transfers genetic material to another microorganism [45]. In many of these

areas, transduction always has the meaning of transferring something thing from point

A to point B. In the field of machine learning, Transductive learning refers to predicting

specific examples from database B, given a training set A. Transduction is often used

in many segments of machine learning, especially in Natural Language Processing with

Encoder-Decoder architectures [30].
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3.2 Feature Selection

Feature selection is a very important step in the training process of a machine

learning model, which consists of selecting a subset of features from the database for the

final version of the model. This step is important for several reasons, such as:

• Reduce the computational cost of model training.

• Simplify the interpretation of the most important features since the number of

features is smaller and the importance of each one has a greater weight in the final

decision.

• Reduce data sparsity to avoid the curse of dimensionality, which refers to the fact

that too many dimensions diminish the ability of machine learning algorithms to be

efficient at finding patterns [40, 56].

From a theoretical point of view, feature selection can be considered a regulariza-

tion method, as it contributes to Occam’s razor principle, which says that simple solutions

tend to be more assertive than complex ones. Regularization seeks to decrease the chances

of overfitting, which describes the scenario in which the model has captured too much

noise from the data and is unable to find patterns that allow generalization. Therefore,

feature selection assumes that there is an optimal amount of features, and from that

point on, if more features are added, the model will decrease its generalizability. The

curse of dimensionality interferes with the predictive power of algorithms, by hampering

their ability to discern different classes of data when there are a large number of features.

This phenomenon is also studied in other areas of knowledge, such as Neurology, in the

[68] article, Feature Selection for Inductive Generalization, the authors explore how the

human brain performs the selection of image features to classify them among different

species of animals.

That said, many works in the literature explore feature selection as a way to

contribute to the inductive generalization of a model. On the other hand, there are

several scenarios in which one only seeks to solve a specific problem, in a single data set,

without it being necessary to find general rules for the phenomenon. To meet these cases,

this work seeks to assess whether feature selection also contributes to model transduction.
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3.3 Feature Importance

Feature importance is a measure to evaluate the individual contribution of each

single feature to the model’s final output. There are many ways to calculate the impor-

tance of a feature, in ensemble algorithms, such as XGBoost [12] the feature importance

is a functionality already implemented in the library. But one of the most popular algo-

rithms is the SHAP (SHapley Additive exPlanations), which is a game theory approach

that can give a ranking of feature importance to any model. The importance of a given

feature in SHAP is given by the SHAP Value, which evaluates the feature contribution

by assuming that every feature is a player in a game, where the prediction is the reward.

What the SHAP value tells is the best way to distribute the reward amongst the players.

The SHAP algorithm is probably the state of the art in Machine Learning ex-

plainability, created by Lundberg et al [44], it seeks to reverse engineer any Black-Box

predictive model to explain its output. SHAP values are used to explain any model out-

put, it could be a gradient boosting, a neural network or any other model that takes a

set of features as input and outputs predictions.

SHAP values are derived from Shapley values, a principle originating from the

realm of game theory. However, game theory necessitates the presence of two essential

components: a game and participating individuals. How does this concept relate to the

comprehensibility of machine learning? Let’s envision a scenario where we possess a

predictive model, and in this context:

• the “game” is reproducing the outcome of the model.

• the “players” are the features included in the model.

Shapley’s function involves assessing the impact that each participant has on the

overall outcome of the game. Similarly, SHAP aims to quantify the influence that each

individual characteristic has on the prediction generated by the model.

It is crucial to emphasize that when we refer to a ”game,” we are actually referring

to a solitary instance or observation. Each observation constitutes a distinct game. In

fact, SHAP primarily focuses on providing local interpretability for a predictive model.

SHAP values are matrices in the n-samples x n-features format and each cell of the matrix

contains the SHAP value of a given feature in a given sample.

Once the Shapley value can tell the importance of a feature, many feature selec-

tion algorithms use it to rank all features by their importance and select only the k most

important features. In this work, the Shapley Values are also used to measure the impor-

tance of features, but instead of choosing the first ones in the ranking, the chosen features

are the ones that are important in both datasets source A and target B.
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In this work, SHAP values are the mechanism of action of a model. This means

that the features considered important by SHAP determine the model output. Then,

models with a similar mechanism of action, i.e with similar SHAP Values tend to have

similar outputs

3.4 Matrix Similarity

The Matrix similarity is derived from the Mantel Test, which is a statistical test

to find the correlation (similarity) between two matrices of the same dimension. The test

was invented by Nathan Mantel, a biostatistician in 1967. The test is widely used in

ecology to estimate the similarity between two characteristics of species of organisms. For

example, a matrix can contain the genetic similarity of two species, that is, the similarity

of two different genomes, while another matrix can count the geographic similarity of the

zone where the animals are located. In this case, the hypothesis being tested is whether

genetic variation is correlated with geographic location variation.

The Mantel test tests the correlation between two similarity matrices. These sim-

ilarity matrices are preprocessed before, working like distance matrices. It is a non-

parametric test and calculates the statistical significance of the correlation by permutat-

ing rows and columns. The test uses Pearson’s correlation to determine the similarity

coefficient r, which exists within the range of -1 and +1, where closer to -1 indicates a

strong negative correlation and proximity to +1 indicates a strong positive correlation. A

value of r equals to 0 indicates that there is no correlation. Therefore, when performing

the test to evaluate the correlation between two matrices, the statistical significance of the

test is evaluated, by verifying that the p-value, is generally less than 0.05, as it represents

a confidence interval of 0.95.

In contrast to the conventional application of the correlation coefficient, where the

assessment of any potential deviation from a zero correlation is based on its significance,

a different approach is taken. This alternative method involves subjecting the rows and

columns of one of the matrices to numerous random permutations, with the correlation

coefficient recalculated after each permutation. The significance of the observed correla-

tion is determined by the proportion of permutations that result in a higher correlation

coefficient.

The underlying reasoning is that if the null hypothesis, suggesting the absence of

any relationship between the two matrices, holds true, then randomly permuting the rows

and columns should equally likely produce a larger or smaller coefficient. By utilizing

the permutation test, not only are the issues stemming from the statistical dependence
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of elements within each matrix addressed, but it also eliminates the need to rely on

assumptions regarding the statistical distributions of the matrix elements.

In this work, the Mantel similarity was used to estimate the similarity between

the two feature importance matrices, from the training and test sets, respectively. In

this case, the hypothesis being tested is whether the variation of the contribution of the

features in the training set is correlated with the contribution of the features in the test

set.

Overall, our work uses the background previously described to propose a trans-

ductive regularizer for feature selection algorithms, to select optimal features for a target

dataset B, by choosing a set of features that is equally important in both source dataset

A and target dataset B, for this we calculate the mantel similarity of the Shapley Values

for the candidate set of features applied on both datasets.

3.5 Performance Metrics

One of the most important ways to assess a model’s usefulness is to measure its

performance, which essentially tells us how decent is the model. But there are many

performance metrics, and each one of them is best suited to evaluate a different aspect of

the model’s usefulness. In this work, we use the Area Under the Curve (AUC) to measure

how well a classifier can distinguish between two classes. It does so by calculating the area

under the Receive Operator Characteristic (ROC) curve, which plots the True Positive

Rate against the False Positive Rate at various thresholds. The higher the AUC, the

better the performance and when AUC is close to 0.5 the model is as bad as a random

predictive model. A good AUC value means the model can split data into its labels

correctly to at least some thresholds.

The AUC can be pictured as a metric that tells how well the model orders the

predictions. When the model outputs a prediction it is just a probability for a class

(has Alzheimer (1) or does not have Alzheimer (0) for example), as we use classification

models we want the prediction to be able to be translated into a binary value, for that

we need to define a threshold. For example: if prediction > 0.5, the class is positive for

Alzheimer’s (1), otherwise, it is 0. However, we can have any threshold value, this is where

the AUC comes in, for each threshold it calculates the rate of True Positives (Customers

classified as positives that are actually positives) and False Positives (Customers classified

as positives that are actually negatives). A value of 0.5 makes the model’s predictions

for both classes overlap, that is, the model cannot distinguish between one class and the

other, it is practically random, while the model is better able to distinguish between one
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class and another, we are closer to an AUC value equal to 1. What is the difference

between AUC and F1, Accuracy etc? These are point-wise metrics, that is, they look,

at a threshold, if the prediction is right or not, and calculate a score, whereas the AUC

looks at the ordering of the predictions regardless of a threshold. Consequently:

• A model with high AUC and low accuracy means that the model is bad, but you

can find a threshold where the scores are good

• A model with low AUC and low accuracy means that the model is bad and even

changing the threshold will not help

• A model with high AUC and high accuracy means that the model does a good job

and there are several other thresholds that will give good results as well.

• A model with low AUC and high accuracy means that the model is good, but for

several other thresholds its score would be very bad
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Chapter 4

Methodology

In this chapter, we describe the datasets used in this work as well as the details of

the implementation of a transductive regularizer for feature selection. We compare our

proposed feature selection method against a baseline, which does not use our regularizer.

4.1 Datasets

We conducted two experiments in this work, in which each of them uses two dif-

ferent datasets. For both of the experiments, the machine learning algorithm used was

the XGBoost [12].

For Experiment 1, the databases used come from two different hospitals. One of

them from the Geriatric ward of a hospital and the other from the Neurology ward. The

dataset comes from the paper Alzheimer’s Disease: Risk Factors and potentially protective

measures [58]. Both datasets have different test results used for the diagnosis of neuro-

logical diseases. The labels of the two datasets are the diseases diagnosed in the patient,

namely, Mild Cognitive Impairment (MCI) and Alzheimer’s. In addition to these two

labels, the databases contain tests from healthy people called the control group. Overall,

the Geriatrics database has 167 patients and 45 characteristics, the Neurology base has

160 patients and 122 characteristics. However, as we want to use learning transduction

between the two databases, both need to have the same features, the intersection of fea-

tures reduces the final set to twenty features. In order to use Mantel we need the same

features on both datasets, then we take the intersection features between both, which

gives us 20 features in total.

Of the 20 features presented in the dataset, six are demographic features, such as

gender, schooling, age, if the person smokes or not, and if he uses alcohol. The rest of the

features are lab exams, such as blood and cognition exams.

The Figure 4.1 shows the distribution of targets between Geriatric and Neurology

dataset. We can see that Neurology dataset is more balanced, meanwhile the Geriatric
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Figure 4.1: Targets distribution for Neurology and Geriatric datasets

dataset has more patients with Alzheimer’s.

Figure 4.2: The Neurology dataset consists of younger people than the geriatric dataset

Figure 4.2 shows how the patients in the Neurology dataset are younger than the

patients in the Geriatric dataset, and age is a potential feature to identify Alzheimer’s

disease [58]. Then, if age ends up being an important feature of the model, it could

perform better for the Geriatric dataset. In fact, we also see a higher concentration of
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patients with Alzheimer’s in the Geriatric dataset, as shown in Figure 4.1.

Experiment 2 uses two different databases about Heart Diseases, of which one

comes from the Hungarian Institute of Cardiology (Hungarian) and the other from the

V.A Medical Center, Long Beach, and Cleveland Clinic Foundation (Cleveland). The

datasets were extracted from the UC Irvine Machine Learning repository1. The datasets

contain 76 attributes and each row of the datasets has test results from a patient and the

label is whether the individual has heart disease or is healthy.

The authors of the databases are:

• 1. Hungarian Institute of Cardiology. Budapest: Andras Janosi, M.D.

• 2. University Hospital, Zurich, Switzerland: William Steinbrunn, M.D.

• 3. University Hospital, Basel, Switzerland: Matthias Pfisterer, M.D.

• 4. V.A. Medical Center, Long Beach and Cleveland Clinic Foundation:Robert De-

trano, M.D., Ph.D.

There are 13 intersections of features between the two datasets. Of these, only

two are demographic features, gender, and age, the rest are exams, mostly related to the

health of the heart.

Figure 4.3: The Hungarian hospital dataset consists of younger people than the Cleveland
Hospital dataset

Figure 4.3 shows that the Hungarian Hospital dataset has younger people than

Cleveland, and as discussed in Experiment 1, age can be an important feature to classify

a patient with Alzheimer’s.
1https://archive.ics.uci.edu/ml/datasets/heart+disease

https://archive.ics.uci.edu/ml/datasets/heart+disease
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4.1.1 Alzheimer Dataset Features

At total, there are 20 features presented in the final dataset, from which five are

demographic features and 15 are lab exams results [18].

• sex: Male or Female

• schooling: Education Level

• age: Patient age in years

• smoking: Smoke or do not smoke

• alcoholism: Drink Alcohol or do not drink alchool

• lagtime-high tf+apc: Lag Time of tissue factor activated protein c plasma factor

in blood exam

• has: Systemic Arterial Hypertension

• etp-low-tf-atfpi: Endogenous thrombin potential levels of free tissue factor path-

way inhibitor

• apo-e: Apolipoprotein E gene, protein involved in lipid metabolism

• peak-high tf-apc: Peak Height of Tissue factor activated protein c plasma factor

in blood exam

• pc-rq: High sensitivity quantitative c-reactive protein blood exam

• blood group: Blood Type, such as O, A+, B etc

• peak-low tf-atfpi: Peak Low levels of free tissue factor pathway inhibitor

• lagtime-low tf-atfpi: Low Lag Time of tissue factor activated protein c plasma

factor in blood exam

• mini-mental: Mini-mental status examination (MMSE)

• lagtime-high tf-apc: Lag Time of tissue factor activated protein c plasma factor

in blood exam

• dm: Diabetes Mellitus

• etp-high tf+apc: Endogenous thrombin potential of tissue factor activated protein

c plasma factor in blood exam
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• etp-high tf-apc: Endogenous thrombin potential of tissue factor activated protein

c plasma factor in blood exam

• peak-high tf+apc: Peak Height of Tissue factor activated protein c plasma factor

in blood exam

4.1.2 Heart Diseases Dataset Features

At total, there are 13 features presented in the final dataset, from which two are

demographic features and 11 are lab exams results [18].

• sex: Male or Female

• age: Patient age in years

• cp: Chest pain type

• trestbps: Resting blood pressure

• chol: Serum cholesterol

• fbs: Fasting blood sugar

• restecg: Resting electrocardiographic

• thalach: Maximum heart rate

• exang: Exercise induced angina

• oldpeak: ST depression induced by exercise relative to rest

• slope: Slope of peak exercise ST segment

• ca: Number of major vessels

• thai: Heart rate defect

4.2 Motivation and Use Cases

The main motivation of this work is that model generalization is a very difficult

problem and with transduction, we can simplify more complex problems. In some cases,
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what is sought is just the solution in a specific set of data, without the need to find general

rules [62]. One key aspect of the use case is that the target dataset is known, but there are

no labels available, so we cannot train a supervised model using it as input. In the case

of our experiments, we have the labels available for the target datasets, but we do not use

it in the transductive learning, however, we use them to validate the final performance of

the model in the target datasets, which is presented in the Results section.

Therefore, in some cases, transduction is preferable to induction, once it aims to

solve a smaller problem, instead of creating a general rule to a phenomenon [26], for

example: Suppose two hospitals, A and B. Hospital A has developed a model capable of

diagnosing Alzheimer’s patients from its neurological ward. For this, data from all patients

who underwent examinations at Hospital A were used. Given the success of the model,

hospital A decides to market the model to Hospital B, which treats Alzheimer’s patients

in the geriatric ward. However, the results were not so satisfactory. An alternative would

be to retrain the model with data from hospital B, but this hospital does not have the

labels in its database.

In this example, the transduction technique is preferable, as it is not necessary

to find a general solution for all possible hospitals, the main objective is to have a good

model only for hospital B. Furthermore, the transductive feature selection technique does

not need labels to generate a new model for Hospital B.

Therefore, with transduction, a hospital may be able to develop a model for the

diagnosis of Alzheimer’s, without worrying about the truth, only about the usefulness. As

a result, more complex problems may have utility-focused models being developed, while

generalization is not yet possible.

4.3 Our Proposed Transductive Feature Selection

Our hypothesis is if a feature is important in the source data and is also important

in the target data, then it must be able to contribute to the model in the target data

as well. SHAP is used to measure the importance of features at the source and target,

whilst Mantel, which is the correlation value r is used to calculate the similarity of the

importance ranking of features between the source and target. Thus, even without the

target labels, the idea is to have effective features at the source that are important to the

target.

As shown in Figure 4.4 the difference between our proposal and a baseline, which

follows an inductive strategy, relies on how we evaluate the models. For the inductive

feature selection, each feature set f is evaluated with cross-validation, which trains a
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Figure 4.4: Methodology flowchart where gray arrows and rectangles are part of both
methods, the green arrows and rectangles are exclusive to Induction, while the red ones
are exclusive to Transduction

model using f with a sample of the source data and validates it on a different sample

from the source data as well. On the other hand, for the transductive strategy, each

feature set f is evaluated within a transductive evaluator, which trains a model with the

whole source dataset, the given model scores both source and target datasets, and their

respective feature importance is calculated using SHAP. The Mantel similarity between

the source dataset’s SHAP and the target dataset’s SHAP measures how similar the most

important features are in each dataset. Therefore we can use this measurement to infer

that the features which are more cohesive in both datasets should be selected to be used

for the target dataset.

An overview of our methodology is presented in Figure 4.1, No matter the feature

selection strategy, all of them require a source dataset, which will be used to train the

model, a machine learning algorithm, and a feature selection method that basically chooses

the features that optimize a given metric. What changes from each strategy is the metric

we want to optimize and how we calculate this metric. The green colored lines represent

the steps to optimize the feature selection algorithm with an inductive approach, which

will select the features that make the model perform with the highest AUC. On the

other hand, the red colored lines represent the transductive approach, which optimizes

a different metric that is not calculated using only auc, but also the matrix similarity

between the feature importances matrix from the source and target dataset. The matrix

similarity weight in the final metric is controlled by a regularizer denoted as c. The metric

optimized in the transductive approach is given by the equation:

auc+ (c ∗mantel) (4.1)
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The rationale behind this metric is that we want to choose the features with high

performance on the source dataset because it is the only dataset with labels where we can

measure the AUC. However, we want to select features that have good ranking importance

for the target dataset. In the end, we want good predictive features in the target dataset,

that achieved a high performance in the source dataset.

Even though summing the performance metric (AUC) and the feature importance

with matrix similarity (Mantel Test) gives us a measure, we cannot say that features with

high matrix similarity values will also have a good performance, the best estimate we

have is the performance in the source dataset. Then, in order to prevent low-performance

features to be selected, we create a regularizer c that weights the impact of the matrix

similarity, and it varies within an interval of [0, 1]. In our experiments, we tested different

values of c and we found out that usually, the best results have a c larger than 0, but it

does need to be close to 1, and in our experiments, we found a case where the best model

for the target dataset had a c, = 0.2 only (Table ??).

In general, the best models do not change much if we keep increasing c, as it will be

discussed in the Results section, we see that the top ranking features keep appearing even

if we increase c, only the lower ranked features change, therefore the final performance

on the target dataset does not tend to change.

4.4 Our Implementation

Next, we briefly describe how we implemented the feature selection method with

transduction.

To explain our methodology we will compare two feature selection approaches:

• Baseline: Common way of optimizing the selection of features seeking generaliza-

tion, through the Area under the curve (AUC) metric

• Our proposal: Using transductive feature selection, by combining AUC and Man-

tel similarity together

For our transductive proposal, it is necessary to use two different data sets, a source

dataset A, which will be used in training, and another target set B, which is the specific

test dataset that we want to transduce learning from A. It is important to emphasize

how this methodology can be applied to any existing feature selection algorithm, as an

example, an algorithm will be presented that tests all possible combinations of features

and chooses the set that optimizes the chosen metric.
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1: for f ∈ features do
2: auc← eval cv(A, y, f)
3: if auc > max auc then
4: max auc← auc
5: best features← f
6: end if
7: end for

Algoritmo 4.1: Baseline - Optimization with only AUC metric
Variables: y is the label for A

4.4.1 Baseline Approach

In this approach, the feature selection algorithm seeks to find the feature set with

the highest AUC, for this, it loops over all possible feature sets and chooses the set with

the highest AUC value in cross-validation. For this method only the source A data set is

used as input, the pseudo-code from Algorithm 4.1 illustrates the method.

In the algorithm below, f represents the feature set being evaluated, the eval cv

function calculates the AUC of the feature set in the source domain, the max auc stores

the highest AUC value found and the best features variable stores the respective highest

AUC feature set. In the end, the baseline method returns the feature set that has the

highest AUC in the source domain.

4.4.2 Proposed Approach

The proposed solution optimizes feature selection by AUC and also by Mantel

similarity, in which the impact of the Mantel value on the decision is regularized by a

variable c, which varies within an interval of [0, 1]. The pseudo-code from Algorithm 4.2

illustrates the method.

In Algorithm 4.2, c represents the regularizer value used in the interval of [0, 1]

with steps of 0.1 and f represents the feature set being evaluated, the eval cv function

calculates the AUC of the feature set in the source domain, and the eval transduction

function calculates the similarity between the SHAP importance matrices of the feature

set f in both source and target domains, represented by A and B respectively, whereas

yA and yB represents source and target labels respectively. The R variable calculates the

equation to be optimized, which sums the AUC of the source with the mantel similarity

multiplied by the c regularizer. The max variable stores the highest R-value found and
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1: for c ∈ [0, 1] do
2: for f ∈ features do
3: auc← eval cv(A, y, f)
4: mantel← eval transduction(A, yA,B, yB, f)
5: R← auc+ (c ∗mantel)
6: if R > max then
7: max← R
8: best features← f
9: end if
10: end for
11: end for

Algoritmo 4.2: Proposal - Optimization with AUC and Mantel
Variables: yA is the labels for A and yB the labels for B

the best features variable stores the respective highest R feature set. In the end, the

proposed method returns the feature set that has the highest AUC + (c * mantel).

One way to improve the results was to use only a percentage of the best features

of the source and target datasets through the topFeatures method (Algorithm 4.4), this

percentage can be controlled by the factor parameter. Algorithm 4.3 shows Algorithm

4.2 adapted to use the topFeatures method.

The topFeatures method returns a dataset containing only a percentage defined

as factor from the best features. By using only a percentage of the best features, we

compare the similarity only between the features that actually impact the model the

most. Because, without this, the solution could select a set of similar features only among

those with a low position in the ranking of importance, or fail to choose a good set of

features because some less important features have a low correlation between source and

target distance matrices. The pseudo-code from Algorithm 4.3 illustrates the method.

For example, in the Figure 4.5, all tables are distance matrices, in the left part of

the image we consider all the data from both matrices and the correlation is 0.74, in the

right part of the image we consider only a factor, which is a fraction of the most important

features, of the matrices and we achieve a higher correlation.
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1: for c ∈ [0, 1] do
2: for f ∈ features do
3: A top← topFeatures(A, factor)
4: B top← topFeatures(B, factor)
5: auc← eval cv(A top, y, f)
6: mantel← eval transduction(A top, yA,
7: B top, yB, f)
8: R← auc+ (c ∗mantel)
9: if R > max then
10: max← R
11: best features← f
12: end if
13: end for
14: end for

Algoritmo 4.3: Proposal Using Only the Top Features
Variables: y is label for A

1: n features← ceil(X.features.size ∗ factor)
2: top features← shap importance.head(nfeatures)

Algoritmo 4.4: TopFeatures method

Figure 4.5: Distance matrices of feature importances. In the left we consider the whole
matrices and in the right we consider only a factor of the matrices. When we consider
the factor of the most important features we achieve a better correlation
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Chapter 5

Results

In this chapter, we describe the results of the experiments designed to evaluate the trans-

ductive feature selection. In Section Performance x Matrix Similarity, we discuss the

trade-offs between performance (AUC) and matrix similarity (Mantel). Then in Section

Transduction Performance, we show the main results of this work, comparing our ap-

proach against a baseline in two scenarios and four different datasets. Finally, we explain

the impacts of the regularizer in the final performance of the models in Section Explaining

regularizer impact on results.

5.1 Performance x Matrix Similarity

In this section, we discuss the trade-off between performance in the source dataset

and the similarity between the feature importance matrix from source and target datasets.

The equation (4.1) shows that we choose the feature sets that optimize both performances

in the source dataset and matrix similarity. Then, we could have different combinations of

performance and similarity, such as features that have a good similarity between datasets

but poor performance in the source dataset.

Figure 5.1 plots the AUC x Mantel distance for each model generated in Exper-

iment 1 with data trained on Neurology and Geriatric using Alzheimer’s datasets and

shows how each model obtained from a different combination of features can behave. In

general, we would like to have features with a good performance on the source dataset

and a high similarity, as seen in Figure 5.1, we can spot some clusters of models with high

performance and high similarity, in fact, if we split the plots into quadrants we would be

able to tell the trade-off of each model. The models in the upper-left corner have less

performance, but high matrix similarity, and the upper-right corner are the candidates

for best models because they present high performance and high similarity. The lower-left

corner is blank in Figure 5.1, and they would be the models with the lowest performance

and lowest mantel similarity. Lastly, in the lower-right corner are the models with low
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Figure 5.1: Performance x Matrix Similarity scatter plot for Experiment 1. The blue dots
represent models trained with neurology data and the purple dots represent the models
trained with geriatric data

similarity but high performance. In general what we see is a bigger density of models with

higher similarity, which indicates that most features are able to contribute to a classifier

in both source and target dataset.

5.2 Benchmark For Algorithms Used in Our

Approach

In both experiments we use the XGBoost Algorithm [12], which is a gradient

boosting algorithm that is considered to be one of the state-of-the-art algorithms other

than Neural Networks [23], but since the datasets used in this work are very undersampled,

Neural Networks have a higher chance of overfitting [20], then we compared XGBoost with

Random Forest and XGBoost yield better models. On average XGBoost had an AUC of

0.91 against a 0.84 for Random Forest, despite that, XGBoost has a special function in

SHAP which makes it run faster, as SHAP is a greedy algorithm it takes a long time to
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compute many combinations of features, and calculates its SHAP values.

XGBoost belongs to the family of boosting methods, meanwhile, Random Forest

belongs to the bagging methods family. The objective of a boosting algorithm is to

minimize the loss function by using weak learners and, usually, gradient descent. The idea

is that many weak learners together can form a strong learner, in the case of XGBoost the

weak learner used a simple decision tree, that altogether with some optimized and efficient

implementation of gradient boosting and regularization techniques, make of XGBoost a

very fast and scalable choice of machine learning algorithm.

On the other hand, Random Forest is a bagging algorithm, which is an ensemble

method formed by multiple decision trees that average decisions to make a final predic-

tion. Differently from bagging methods, boosting methods are added sequentially to the

ensemble, which allows the model to correct itself iteratively, changing the weights of the

data points, which diminishes the chances of a random prediction, which is more likely to

happen in a random forest, since we cannot guarantee that some of its trees suffer from

class imbalance and overfitting for example [52].

For the similarity dimension, we use the Mantel test for both experiments, we also

tested other matrix similarities algorithms, such as the Pearson and Euclidian distance.

In the sample tests we did, Mantel scored the highest values of AUC when applied in

conjunction with XGBoost, achieving an AUC of 0.64 on average, against 0.55 for Pearson

correlation and 0.5 for Euclidian distance. The cons of the Mantel approach are that the

matrices must have the same dimension, which forces us to lose some data, as we have

to remove features that do not belong to both datasets, but most importantly we need

to also remove some patients from the dataset, as we need to ensure that both datasets

have the same number of patients too.

5.3 Transduction Performance

In this section, we use AUC to calculate the performance of the chosen model for

the baseline approach and the chosen model for the transductive regularizer approach on

the target dataset. The idea is to validate the final performance of the chosen model at

the end of the feature selection pipeline for each of the approaches. Even though our

approach does not require the target dataset to contain labels, the target datasets used

in the experiment contain labels, which we do not use for the feature selection, but use

for the final model validation.

For the first experiment, we have two different datasets, one from the Neurology

ward of a hospital and the other from the Geriatric ward, both containing exam results and
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a label saying if the person has Alzheimer’s or not. Thus we conducted two experiments,

one using Neurology data as the source dataset and the Geriatry data as the target

dataset, the other experiment is the other way around with Geriatry data used as the

source and Neurology as the target. For each of those experiments, we compared the

baseline approach, which does not use transduction, against our transductive feature

selection in terms of AUC in the target dataset. In Table ?? we have the results for

the experiments, in which the results for the transductive method our split by different c

values, from 0 to 1, varying by 0.1.

The results in the first experiment showed that the transductive method was able

to outperform the baseline for at least one value of c. In the experiment training with the

Neurology dataset, we have our approach with better performance for every c >= 0.2.

On the other hand, when we trained using the Geriatric dataset and validated on the

Neurology dataset, our approach was only better than the baseline for c = 0.2

For the second experiment, we also have two different datasets, one from the Hun-

garian Institute of Cardiology (Hungarian) and the other from the V.A Medical Center,

Long Beach, and Cleveland Foundation (Cleveland), both containing exams results and

a label saying if the person has heart disease or not. Thus we also conducted two exper-

iments, one using the Hungarian dataset as the source and the Cleveland dataset as the

target, for the other experiment we switched roles. As done in Experiment 1, we com-

pared the baseline approach against our approach by calculating the AUC in the target

dataset for each experiment. In Table ?? we have the results of the experiments.

The results in the second experiment showed that our approach also outperformed

the baseline performance for every c >= 0.2 in both experiments.

In our experiments, we varied the value of c to measure how much the impact of

transduction would affect the final model performance on the target dataset. However,

the c variable is not the only variable we use in our approach. Another parameter we

can vary is the factor, which is the proportion of the top features from SHAP that will

be considered to calculate the Mantel similarity. In other words, the factor controls how

much we want to measure similarity between the most important features only, or between

all features. The idea behind it is that we do not want to penalize features that show high

similarity between the most important features in the source and target dataset but on

the other hand show low similarity for bottom-ranked features, which are features that

probably do not contribute much individually in the final output. in Table ?? we have the

results from Experiment 2 varying by a factor as well, and we see that the performance

changes by factor and most of the best results are concentrated in the lower factors, which

use fewer features to calculate similarity.
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Source Target Baseline c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

Neurologia Geriatria 0.847 0.862 0.889 0.889 0.889 0.889 0.889 0.889 0.889 0.889 0.889

Geriatria Neurologia 0.804 0.825 0.833 0.758 0.758 0.758 0.758 0.758 0.758 0.758 0.758

Table 5.1: Experiment 1 AUC result by c regularizer

Source Target Baseline c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

Cleveland Hungarian 0.598 0.715 0.764 0.764 0.764 0.764 0.764 0.764 0.764 0.764 0.764

Hungarian Cleveland 0.754 0.754 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756

Table 5.2: Experiment 2 AUC result by c regularizer

Source Target Factor Baseline c=0.1 c=0.2 c=0.3 c=0.4 c=0.5 c=0.6 c=0.7 c=0.8 c=0.9 c=1.0

Cleveland Hungarian 0.1 0.598 0.590 0.637 0.637 0.712 0.712 0.712 0.712 0.674 0.674 0.674

Hungarian Cleveland 0.1 0.754 0.754 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756

Cleveland Hungarian 0.2 0.598 0.590 0.637 0.637 0.712 0.712 0.712 0.712 0.674 0.674 0.674

Hungarian Cleveland 0.2 0.754 0.754 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756

Cleveland Hungarian 0.3 0.598 0.590 0.637 0.637 0.712 0.712 0.712 0.712 0.674 0.674 0.674

Hungarian Cleveland 0.3 0.754 0.754 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756

Cleveland Hungarian 0.4 0.598 0.715 0.764 0.764 0.764 0.764 0.764 0.764 0.764 0.764 0.764

Hungarian Cleveland 0.4 0.754 0.737 0.737 0.737 0.737 0.737 0.737 0.737 0.737 0.737 0.737

Cleveland Hungarian 0.5 0.598 0.715 0.764 0.764 0.764 0.764 0.764 0.764 0.764 0.764 0.764

Hungarian Cleveland 0.5 0.754 0.712 0.712 0.712 0.724 0.724 0.724 0.724 0.724 0.724 0.724

Cleveland Hungarian 0.6 0.598 0.715 0.715 0.715 0.715 0.715 0.715 0.715 0.715 0.715 0.715

Hungarian Cleveland 0.6 0.754 0.706 0.706 0.706 0.706 0.737 0.737 0.737 0.737 0.737 0.724

Cleveland Hungarian 0.7 0.598 0.715 0.717 0.674 0.687 0.687 0.687 0.687 0.687 0.687 0.687

Hungarian Cleveland 0.7 0.754 0.698 0.698 0.734 0.734 0.734 0.734 0.734 0.734 0.764 0.734

Cleveland Hungarian 0.8 0.598 0.601 0.716 0.716 0.716 0.716 0.716 0.716 0.716 0.662 0.662

Hungarian Cleveland 0.8 0.754 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756

Cleveland Hungarian 0.9 0.598 0.590 0.637 0.637 0.712 0.712 0.712 0.712 0.674 0.674 0.674

Hungarian Cleveland 0.9 0.754 0.754 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756

Cleveland Hungarian 1 0.598 0.590 0.637 0.637 0.712 0.712 0.712 0.712 0.674 0.674 0.674

Hungarian Cleveland 1 0.754 0.754 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756 0.756

Table 5.3: Experiment 2 AUC result by c regularizer per factor

5.4 Explaining Regularizer Impact on Results

The regularizer c is a parameter that weights the impact of the matrix similarity

in the final decision of our optimization function (4.1). So what is the expected behavior

of increasing or decreasing c? In general, if we increase c we intend to increase the

transduction, meanwhile, if we decrease it we are closer to what the baseline does, which

is basically picking the features with the highest AUC in the source dataset. What

we see in Table ?? and ?? is that for most experiments, increasing the c parameter

value, increased AUC as well, because we were selecting features with the highest matrix

similarity. However, there is one experiment where only one specific value of c was

better than the baseline, which means that by increasing transduction we were losing
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performance. This is why we developed the regularizer, there is no guarantee that features

with higher matrix similarity will perform better in the target dataset. Then, one should

use c as an experimental parameter and choose the one that brings the best results.

Apo-e feature discussion As stated by [3] approximately 70 percent of the likelihood

of developing Alzheimer’s disease can be attributed to genetic factors. In the case of

early symptoms of Alzheimer’s, mutations in the APP, PSEN1, and PSEN2 genes are

often responsible. On the other hand, a late case is primarily linked to a variation in the

Apo-e gene (apolipoprotein E gene) [9, 10]. Apo-e is a protein that is a know risk factor

associated with Alzheimer, it just appears after the regularizer c is bigger than 0 (figure

5.3). Apo-e is associated with age as well, as it is more common in elderly people, the

neurology source dataset has younger people, so Apo-e tends to be less relevant, but for

geriatric, which contains more elderly people, it is more relevant. Transduction is able to

select this feature because it is very important for the target.

Figures 5.2 up to 5.11 shows the ranking of the selected features by each c parame-

ter value in Experiment 1 when using Neurology as the source dataset and Geriatry as the

target dataset. Features are color-coded according to their values (highest: red, lowest:

blue). For instance, low values of mini-mental are associated with positive SHAP values.

We see that the feature ranking and the SHAP values change in c = 0.2 and then stay the

same. This is exactly the same behavior we see in Table ??, where the performance stays

constant for every c >= 0.2. Then, the reason why the performance is constant after

some c is that as the similarity weight increases, features with higher matrix similarity

are selected.

Therefore we see that for most of our experiments, there is a high correlation

between the performance in the target dataset with the feature importance similarity

that the selected feature set has between both source and target datasets. Meanwhile,

the regularizer is useful to control scenarios where higher similarity can decrease auc, then

in experiments, we can select the best parameters to optimize the model.
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Figure 5.2: SHAP values for features selected with regularizer c = 0. Features are color-
coded according to their values (highest: red, lowest: blue)

Figure 5.3: SHAP values for features selected with regularizer c = 0.1. Features are color-
coded according to their values (highest: red, lowest: blue)

Figure 5.4: SHAP values for features selected with regularizer c = 0.2. Features are color-
coded according to their values (highest: red, lowest: blue)
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Figure 5.5: SHAP values for features selected with regularizer c = 0.3. Features are color-
coded according to their values (highest: red, lowest: blue)

Figure 5.6: SHAP values for features selected with regularizer c = 0.4. Features are color-
coded according to their values (highest: red, lowest: blue)

Figure 5.7: SHAP values for features selected with regularizer c = 0.5. Features are color-
coded according to their values (highest: red, lowest: blue)
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Figure 5.8: SHAP values for features selected with regularizer c = 0.6. Features are color-
coded according to their values (highest: red, lowest: blue)

Figure 5.9: SHAP values for features selected with regularizer c = 0.7. Features are color-
coded according to their values (highest: red, lowest: blue)

Figure 5.10: SHAP values for features selected with regularizer c = 0.8. Features are
color-coded according to their values (highest: red, lowest: blue)
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Figure 5.11: SHAP values for features selected with regularizer c = 0.9. Features are
color-coded according to their values (highest: red, lowest: blue)
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Chapter 6

Concluding Discussion

In this work, we discussed a new approach for feature selection in a scenario where is

desired to apply a model in unlabeled target datasets, and for this all we have is source

dataset with labels and the target and source dataset are from different data domains.

In our approach we train N models, where N represents every possible combination of

feature sets, and then we calculate the SHAP values for each feature set in the source and

target dataset. Moreover we calculate the matrix similarity between the source and target

datasets SHAP values and rank them with the equation 4.1 to choose the top feature set,

this feature set is chosen to be used for the model to be used in the target dataset.

The first problem addressed in this research is the fact that induction learning is a

hard problem and most of the times we do not seek a model to generalize, we just need a

model to work specifically for one data domain or target set. Since generalization is hard,

it is very hard for a model trained on a source dataset to work properly in a target dataset

without re-training. In a case where there are no labels available for the target, we could

use transduction to select a new set of features, and in our tests the transduction feature

selection we proposed achieved better results than an induction technique ??.

Next, we detailed how SHAP and Mantel test could be used to create the equation

4.1 that uses a transduction regularizer to control how much we want our transduction

to impact the final result. This approach is interesting because it allows us to control the

final result and test many different values for the regularizer.

We provided many contributions that are relevant to the field. First, we presented

a new feature selection approach. This method seeks the transduction of the model and

not the generalization. With transduction, it was possible to find better models than with

generalist strategies. Second, we proposed a regularizer to control transduction inside a

system, by combining feature importance and Mantel similarity. We hope our efforts can

become a baseline for other solutions using transductive strategies.

Finally, our findings suggest that transduction approaches can be successful in

feature selection tasks and more research should be done. For future work, we aim to test

the method in new datasets and in conjunction with other feature selection techniques

and assess this method for large datasets and verify its scalability.
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