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Abstract

Continuous assessment of slope stability is important to the open pit design and 
operation. This article aims to present a tool for evaluating the stability conditions of 
rock slopes in mining, based on a global geotechnical database, using machine learn-
ing techniques. Different models are evaluated in this research: the general model, 
which uses all variables; the mathematical model, which uses only variables selected by 
the random forest (out-of-bag); and two expert-based models: the Q-Slope model and 
the Santos model. The validation of the model was done through the test sample, us-
ing partition confusion matrices aiming at reproducibility of the results. A study of the 
types of errors was carried out using Principal Component Analysis (PCA). The study 
of errors allowed the identi�cation of samples that were inconsistent with the others. 
Afterwards, the models were redone and compared with the previous ones. The best 
performers are presented and discussed. The proposed methodology does not replace 
the classic analysis of slope stability. On the contrary, it contributes to engineers and 
geologists with a tool for monitoring the stability conditions of slopes in a mining op-
eration. Slope stability analysis must be carried out throughout the mine's lifetime and, 
therefore, it is believed that the tool proposed here can optimize the selection of slopes 
most susceptible to instability.
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Open-pit mining is the most impor-
tant technology for extracting mineral 
resources from the earth’s crust (Zare 
Naghadehi et al., 2013). Mining slopes 
are applied in all phases of the open-pit 
mining project, mine development, min-
ing exploitation and mine closure. Slopes 
allow access conditions to the geological 
body at different levels, with operational 
safety, e.g., transport and excavation.

The instability on slopes is condi-
tioned by the geological-geotechnical 
characteristics of the rock mass, the pres-
ence of discontinuities, applied geometry 
and external factors. The occurrence of 
rupture impacts the mining activities, 
especially the operational, economic, and 
environmental sectors.

The aim of the research is the study 
of empirical models to assess the stability 
of mine slopes using machine learning 
techniques. Models capable of interpreting 
information taken from slope databases 
and generating a reliable estimate of the 

rock mass stability conditions are pre-
sented. The database used was proposed 
by Zare Naghadehi et al. (2013). 

The authors present the develop-
ment of a new Mine Slope Instability 
Index (MSII) which aims to determine 
the stability conditions of mining slopes 
in open pit operations, using arti�cial 
neural networks and the RES system 
proposed by Hudson (1992). The data-
base has been used in recent research, 
with promising results and accepted by 
the technical community, e.g., Santos et 
al. (2018), Santos et al. (2019).

The general methodology was based 
on the construction of different models: 
a general model with all the variables of 
the database; a mathematical model with 
variables selected from their importance, 
using Random Forest, to choose the vari-
ables in order to target slope stability; two 
expert models using variables applied in 
classi�cation systems, based on Q-Slope 
(Bar & Barton, 2017) and Santos et al. 

(2021). The model validation was done 
through the test sample, using bootstrap 
and partition confusion matrices aiming at 
the reproducibility of the results. A study 
of the errors using Principal Component 
Analysis (PCA) allowed the identi�cation 
of samples inconsistent with the others, so 
the models were remade and compared 
with the previous ones. This way the best 
modeling was found based on the vari-
ables selected by Random Forest with the 
database without the problematic samples.

The technique applied herein is 
similar to the study presented by Santos 
et al. (2018), that is, decision trees applied 
to a similar dataset, but being different 
in the proposed models, speci�cally the 
set of variables that make up each model 
presented. In this study, four models are 
proposed: the general model with all the 
variables in the database, the mathemati-
cal model in which the variables were 
selected by the Gini index of Random 
Forest, measuring the importance of each 

1. Introduction
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2. Material and methods

2.1 Initial considerations

2.2 Pre-processing

2.3 General methodology

2.4 Description of models

2.5 Study of errors, MMS and MSS models

The methodology was developed 
in freeware R (R Core Team, 2016). The 
methodology was applied to the database 
compiled and organized by Zare Nagha-
dehi et al. (2013). The database organized 
by Zare Naghadehi et al. (2013) presents 
84 samples with 18 predictive variables, 
from mines around the world.

Zare Naghadhi et al. (2013) in 
their article classi�ed the slopes studied 
into three distinct categories: the �rst are 
the stable slopes (ST), the second are the 
unstable slopes (OF) and �nally the slopes 
with punctual bench failures (FSB).

In this study, models of classi�-
cation decision trees were developed, 

which were named General Model 
(MG), Mathematical Model (MM), 
Q-slope Model (MQ), Santos Model 
(MS), Mathematical Models without 
errors (MMS) and �nally Model Santos 
without errors (MSS). Each model has 
its characteristics that will be described 
in the text below.

The main pre-processing issue for 
this database was the imbalance classes. 
According to Vladislavleva et al. (2010) 
in predictive models, class balancing is 
essential to avoid classi�er bias. Every clas-
si�er has a weak a priori classi�er and this 

is in�uenced by the distribution of classes. 
Therefore, an imbalance can negatively 
in�uence the training of the model.

The class balancing process was 
developed with the ROSE package 
(Lunardon et al.2014). The Random 

Over-Sampling Examples (ROSE) 
provide functions for dealing with the 
binary classi�cation of problems in the 
presence of unbalanced classes. Syn-
thetic balanced samples are generated 
according to ROSE.

After pre-processing, the methodol-
ogy was applied. The models MG, MM, 
MQ and MS were trained. For these 
models the packages were used, and the 
�rst was the rpart (Therneau & Atkinson, 
2019) and then, the partykit (Hothorn & 
Zeileis 2015). Figure 1 presents the general 
research �owchart.

Recursive Partitioning and Regression 
Trees (rpart) is a package aimed at recur-
sive partitioning for the classi�cation, 

regression trees and classi�cation, using 
the concepts implemented in the article 
of Breiman et al. (1984). The Toolkit for 
Recursive Partytioning (partykit) is a 
set of tools with functions to represent, 
summarize, and visualize tree-structured 
regression and classi�cation models.

Incorrectly classi�ed samples were 
studied, and consequently, two new 
models were proposed, the MMS and 
MSS. The errors study was implemented 

by Principal Component Analysis (PCA). 
Figure 2 presents the study’s error �owchart.

For the creation of the models, the 
balanced data were divided into two dis-
tinct subsets, the Training and Test Sets. 
The Training Set had 80% of balanced 
data and was used to create the models, 
serving as a basis for learning the algo-
rithms. The Test Set had the remaining 
20% of the data balanced and was used 
to validate the models.

In the General Model (MG), all 18 
predictive variables from the database 
developed by Zare Naghadehi et al. 
(2013) were used to estimate the slope 
stability variable. In the Mathematical 
Model (MM), a selection of variables 
was previously performed using the Out-
of-bag (OOB) of Random Forest (RF), 
in the same database, to assign weights 
to the variables with greater importance 
for determining the objective variable of 
stability. For variable selection in MM, 
from OOB-RF, the varSelRF package, 

proposed by Diaz-Uriarte and Alvarez de 
Andres (2005), was applied.

The Q-Slope Model (MQ) was 
based on the studies by Bar and Barton 
(2017) to create a relationship between 
the variables from the authors' empirical 
model (Q-Slope) with the variables from 
the database. The use of this model had 
as main objective, to compare the effect of 
the variables of the empirical model in the 
methodology of the decision trees and to 
cross these data with the other modeling.

The Santos Model (MS) was devel-

oped based on the studies by Santos et al. 
(2021), a proposal to improve the RMR 
classi�cation system, proposed by Bien-
iawski (1989). The techniques applied in 
the research by Santos et al. (2021) come 
from the areas of multivariate statistics 
and arti�cial intelligence. According to 
the identi�cation of geomechanical vari-
ables common to the RMR, Santos et al. 
(2021) determined three different factors 
to determine the quality of the rock mass. 
These same variables were selected for the 
development of MS.

The MG, MM, MQ and MS 
models were validated using the train-
ing/test sets. The database visualiza-
tion in 2-dimensions (applied PCA) al-

lowed to visualize the error frequency 
in speci�c samples.

Samples that were misclassified 
were often removed from the original 

database and the entire sample prepa-
ration procedure was redone in a new 
database (without the samples that were 
always misclassi�ed). The two models 

variable for the classi�cation problem. The 
model with variables based on the Q-Slope 
(Bar and Barton, 2017). And �nally, a 
model based on the variables proposed 
by Santos et al. (2021). Among the models 
presented, the General Model is the clos-
est to Santos et al. (2018), since it uses all 

variables from the database proposed by 
Zare Naghadehi, et al. (2013).

The application of machine learning 
techniques has been increasing in mining, 
with positive impacts, in recent years. In 
addition to the studies already mentioned, 
some studies with machine learning appli-

cations can be highlighted are, e.g., Klen & 
Lana (2014), Silva et al. (2018), Baretta et 
al. (2019), Okada et al. (2019), Santos et al. 
(2020). The methodology presented allows 
different users, target audiences in general, 
to apply the model quickly and accurately, 
optimizing decisions in mining operations.
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2.6 Repository codes for reproducing the applied methodology

3. Results and discussions

The repository codes can be found in GitHub, see the link:
https://github.com/MrColugo/Slope-stability-study-with-Decision-Tree-and-Random-Forests-.git

The balancing process was applied 
to the database by Zare Naghedehi et 

al. (2013). In Figure 1, it is possible to 
observe the distribution of unbalanced 

classes (a) and after the balancing pro-
cedure (b).

In the MG model, all variables from 
the database by Zare Naghadehi et al. 
(2013), were used. The MM model con-

sists of the variables selected by the OOB 
of Random Forest. MQ was based on the 
components of the Q-slope equation. The 

MS model was based on the factors of San-
tos et al. (2021). Table 1 shows the variables 
used in the MM, MQ and MS models.

To test the models, the test set 
consisted of 20% of the database, 
which was submitted to the interpreta-
tion of each decision tree. Table 2 pres-

ents the general accuracy of each model 
with their respective Kappa indices, 
which means the reproducibility of the 
results. The accuracy values are within 

ranges that validate the application of 
decision trees and, consequently, the 
selection of variables.

Metric MG MM MQ MS 

Accuracy 0.8333 0.8333 0.7917 0.8333

Kappa index 0.7500 0.7500 0.6875 0.7500

Model Variables used of Zare Naghadehi et al. (2013) 

General Model (MG) All variables are used.

Mathematical Model (MM) Intact rock strength; RQD; Weathering; Discontinuity families; Discontinuity Orientation; Slope angle; Previous instability.

Q-slope model (MQ)
Intact rock strength; RQD; Weathering; Discontinuity families; Discontinuity spacing; Discontinuity Orientation; 
Discontinuity aperture; JRC; Discontinuity filling; Blasting method; Precipitation.

Santos Model (MS)
Intact rock strength; Weathering; Groundwater water; Discontinuity persistence; Discontinuity spacing; 
Discontinuity aperture.

Table 1 – Variables used for models MM, MQ and MS.

Table 2 – Accuracy and Kappa for models MM, MQ and MS.

Figure 1 - Distribution of unbalanced classes (a) and after the balancing procedure (b).

with the best results, among the MG, 
MM, MQ and MS, were selected to be 
developed again with the new database. 
In this case, "the best result" is the one 
considered "dangerous error", that is, 
classi�cation errors in which the estimate 
presented a stability superior to the real 
one of the dataset.

The discussion about the removal 

of these samples is aimed at mainly 
studying the effect they had on the �nal 
accuracy of the models. As each model 
had different variables in its composition, 
it was expected that there would also be 
wrong estimates in different samples. 
Therefore, the recurrence of wrongly 
classified samples motivated this ap-
proach, as can be seen later.

Using the same procedures as the 
MM and MS, the Error-free Mathemati-
cal (MMS) and Error-free Santos (MSS) 
Models were developed with the new 
balanced Test Set and validated with the 
new balanced Training Set. The obtained 
accuracy results for all models were com-
pared to determine the best �nal decision 
tree models obtained.

(a) (b)
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Tables 3 to 6 present the by class 
statistics for the models. Sensitivity, 

ef�ciency and balanced accuracy met-
rics showed a good �t for a multiclass 

problem; no bias is verified in the 
predictive models.

After training the models, all 
database (training and test samples) 
were applied to the trees and plotted 

in a reduced space (2-dimension, by 
PCA). The objective of this was to 
verify the confusion zones and verify 

the error frequency for each sample. 
Figures 2 to 5 present the result for 
each model.

Figure 2 – Study of the error, in 2-dimension, for MG model.

MG model FSB OF ST

Sensitivity 0.8571 1.0000 0.7273

Specificity 0.8824 0.8889 1.0000

Balanced accuracy 0.8697 0.9444 0.8636

MG model FSB OF ST

Sensitivity 0.8333 1.0000 0.7273

Specificity 0.8333 0.9412 1.0000

Balanced accuracy 0.8333 0.9706 0.8636

MG model FSB OF ST

Sensitivity 0.6667 0.875 0.8571

Specificity 0.8667 0.9375 0.8824

Balanced accuracy 0.7667 0.9062 0.8697

MG model FSB OF ST

Sensitivity 0.6667 1.0000 1.0000

Specificity 1.0000 0.9412 0.8421

Balanced accuracy 0.8333 0.9706 0.9211

Table 3 – Assessment Metrics for MG model.

Table 4 – Assessment Metrics for MM model.

Table 5 – Assessment Metrics for MQ model.

Table 6 – Assessment Metrics for MS model.
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Figure 3 – Study of the error, in 2-dimension, for MM model.

Figure 4 – Study of the error, in 2-dimension, for MQ model.

Figure 5 – Study of the error, in 2-dimension, for MS model.
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Table 8 presents the confusion 
matrix for the test sample applied to 

the MMS and MSS models. Note that 
the models presented only 1 error, the 

MSS error is a dangerous error, an OF 
sample is classi�ed as FSB.

The accuracy and Kappa index of the MMS and MSS models were equal, with value 0.94 to accuracy 

Predicted

MMS MSS

True FSB OF ST FSB OF ST

FSB 5 1 0 6 0 0

OF 0 6 0 1 5 0

ST 0 0 6 0 0 6

From Figures 2 to 5, it was possible to 
assemble Table 7 that presents the samples 

by id that were incorrectly classi�ed for 
each model. The red highlighted id's in 

Table 7 are the "dangerous errors". There-
fore, the frequency of errors was obtained.

The error study shows that, although 
the MG and MM models have a lower 
error rate, the concentration of dangerous 
errors is high. The MG models use all the 
variables, and the MM is optimized with a 
focus on math metrics only. Although MS 
has a higher error rate, the concentration 
of dangerous errors is low, 0.22, which 
can be interpreted as a good selection 

of variables performed by Santos et al. 
(2020). This result reinforces the impor-
tance and impact of variable selection for 
predictive models.

New MMS and MSS models were 
trained using the result of the error study. 
The chosen models were those that pre-
sented the lowest number of “dangerous 
errors”, that is, the MM and the MS. 

Samples that were misclassified in all 
models (repeatedly), presented in row 6 of 
Table 7, were removed from the database 
and a new database was used to build 
the MMS and MSS models. The same 
procedures as the MM and MS were ap-
plied to modeling the MMS e MSS. The 
Figures 6 and 7 presents de decision tree 
for each model.

Figure 6 – Decision tree for MMS model. Figure 7 – Decision tree for MSS model.

Model Id Sample Total errors "Dangerous Error" proportion

MG 5, 6, 8, 17, 21, 22, 25, 26, 42, 62, 79 11 0.63

MM 6, 21, 22, 25, 26, 40, 42, 71, 77, 82, 84 11 0.54

MQ
4, 6, 10, 11, 12, 13, 14, 18, 20, 21, 22, 38, 
42, 47, 63, 65, 69, 77, 78, 79, 82

21 0.52

MS
5, 10, 16, 21, 22, 26, 27, 28, 42, 44, 46, 
47, 58, 59, 60, 61, 62, 63, 64, 65, 71, 77, 
78, 79, 80, 82, 84

27 0.22

Repeated
5, 6, 21, 22, 25, 26, 42, 10, 16, 47, 65, 71, 
77, 79, 82, 84

 16  

Table 7 - List of incorrectly estimated samples for each model.

Table 8 - Confusion Matrix to MMS and MSS.
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4. Conclusions

By using models such as decision 
trees, it is possible to create a direct and 
simple way to interpret the stability con-
ditions of a slope. This research has as its 
main objective the proposal of creating 
models that are easy to implement and 
with a satisfactory ef�ciency in the �eld 
to determine the slope stability. From a 
database with 84 samples collected from 
slopes around the world, 6 decision tree 
models were created, using different vari-
ables from mathematical and literature 
interpretations of different geotechnical 
and spatial parameters of slopes.

After performing all stages of de-
velopment, it was possible to determine 
that the best models were the Math-

ematical Model and the Santos Model. 
In addition to having a high accuracy 
mainly for a simple model, such as deci-
sion trees. Aa low incidence of dangerous 
errors was also obtained, which further 
increases their potential use for slope 
stability estimates.

With the use of these developed 
models, it is possible to determine the 
stability conditions of slopes of open-
pit mines on an industrial scale, being 
able to vary the different geotechnical 
parameters to evaluate the result of the 
interaction of the variables. Mainly in the 
control of the height and general angle of 
the slopes, which are essential to deter-
mine the progress of mineral activities in 

any open-pit mining project. In this way, 
it is possible to optimize the exploitation 
and use of the reserve, keeping the pit 
operational and maximizing the safety 
of operations.

Furthermore, as they use vari-
ables easily obtained in the �eld, these 
models can be used by users in general. 
The models presented here deconstruct 
the “Black-boxes” present in arti�cial 
intelligence models that limit the use of 
a general public. This facilitates decision-
making in projects involving these types 
of problems. Finally, as a proposal for 
future work, there is the possibility of 
adding new data sets in order to re�ne 
the prediction of the models.

and 0.91 to Kappa index. The evalu-
ation metrics by class are shown in 
Tables 9 and 10. The results show 

the improvement of the results pre-
sented by the MS and MM models, 
previously shown in Tables 2, 4 and 

6. This result is expected as inconsis-
tent samples were removed, causing a 
database cleanup.

MMS model FSB OF ST

Sensitivity 1.0000 0.8571 1.0000

Specificity 0.9231 1.0000 1.0000

Balanced accuracy 0.9615 0.9286 1.0000

MSS model FSB OF ST

Sensitivity 0.8571 1.0000 1.0000

Specificity 1.0000 0.9231 1.0000

Balanced accuracy 0.9286 0.9615 1.0000

Table 9 – Assessment Metrics for MMS model.

Table 10 – Assessment Metrics for MSS model.
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