


























A considerable amount of current technical and scientific
information has placed the English language as one of the most
widespread vehicles of communication. This language has in fact
been the means of conveyance of a great deal of information

throughout the world over the last few decades.

As a result, reading English has become an essential prerequisite
to both academic and professional accomplishments. Students of
different areas will not be able to cope with the advances of
science and the latest news concerning their specialism until they
have acquired a fairly effective command of the conventions of

written discourse in English.

The increasing need our Brazilian students presently face to
use English as an essential tool in their further research or
specialism is therefore partly responsible for the outcome of this
dissertation. We have started our inquiry propelled by the urge to
bridge the gap between theory and practice. Thus, this dissertation
has been primarily designed to act as a link between the theoretical
information on the reader's processing of information and the
teacher's day-to-day task of developing his students' reading
strategies.

By probing into cognitive psychology, linguistics, and current
theories on text comprehension, this dissertation attempts to
suggest some pedagogical procedures for a more efficient teaching
of FL reading. The ideas passed on by various scholars interested
in the study of text comprehension will thus be used for the devising

of a more efficient reading methodology.

Reading as a dynamic process has in fact been the object of
scrutiny of both linguistics and cognitive psychology over the last
few decades. Insightful studies in these fields of inquiry have
increasingly contributed to a more complete understanding of both
the structure of written discourse and the processes carried out by
the human mind from perception to encoding of information. It has
been pointed out, for example, that a written text brings within
itself important linguistic and nonlinguistic clues and that
comprehension involves the processing of both. It has also been
revealed that the flow of information, while it is being processed,
undergoes a series of intermediate processes before its total
comprehension and retention in the reader’s permanent repository
of knowledge. Further research indicates that the reader's preexisting
knowledge plays an important role in his processing of information

for understanding.

s

Little has been done, however, to capitalize on all this
theoretical information towards a more efficient teaching of FL

reading to high school students to whom this dissertation is
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primarily designed. More specifically, a full use of the nonverbal
elements of discourse, which the students can easily process, has
been somewhat neglected. Whatever has been done in this respect
seems to be loose and scattered information, which this dissertation
attempts not only to bring into a unified whole but also to expand.

In fact, Widdowson remarks that teaching has concentrated on
the linguistic level and that the nonverbal aspects of discourse
have been somewhat overlooked. He also calls attention to the
importance of nonverbal elements in the reader's construction of
meaning claiming that interpreting does not operate on the verbal
text only but on discourse as a whole, which is not purely verbal.

Cognitive psychologists, on the other hand, state that pictorial
information, concrete sentences with high-imagery value, and so on
.play an important role in the ease with which information is
processed for comprehension. However, the matter does not seem to
be fully «capitalized on by applied linguistics and reading
methodology.

This neglected use of the nonverbal elements of discourse seems
to be apparent in the materials produced for the teaching of reading
in English to Brazilian high-school students. Current materials,
aimed at preparing the students for College Entrance Examination,
tend to be lexicon and grammar-based and, as a result, not actually
communicative. Since these materials are often constructed pieces
of discourse, they usually fail to display the characteristic
redundant or complementary conveyance of meaning, which makes the
students' processing of information more difficult. Furthermore,
these materials do not seem to aim at developing the students'
reading strategies. They may ensure the students' success in the
examination but they do not really prepare them to be efficient
readers in a second language. It may be also relevant to point out
that pictorial information added to the text as a didactic device
to assist the students in their task of constructing meaning does
not seem to have a place in these materials.

Consequently, it is the main goal of this dissertation to probe
into recent research on the reader's processing of information and
later to suggest activities to develop our students' ability to
handle a piece of written discourse in a foreign language more
efficiently. These suggestions will involve a systematic and
recurrent use of both nonverbal information 1nhcrent in the text
and visual devices incorporated into the reading lebson as a means

of facilitating our students' processing of the llngulst1c1nfonmn10n
that is more demanding for them.

A basic assumption in this dissertation is that fluent reading

1nv01ves a simultaneous interplay of perceptual, linguistic, and



éognitive processes and that reading inefficiency reflects the -
inadequate development of one or more of these processes. It is

our claim that nonverbal elements and visual devices incorporated
into the reéding lesson can be of great assistance in all the stages
of information processing. The use of these devices in the
‘devé10pment of a reading lesson will serve some complementary aims
such as to activate the students' previous knowledge, to contribute
to the students' grasping of the overall meaning of a text, to
assist the students when deducing the megning of unfamiliar words,
to call the students' attention to important linguistic clues
within the text, and so forth.

Another insight gainedvfrom cognitive psychology which
specifically informs the major argument of this dissertation is
.related to the way our knowledge of the world is organized and
represented in our long-term memory. Paivio's dual-coding theory,
for example, claims that this knowledge is stored in our memory in
terms of visual and verbal representations. This theory further
argues that language behavior is mediated by two independent but
partly interconnected cognitive systems: the image system and the
verbal one. This dissertation then argues that if our two cognitive
systems are interconnected and if one can initiate activity in the
other, the use of nonverbal elements in the teaching of reading will
facilitate the students' processing of information.

A first step towards the main purpose of this dissertation is
to place the teaching of reading within the broader context of
second language teaching. Chapter I is thus intended to provide a
survey of some theoretical issues which have a bearing on second
language teaching and on the teaching of reading as well. This survey
is meant to show that several distinct theoretical orientations have
guided the work of the language teacher over the years and that they
have brought a change of perspective from a mechanistic -approach to

a more mentalistic one. - .

If réadihg was primarily viewed as a passive activity in which
meaning was mechanically taken out from the written text, it is now
considered as an active pfocess which involves the reader in a
dynamic construction of meaning. Artificial texts devised around a
specific grammatical point and dealing with only a certain limited
amount of lexical items tend to be replaced by authénctic texts
which are not grammar-based but disdourse—oriented.

This diachronic survey centers attention only on the major points
in the development of second language teaching starting with the
audio-visual or audio-oral methods towards the communicative
approach to language teaching. The underlying purpose is to bridge
Fhe past and the present.by placing particular emphasis on the shift



undergone by second language teaching—from a formalistic orientation
with primary emphasis on language structure to a more communicative
one with greater concern with the communicative purposes of language.

Chapter II is concerned with some central issue$ in cognitive
psychology which provide theoretical ground for a more accurate
understanding of the reading process. Much of the discurssion centers
on two major concepts, namely, the information-processing system
and the concept of schema. The coverage of these two topics is
rather selective with emphasis on the points which are of particular
relevance to.a more efficient reading methodology.

This theoretical background is primarily used to inform.the
current view of comprehension. as an interactive process involving
both text-presented material and the reader's world knowledge which
"is brought to the comprehension task. The comprehender plays a
fairly active role in his construction of meaning by inferring,
predicting, guessing, establishing the continuity of a written text,
and so on. It may be said that meaning emerges from the dynamic
interaction of new incoming information and the reader's previous
knowledge—in other words, it does not lie ekclusively in the text
or the reader, but in the interaction between both.

The discussion of the information-processing system attempts
to emphasize that comprehension occurs gradually and that it involves
intermediate processes that are of fundamental importance to an
accurate understanding of what is being processed.

The. discussion of the schema theory reveals that a lack of some
minimal knowledge of ‘the contents of a text can greatly contribute
to comprehension inefficiency. This means that new incoming
information is accufately comprehended if it can be fitted into the
reader's preexisting knowledgé stored in his long-term memory.

In closing, thig chapter suggests a relationship between the
stages of information processing and the phases of a reading lesson
with emphasis on the fact that knowledge of the world plays an
important role in the reader's everyday processing of information
for understanding.

Chapter III relates Paivio's dual coding theory, which posits
that our knowledge of the world is stored in our long-term memory
in terms of verbal and visual representations, to the structure of
written discourse with its two basic semiotic devices: verbal and
nonverbal. The main purpose is to specifically inform the major
argument of this disscrtation towards a recurrent and systematic
use of nonverbal elements to initiate linguistic activity in the
teaching of English for reading.

The rationale underlying the major argument of this dissertation



follows as that: first, there seems to be an analogy between .the

way information is represented in our long-term memory in terms of
verbal and image systems and the way information is conveyed in
written discourse in terms of verbal and nonverbal elements.
Secondly, Paivio, on the one hand, claims that one of our cognitive
systems—either the image or verbal one—can initiate activity in
the other. On the other hand, a reader, when actively involved in
his construction of meaning may initiate his processing of
information by making use of one of the components of written
discourse—either verbal or nonverbal discourse. Thus, in developing
our students' ability to handle a piece of written discourse in a
foreign language, we claim that if we make a recurrent and systematic
use of nonverbal elements, better understanding and consequent
retention of the information of the text will ensue. Since these
elements are part of a universal language our students already
possess, an efficient reading methodology may make use of them to
initiate lihguistic activity, so as to facilitate the students'
construction of meaning.

Chapter IV translates the major argument of this dissertation
into suggestions of activities for classroom application. It is
primarily meant to demonstrate how the nonverbal elements of
discourse and visual devices added to the reading lesson can be
put into use for a more efficient reading methodology. Activities
involving the use of these elements are suggested for each phase
of the reading lesson, that is, in prediction, in reading for
overall meaning, in main points comprehension, and in intensive
comprehension. The primary purpose of using nonverbal information
is to decrease the cognitivé overload in the students"proceséing
of new incoming information. By making use of visual information
to chunk larger pieces of information, the students may overcome
the limited capacity of their short- term memory and have the1r
processing of 1nformat10n made easier and more accurate.

Moreover, since nonverbal information is better retained than
long verbal explanations, the recurrent and systematic use of this
information may contribute to later recall as well. A further
argument for the use of nonlinguistic devices is related to their
high potential in arising motivation. They can be an effective means
to increase students' participation in all the phases of the reading
lesson.

This dissertation thus redresses the balance Setween'verbal and
nonverbal elements of discourse in the teaching of FL reading. It
also suggests the use of pictorial information added to the reading
: lesson as a means of assisting the students in-their task of RO
constructing meaning in a foreign language. The underlying assumption
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is that interpreting does not operate on the linguistic level only

but on discourse as a whole, which is not purely verbal. Tbgether
with the verbal material itself, several communicative devices

such as maps, diagrams, tables, graphs, and so on are used to
complement or enhance meaning. It may be said that these devices

are counterparts to gestures and facial expression in face to face
communication.‘Since they may carry the same information in a
complementary and redundant relationship with the verbal information
itself, our students can have at their disposal different clues to
confirm their expectations and to comprehend more efficiently

what they are processing.

Finally, it can be further argued that the use of visual devices
added to the text can increase its degree of recadability and then
"help the students to process information in a foreign language
more easily. The point this dissertation makes is that the more
pictorial information we use in our reading lessons, the more
effective the students' processing of information will be, which
can ensure better retention as well.



CHAPTER 1

BRIDGING THE PAST AND THE PRESENT



1. PRELIMINARY REMARKS

This chapter makes a survey of some theoretical issues related
to the scientific study of language and their influence on
FL teaching methods. We will lean towards historical and
interdisciplinary matters by fitting the teaching of reading
within the broader context of second language teaching. We will
discuss some important issues—linguistic, psycholinguistic,
sociolinguistic—and use them as frameworks to explain the evolution
second language teaching has undergone——from a mechanistic approach
to a more mentalistic one. This means that language teaching has
. shifted from a view of language as an automatic phenomenon to a
thinking'one. In our diachronic orientation—from the 40s and 50s
to our days—we mean to show that language teaching has shifted
from a formalistic orientation with particular emphasis on language
structure to a more communicative one with a primary concern with
the communicative features of language.

Attention will be restricted only to the major and more
recent trends in language teaching since this does not mean to be
an exhaustive survey. Therefore, no reference will be made to.the
grammar-translation method. Neither will we make reference to
sub-trends such as situational and notional syllabuses.

2. STRUCTURALIST LINGUISTICS AND BEHAVIORIST PSYCHOLOGY

Let us begin by presenting some tenets of Behaviorism—a -
school of psychology which establishes the psychological rationale
for Structuralist Linguistics. Behaviorist Psychology and
Structuralist Linguistics, in turn, provide the rationale behind
the so-called audio-visual and audio—iingual methods for the
teaching of languages. The main assumption in Behaviorism is that
observed behavior provides the only valid data in psychology; it
rejects concepts such as consciousness, introspection, and
intuition because they are subjective and unmeasurable. Behaviorists
are committed to what can be observed, measured, and manipulated
experimentally. On the other hand, the privateness of mental
pProcesses make behaviorists assert that these experiences are not
reasonable topics for scientific study. Behavior they say,

"{g to
be analyzed into a set of responses that are assumed te be governed



by stimulus conditions in the enviromment.”! In a behaviorist

view, the process of learning is seen as the establishment of
associations or bonds between stimuli and responses—Ilittle or nothing is
said about the complex reasoning processes which are an integral
part of any kind of learning. In the attempt to explain human
learning, behaviorists thus adopt a strict empirical position:
observable and measurable behavior is the only data concerning
them.

Leaning heavily on the fundamental assumptions of behaviorist
theories, the structuralist linguist sets forth as his goal the
objéctive description of languages, leaving out of consideration thinking
and value judgements. For the structuralist, language is a system
of forms—elements or items combined in certain regular ways to

‘produce acceptable sentences. The role of the linguist is tobuild
up an objective and comprehensive description of this system
excluding almost completely meaning from the linguistic enterprise;
the analysis is more concerned with the observable sides of
language, that is, the sound system and the grammatical structure

rather than with problems of meanings. Speech is the data from
which the linguist deduces the system of the language he is
describing.

From the point of view of language teaching, Stfucturalist
Linguistics represented a major theoretical landmark:»despite its
limitations, it supplied the language teacher with more precise
and objective descriptions of languages than had prev1ously been
available to him. '

As pointed out before, the combination of the assumptions of
behaviorist theories, on the one hand, and of Structuralist
Linguistics, on the other hand, gave rise to the so-called audio-
-visual method and its variants. In other words, this teaching
method is an amalgam of the principles of Structurallstlangustlcs
and Behaviorist Psychology in relation to the nature of language
and the nature of the learning process.?

The acceptance of the systematic and objective nature of
language in the structuralist view led language teaching to
emphasize the sentence patterns of the language rather than isolated
words as had been done before. The language teaching content is
also defined in terms of formal items relyihg on the criterion of
grading of dlfflculty The idea is to present very easy and
simplified material at the beginning taking into account the most
frequent sentence patterns. Thus, the criteria for the choice of
material are based on the everyday use of language by n
and not on the learner's actual needs.

ative speakers

Considering the behaviorist belief that any kind of learning



i1

is achieved by building up habits on the basis of stimulus-response
chains, the teaching of language rests upon the idea that the
learner must be provided with a great amount of practice in order
to acquire appropriate linguistic responses. This practice is
obtained through repetition—sentence patterns are repeated and
‘drilled until they become habitual and automatic even though this
is done in a repetitive or mechanical way. Thus, it does

not involve the learner's reasoning and thinking; memorization of
the very structure is the goal. Accordingly, the focus of attention
is‘more on language forms to be learned than on meanings to be
communicated. Therefore, the fundamental belief is that an automatic
manipulation of different linguistic structures constitutes the
real ability to communicate in a foreign language. Drills and
exercices are primarily designed for this purpose.

Based upon the maxim that the written system of the language
is only an approximation to the spoken form, the emphasis in
language teaching is set upon speech; this accounts for the
importance given to pronunciation. Thus, a great amount of time
is devoted to tasks which emphasize the oral component of language.
Reading, for instance, plays a minor rcle since priority is given
to oral communication. Generally, the reading passages are made
up in order to fulfil the author's purpose, that is, the teaching
of a particular grammatical point. The texts, usually_presentéd
after oral dialogues and drills, are built up to illustrate the
sentence patterns the learner has already memorized. Thus, those
texts are not authentic and they cannot be said to be actual instances
of written discourse.. Those constructed texts neither use nor add
to the learner's previous knowledge—in other words, there is no
new information. A direct consequence of this contrivance is that
 the passages do not have the usual layout or text iconography
thus, titles, inverted commas, italics, dashes, notes, underlining,
different typefaces are not generally present. o

It should be pointed out that genuine and actual instances of
Written discourse usually make use of two main semiotic devices:
the verbal text—its linguistic component proper and the graphic
language of diagrams, graphs, illustrations, etc.® Those constructed
texts in the audio-visual methods rely 6nly on the verbal component,
that is, one of the two semiotic devices. Somectimes we find
illustrations to go with the text. However, the illustration, rather
than complementing the text, just provides the context of the situation.
By providing the context of situation, the teacher does not have to make usc
of the native language for explanation, something which is not acceptable
in this method. As we will sce later, the idea of providing the
context of situation is intrinsically a good one: nevertheless,




the problem lies with the artificial text and the reasons why

illustrations are used.

As the sentence represents the unit of learning in the audio-
-visual method, reading is therefore viewed as the decoding of
individual sentences in the text, in the hope that it will lead
to a full compréhension of the passage. All the interconnections of a
text grammar or discourse are thus artificia@ly excluded from the

teaching-learning situation.

Widdowson, for instance, argues that the basic flaw in this
approach to language teaching is that

.+«. 1t repregents language in a way which dissociates the
learner from his own experience of language, prevents real
participation, and so makes the acquisitonof communiative
abilities particularly (and needlesely) difficult.”

3. TRANSFORMATIONAL-GENERATIVE LINGUISTICS
AND COGNITIVE PSYCHOLOGY

The 1950s saw the emergence of this influential schocl of
linguistics whose main assumptions challenged not only the
prevailing beliefs of structuralist linguistics but also the
maxims of behaviorist bsychology. Rather than holding a behaviorist
orientation, the emergent trend leaned towards a new rationalism.
This doctrine

««. maintaing that the mind is constitutionally endowed
with concepts, or innate ideas, that were not derived from
external experience. Thus, according to thie doetrine

knowledge is regarded as being organized in terme o}
highly epecific, innate mental structures. Knowledge, then
does not depend on the observation of externgl facgg forn
ite justification, but on mind processes which are éke
~gource of human knowledge, superior to and independe;t
of sensorial perceptions. : :

Thus, language is not seen just as another form of behavior:

it
is, rather, seen as a highly complex skill which requires an
interrelated set of psychological processes for its use.
Noam Chomsky of the Massachusectts Institute of Technology jis

the leading name in this new trend: transformational generative



linguistics. Since the publication of his major concepts on

language, his work has had a revolutionary impact on linguistics
and a remarkable influence on cognitive psychology.®

It is Chomsky's claim that we possess some innate knowledge
about language structure which is part of all possible human
languages. At the time a child is acquiring a language, he makes
use of this knowledge in order to check his hypotheses about the
structure of the language he is learning - he then "only progresses
further with hypotheses that do not conflict with universal features

of human language."’

Chomsky also accounts for the highly productive and creative
character of language. He states that every natural language has a
potentially infinite number of sentences. Though the components
"that make up sentences are small in number, the ways they may be
combined into sentences are infinite. Another point Chomsky calls
attention to is that natural languages are rule-governed. In spite
of the fact that a native speaker is primed with the ability to
create an infinite number of sentences, rules exist that limit the
way he may combine words into sentences. Despite the constraints
of the rules of a language, a native speaker is capable of generating
and comprehending novel sentences he has never used or heard before.

Another important idea propounded by Chomsky is that language
is a mental phenomenon - internal processés occur when language is-
either produced or comprehended. Language is then considered
primarily as a thinking process. Considereing only the behaviorist
view that language is a mechanical activity which can be controlled
by linguistic prompts does not do justice to the complex set of
inner cognitive abilities which come into play when one is using

language.

In his description of language, Chomsky distinguishes between
competence, the abstract linguistic knowledge an individual possesses

in order to use the ianguage, and performance, the actual production
or comprehension of speech or writing. In setting.up this dichotomy, Chomsky
makes us recalize that language is much.more complex than previously
believed. Therefore, it cannot be described solely in terms of its
own, overt forms as done before; some wa& of describing the

knowledge that underlies it is also neecded.

In Chomsky's view, the goal of linguistic theory is to describe
and explain competence, that is, our abstract knowledge of the
structure of language, while it is thec domain of psychology to
develop a theory of performance, that is, the actual application
of that knowledge in speaking and listcening. A theory of competence
will thus account for the structure of the language while a theory
of performance will study the processes which make usc of that
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structure, namely, production and comprehension processes. Note
that Chomsky's theory takes into account the abstract knowledge
that underlies language'use; it does not describe actual language
use.

-In develdpihg his linguistic theory of competence, Chomsky
considers the relation between syntax, semantics and phonology. The
diagram below illustrates how these three elements are related in
Chomsky's view of language:®

BASE SEMANTIC
COMPONENT COMPONENT
TRANSFORMAT IONAL
COMPONENT
PHONOLOGICAL
COMPONENT

It should be noted, however, that in spite of the fact that
phonology and semantics are given some consideration in his theory,
Chomsky centers his proposal on syntax. As mentioned before,Chmmky
describes competence and not performance - syntax is thus the
starting point in his theory. He proposes a transformational grammar
which is a device coﬁsisting of a set of rules that will account
~ for both the productivity and regularity of a natural language and

also for the linguistic intuitions of speakers of a language. The
‘ultimate goal of this grammar is to generate all the acceptable
sentences of a language and no unacceptable ones. As Bell points
out "g transformational grammar ie a logical specification of the
syntactic knowledge which the learner needs in order to produce

grammatical gentences."?

Two types of rules are present in a transformational grammar:
pPhrase structure rules and transformation rules. The first type
generates the underlying deep structure of a sentence and the second.
generates its surface structure. As mentioned before,

a separatce
Set of semantic rules interprets the phrase. structure to generate
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the meaning of the sentence. Thus, the basis for arriving at meazning
lies in the syntactic relations of the sentence represented in its

phrase structure.

As with the structuralist view the sentence remains the unit
of linguistic analyses; a consideration of discourse as a whole has

not yet received any recognition.

There is also a clear change in the focus of investigation. As
mentioned before, in structuralist terms, the task of the linguist
is to describe language as a coherent system of formal signs leaving
out of account any reference to historical antecedents or comparisons
with other languages. On the other hand, the focus of analysis in
a transformationalist standpoint is on the abstract knowledge which
underlies language use—what counts is the nature of the linguistic
- knowledge that underlies what is said. The logical result of that
is twofold: the structuralist is concerned with features that make
a language different from another and the transformationalist with
the characteristics that are common to all natural languages as

universal phenomena.

With these highlights on Transformational Grammar as background,
we can positively say that it has brought about a revolutionary
shift of orientation in linguistics and has also shed light on
obscure points influencing research in other fields of study as
well. Moreover, it has also provided a new way of looking both at
language and at language learning. It should be remarked that the
indirect influence of Transformational Grammar on language teaching

has been quite remarkable.

Thus, from this new attitude different assumptions emerged:
learning ceases to be a matter of habit formation to involve the
learner's thinking, creativity and analysis.

It should also be noted that the model for the learning process
is no longer behaviorist psychology. The model now is supplied "
by cognitive psychology whose primary attempt is to understand
the workings of human intelligence and how people think and learn.
The main concern of this field of enquiry is the understanding of
higher mental processes. It deals primarily with mental organization,
thought, and knowledge of the world. Montaner puts it in the following
way: '

Cognitive peychologists ... centre their work around the
mental processcs underlying responges, concept Formation
and the nature of human comprchension. They are sometimes
called "mentaligts" bececause of their concern for the
mental processes and because their theories regt  on
thought and language.'®




16

Therefore, the acceptance of a ccgnitive view of the learning
process makes the teacher realize that important thinking pnxksses
are involved in language learning and that learning is not just a
matter of habit formation but, rather, a process of hypothesis-
-testing on the part of the learner. Moreover, the teacher is made
aware that the second language learner is not a "tabula rasa'—in
fact, not only has he full command of his own language but also
already developed cognitive abilities. The task of the teacher is
to capitalize on that when teaching a second language.

Another point to mention is that although mastery of linguistic
structure remains the focus of attention in teaching, there ‘is
some additional concern with the creative aspect of language. Thus,
the exercises—whose primary function is still to develop the
learner's grammatical competence—seem to be less mechanical than
the ones presented under a strict structuralist orientation. Some
kind of reasoning processes are also required from the learners

when they are engaged in doing the exercises.

It seems we can also add that up to the 70s the teaching of
reading remains almost the same as before. The reading material is
still constructed around a specific grammatical point .and the
learner's needs are seldom taken into consideration.

In closing, we should remark that in setting up the distinction
between competence and performance, Chomsky takes into consideration
what really happens in our everyday use of language: the complex
interaction of knowledge of language structure and a set of
psychological processes required for its use. Cognitive psychologists
set out from the source of ideas provided by Chomsky to seek an
understanding of how these inner processes occur in the production
and comprehension of language. Chomsky, on the one hand, provides
a conceptualization of our abstract knowledge of language structure.
Cognitive psychology; on the other hand, influenced in part by .
Chomskyan ideas, conceptualizes human internal mental functioning.

"

Unlike behaviorist  psychology which is entirely engaged in
the study of external behavior, failing to take into account any reference
to internal processes,' cognitive psychology uses overt behavior
as a starting point for its theories on the abstract mechanisms of the
human mind when it is engaged in the production or comprehension
of language. What concerns cognitive psychology is "the nature of

human intelligence and how people thimk."!!

This section does not exhaust all the important contributions
of cognitive psychology to the learning-teaching situation. In fact,
some further theoretical considerations will be taken up again in
the next chapter in so far as they are essential to an understanding
of some key issues concerning thecurrcent teaching of FL reading.




4, THE COMMUNICATIVE APPROACH TO LANGUAGE TEACHING

The former prevailing formalistic view in language teaching
begén to be questioned on the grounds that the ability to express in
a given language requires more than just knowing the rules which
generate well-formed sentences. Language alsoperforms a communicative
function and, as such, involves other elements iike the addresser,
the addressee, the setting, the code and so on. This means that knowing
a lénguage also means knowing how to deal with language in its
normal communicative use. Communication entails more than a purely
linguistic basis; in its complexity, language came to be regarded
as interdisciplinary, involving insights from sociolinguistics

and psycholinguistics.

However, as pointed out earlier, for many decades the prime
concern in language teaching was towards the development of the
learner's ability to handle language structure. Language learning
was seen primarily as a question of acquiring structures and lexical
items. Widdowson, inter alia, argues that language teaching has

given priority to the development of the ability to handle "language

usage" rather than ''language use."!'?

Therefore, expressions like This is a book, That is a window
were previously used with the purpose of providing a contextual
situation for the teaching of grammatical items such as the

demonstrative pronouns and lexical items like book and window.
However, as Widdowson remarks, although these expressions are
meaningful as "sentences' because they indicate the "signification"
of grammatical and lexical items, they are meaningless as "utterances"

since they do not carry much communicative verisimilitude and do

not have any communicative ''value' for the individual ‘learner.!3

In short, they are meaningful as sentences because they.carry )
linguistic and grammatical signification, but are meaningless as
utterances because they bear little value as communication. Therefore,
the prime concern in teaching was on_signification and not on
communicative value and the usual strategy works in the following
way: the structure is first presented, then it is drilled, next it
is practised in context and then, finally, the circle is started
again. The predictable outcome is a learner who is structurally

competent but unable to communicate appropriately.

Although mastery of language usc has not been entirely neglected
Since it is impossible to completely dissociate form from meaning,
it is true to say that in important respects it has not received.
the required and adequate treatment.'* There has been a clear

imbalance between the teaching of structures and the teaching of

%
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use—form rather than communicative use¢—-clearly tended to dominate
foreign language teaching for many years. A reaction against this
view has been reported by Criper and Widdowson, inter alia, who
contend that knowledge of the rules of grammar will ‘ensure that

each sentence generated is correctly formed but it will not ensure
that the forms of the utterances are appropriate.!?

grammatical competence does not automatically entail 'communicative
nlé

In other words,

competence.

As pointed out before, this mode of thinking in language teaching
which emphasizes structure runs parallel to a similar conception
of languages as structures which has dominated linguistic study.

It is clear that although there is an advance from Structuralism

to Transformational Grammar in that the latter has so revolutionarily
changed the aims and techniques of linguistic study and has shed
some light on language teaching, both theories deal primarily with
the study of sentence structure to the detriment of discourse and
pragmatics. In both analyses, language is almost exclusively seen
as a set of structures—the fact that language also carries functional
and social meanings is not taken into account. Hymes, for instance,

calls attention to the following fact:

... a normal child acquires knowledge of s8entences, rnot
only as grammatical, but also as appropriate. He or ghe
acquires competence as to when to speak, when not, and
a8 to what to talk about with whom, when, where, in what
manner. In short, a child becomes able to accomplish a
repertoire of speech acts, to take part in speech evente
and to evaluate their accomplishments-by others.'’

Thus, a reaction against this prevailing emphasis on form is
naturally taking place not onlyin descriptive linguistics and in
applied linguistics but also in language teaching. It is a reaction
which is prone to recognize the prime importance of the commmicative
features of language; "¢t is a reaction towards a view of language
as communication, a view in which meaning and the uses to which
language ie put play a central part.” ® It is a reaction against
the view of competence as knowlcdge of the grammatical rules of a

language.w1¢kmsmhlinter alia, argues that

... gome of the featurcs listed under performance are algo
gystematic and form a part of the speaker's knowlcdge oFf
hie language (in any normal gense of knowledge), and should
also therefore be considcred aa part of his competence. It
i8 then part of the speaker's competence to be able touge
gentences to form continuous discourse, as Haliiday pointag
out; it i8 part of his competence that he should knovw hou
to use sentences to perform what Searie calls spcesi: avts,
Lyone calls semiotic acts, and I call rhetorical actg.?
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In language teaching it is the communicative approach which embedies
a reaction against the widespread methodology which has primarily

emphasized language structure.

The paramount assumption which stands out as the most
revolutionary in this approach to language teaching is its prime
concern with the communicative features of language. It is an
approach which has formulated its aim towards communicative
competence—rather than a Chomskyan grammatical competence. Knowledge
of language is no longer eduivalent to knowledge of syntactic
structures, but it means knowledge of how to deal with language in
ité normal communicative use relating forms with the communicative
functions they perform. In expressing doubt, for instance, different
linguistic forms may be used to fulfil the same basic function.
One might use one of the following alternative ways: I might go,
or Perhaps I'11 go, or I'll go, I don't know, or still I'm not
sure I'm going. Language learning has then been geared to developing

the learner's communicative proficiency focusing central attention
on "the development of strategies for dealing with language in use"
rather than the development of grammatical proficiency.?® It scems
true to add that knowledge of the elements of a language is useless
unless the learner is capable of dealing with them creatively and
appropriately to perform its social function according to his

specific communicative purposes. Widdowson, for instance, calis
attention to the fact that "grammatical competence remaineg in a

perpetual state of potentiality unless it ig realized in -

communication”.?!

The Communicati&e approach tc foreign language teaching is
thus oriented towards restoring the balance between grammatical
forms and language use—it has thus extended from linguistic
structures to communicative activities aiming at developing in the
learner the abilitf'to use the language as a means ofcommunication.,

It might be appropriate to remark that in this approach the
foreign language is taught as a whole. This means that the language
is not divided into isolated segments and taught gradually,

’ additively and linearly up to the acquisition of a finite number
of rules which, it is belicved, will give the learnmer the ability
to use the language appropriately when the need arises. Quite
differently, the communicative approach presents language from
the very beginning in'bemantically-homogeneou§'but”structurally_
~heterogeneousunits.?? The result is thus a lack of preoccupation
with simplification of materials and situations which dissbciates
language from its true communicative purposes—in the same piece of
teaching unit different grammatical items co-occur allowing for a
more real instance of language in use. In other words, authentic

samples of language are used to the detriment of graded syntuctic




structures.

This view of language as communication has further implications
when transladed into a teaching methodology. A question immediately
arises as to the students' communicative needs. It may be for
social interaction, for international communication, for the
transmission of science and techonology, and so on. The analysis of
communicative needs is important in the specification of the course
content, for, as Candlin remarks, "a view of language as communication
implies teaching materials which relate form, function and strategy."??
Mackay and Mountford also point out that

... the posegegsion of accurate, objective information about
the learner, his epectaliem and hig needs, enables the
_course planner to narrow down the area of language use
and usage—and of course the mode, spoken or written—;yfrom
which the linguistic items in communicative patterns of
language use should be drawn.?"

This more acccurate objective informatidn about learner's
communicative needs and a greater concern with them gave rise to
the teaching of ESP, a branch of communicative language teaching.?$
Since it is the written comunication in English learners often have
to cope with, ESP, as it stands now, is primarily coﬂcerned with
developing the learner's ability to handle written scientific
discourse in an effective way. This learner-centered approach
represeénts a movement in the direction of the teaching of discourse
as a whole and it aims at developing the learner's "ability to

understand the rhetorical functioning of language in use.'?®

5. FINAL REMARKS

This chapter has described some major theoretical issues
concerning the scientific study of language and their influence
on second language teaching in the last 40 or 50 years. This survey
reveals that second language teaching has shifted from a mechanistic
view towards a more mentalistic one. It has also shown a recent
shift from sentence-based materials towards discourse-based ones,
a shift that has resulted from a view of language as communication.

This chapter has also shown the place reading has in each of
these approaches. If reading held a marginal place in audio-visual
 and audio-lingual methods, it tends to receive full attention in
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communicative language teaching, as the result of accurate needs
analyses carried out in order to specify the learner's communicative

needs.

A point must also be made about the kind of text used in the
teaching of reading. If the audio-visual/lingual methods used
texts constructed to exemplify a given grammatical point,
communicative language teaching uses authentic instances of discourse,

be it written or spoken, regardless of grammatical grading.

The next chapter will provide a discussion of both the
information-processing system and the concept of Schema and how

they relate to a more recent reading methodology .
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i CHAPTER II

THE INTERACTION OF COGNITIVE ISSUES AND THE READING PROCESS




1, PRELIMINARY REMARKS

The main purpose of this chapter is to bring together some
theoretical issues in cognitive psychology which are of paramount
importance to an understanding of the reading process and,
consequenflyy of;mrthnﬂarxelewume to the teéching of TL reading.
The need to provide this theoretical background is twofold: first,
it informs the underlying view in this dissertation of comprehension
as an interactive process involving both the information in the

text and the reader's knowledge of the world which is brought to
the reading task. Secondly, it paves the way for an understanding
of our major argument—discussed in the next chapter—that the more
pictorial information we use in our reading classes, the more
effective the students' performance will be, in the sense that

better retention will ensue from a proper processing of information.

This chapter will first discuss how new incoming information is
processed, that is, how the flow of information is perceived. how
it comes into our brains, how it is fully processed, and how it is
stored for future use. Then, it will stress that previous knowledge,
which is the result of our experience in the world, plays a
fundamental role in our everyday processing of information.

The view of comprehension as an interactive process implies

that comprehension is not an effortless task—the reader cannot
just wait for meaning to reach him, ‘he has actively to construct
the correct interpretation of what he is reading by making use of
all linguistic and nonlinguistic guides provided by the written
text itself and also by retrieving the adequate background knowledge
he already possesses and which is necessary to comprehension. This
means that in his task of constructing meaning the reader is not
only guided by what he reads, but also by what he expects to find
in a written passage bascd on previous knowledge and contextual

clues.?

In processing written material for comprehension, the reader
derives the meaning his previous knowledge enables him to. This
may explain text polysemy—a piece of written material is not
understood in the same way by two individuals: how, what, and how
much something is comprehended is largely dependent on cach
individual's preexisting knowledge that is brought to interact
with the information conveycd by the text itsclf,

Let us then procced with a bricf discussion of the theoretical
issues, namely, the information-processing system and the concept of
Schema. We will also relate them to the reading precess and, in
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turn, to our argument that the use of nonlinguistic devices can
be of great assistance in our task of developing the students'
ability to construct interpretations of pieces of written discourse

in an effective way.

2, THE INFORMATION-PROCESSING SYSTEM

Cognitive psychologists have concentrated a great deal of
research on the way information is taken in, selected, processed
and encoded. One of their main concernsis the study of the various
processes undergone by the flow of information from the moment it
is received to its comprehension and retention. The following
diagram schematically illustrates the sequential tracing of

information from environmental stimuli to long-term memory. 2

")
<
[ e vy
sensory sensory Attention - short-term Encoding,_‘ lorig-tenn
input memory Pattern memory Retrieval § memory
-y . T S —
Recognition

As the arrows above indicate, the processing of information
occurs mostly from .left to right in the following way: environmental
stimulus enters sensory memory which holds information for a very
short period of time; then the processes of attention and pattern
recognition come into play in order to select and identify some of
the information held by sensory memory for a more detailed
processing in short-term memory; finally, information that has just
come into short-term memory and information that is retrieved fronm
long-term memory interact in short-term memory and processing,
encoding, and transfer to long-term memory take place.

It is important to point out that material remains in short-
-~term memory for a Véry short period of time (15-390 sceonds)
unless it gocs on being processed in some way. Thus, material may
be retained in short-term memory through "rchearsal', that 1s, a
deliberate allocation of attention to a specific item we are

thinking about now as, for examplc, when repcating a telephone




number while dialing the phone. Material may also be retained in
short-term memory while it is being processed before encoding in
long-term memory. As Harris explains, "<f material 7s actively

attended to; rehearsed, or otherwise thought about,-it can remain

. . .. 3
in short-term memory indefinitely."

A basic paradox which involves this kind of model for the
information-processing system must be pointed out here. Though the
flow of information proceeds mostly from left to right, sometimes
material has to be retrieved right to left from long-term memory.
This occurs because we have to rely on the knowledge already stored
to process and comprehend new information. This need to retrieve
information from long-term memory occurs at different points:
either earlier at the perception stage when attention and pattern
recognition processes are taking place or later at the moment of
the interaction between new incoming information and information

activated from long-term memory in short-term store."

While information is being processed, top-down (conceptually-
~driven) and bottom-up (data-driven) processes are taking place
simultaneously. "Bottom-up processes »efer to the processing of
the environmental stimuli themselves” while top-down processes
involve '"expectations about what the data will hold, based on

past experiences and knowledge in long-term memory. ">

The concepts of sensory memory, short-term memory and long-tern
memory deserve some additional discussion, especially the last two
ones, since they will be recurrent in subsequent chapters of this

study. Let us then provide a more detailed description of each of

them.

Sensory memory is "the most immediate and perceptual store of
memory." The primary function of this type of memory is simply to
hold new incoming information for a very brief span of time.
Information held in sensory memory is ‘"selectively attended to and
identified for further processing in short—term mermory." Information
that is not selected for further processing decays very quickly

from sensory memory.®

Short-term memory is the store of mamory which "containe all
the information that we are thinking about right now."’ This
includes both information retrieved from long-term memory and new
incoming stimuli. As mentioned before, material which is neither

maintained in a state of activation ner scnt to long-term memory
for a permancnt storage decays very rapidly from short-term nemory .,

It is worth noting that information can only be uscd if in this

c
active state. As Anderson puts it, "STM [ghori-teww memory| serpves
as a reposttory for knowledge that is required by cognitive

Processes beinyg performed. These procedurce cannot furction ¢ the
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knowledge is not in STH."®

A point must be made about the limited capacity of short-tern
memory. Résearch has provided evidence that this store of nemory
can hold up to six or seven items at one time; thus, as Harris
points out, it can hold seven numbers, also seven words, seven
pictures, or even seven sentences. Howéver, We can overcome the
limitations of short-term memory by organizing "small detail <nto
larger units."” This organization is known as ''chunking".® Harris
explains that by making use of ''chunking" we may combine larger
pieces of information togethgr to make them occupy less space in
short-term memory. He provides the following example: we may chunk
"the three words, rabbit, hat, and hamburger, from three bits into

one by encoding them as one coherent image of a rabbit wearing a
nio

baseball cap and chomping on a Big Mac.

Long-term memory refers to the part of memory whose primary
function is to store all our knowledge. Unlike short-term memory ,
it has an unlimited capacity and keeps information indefinitely.
Smith points out that the basic difference between short-term
memory and long-term memory is related to "one important word—
organization.” While the former holds unrelated items,'the latter

is "q network, a structure of knowledge, 1t 18 coherent."}'!

At this point it might be appropriate to mention ‘the distinction
drawn by Endel Tulving between two kinds of permanent memory:

episodic memory and semantic memory. Moates and Schumacher thus

explains Tulving's distinctions:

Episodic memory refers to the memory a person has for
temporally dated events and for relations between thesc
eventg ... Semantic memory, on the other hand, refers
to the organized knowledge a person has about -words,
symbols, formulas, concepts and rules. It includes the
knowledge base necessary for the production and
comprehension of language. It i the vast compendium
of information that an individual knows about hie or
her world which ig not tagged for a particular timel?

Moates and Schumacher, using a slightly different terminology,
provide a more integrative view of the information-processing

system. For sensory memory, short-term memory and long-term menory
they use respectively scnsory registers, working memory and
permancnt memory. Their diagramatic description of the processing

of the flow of information seems quitc clecar. It depicts the S1Xx

major information-processing componcents which are labelled: sensory
receptors, sensory recgisters, permancnt memory, puttcrnxtcogntiml

Processes, attention, and working mcmory.13_
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In their model, sensory receptors are the channels through
which environmental stimuli make contact with our perceiving
senses, mostly our eyes and ears. The environmental stimulus first
reaches these receptors before undergoing a complex processing
by the human mind. Information which is caught by these receptors
is held by the sensory registers. These are mechanisms which

retain a representation of the incoming stimuli temporarily in
order for meaning to be derived. Detcrmining the meaning of a
stimulus involves us in consulting a permanent repository of
knowledge of the world. This component is labelled permanent memory.

On the one hand, to determine the mcaning of an input impliecs
that we relate environmental stimuli to knowlcdge we alrcady
possess; on the other hand, incoming stimuli arec not exact copics
of what we have storcd in permancent memory. Thus, in order for us
to determine the mecaning of environmental stimuli, we have to
transform and analyzc these stimuli and relate them to what .js
alrcady stored in our permanent memory. Thus, carrying out the
activity.of extracting mecaning of a stimulus involves us in making

use of a number of different processes which are labelled pattern

recognition processes. In their model these processes occur botween




the sensory registers and pcrmancnt memory.

Since we often have a great amount of environmental stimuli at
our disposal, we have to select which part of the environment is
to be analyzed and processed. This seclection is to be done since weo
are primed with a limited processing capacity: there is a limited
number of things we can focus on at a time. Thus, we have to decide
how to allocate our limited processing capacity to the many
options present in our environment. This is the process bfzmtmnjonf“
This component is included in the dashed circle at the botton ofa“
the figure representing the information processing system. (see
diagram on page 30).

Working memory is a key component of our information-processing
system. It is indicated in the box below permanent memory. Working
memory is a "limited resource that is involved in choices, seclections
and decisions" which are made "by the <ndividual.”'® It plays an

important role as information is retrieved from permanent memory.

When information is being processed, key aspects of our
cognitive functioning are brought into working memory. The individual
then has control over the processing ne is doing. Thus he becomes
able to monitor or modify the new different combinations of
information that have to be dealt with in the process of determining
the meaning of a given stimulus. '

In essence, these six components are the key elements of the
powerful system which is responsible for the deriving of meaning

from new information which we are permanently processing for

comprehension.

The discussion we have just provided about the information-
-processing system is extremely relevant to an understanding of the
processes involved in the comprechension of a written text. It
makes it clear that‘comprehensicn is a very complex activity which
involves a series of processes and cognitive abilities on the part
of the comprehender. It also makes it clear that comprehension
occurs gradually, involving intermediate‘processes which are of
N crucial importance to the final goal of the comprehender, that is,

the understanding of what he reads. .

Let us then relatc this body of theorcetical information to the
reading situation rcferring primarily to the model provided by
Harris. Suppose a reader has, among the different reading situations
he might encounter, three texts dealing respectively with, say,
biology, computer scicnce, and politics. The visual information
conveyed by the texts——letters, illustrations, divisions between
d the paragraphs, punctuation, c¢tc.—are registered by the reader's
most immecdiate and perceptual store of nmemory: the SCnsory memory:

i1t then holds informatien just long cnough . in order for it to be




selectively attended to and identified by means of the two early
processes in the sequence of the processing of information: attention

and pattern recognition:

Let us suppose that this particular rcader chooses to attend to
the text on computer science; he then allocates more attention to
that text and his choice is bascd not‘only on the information in
sensory memory but also on information retrieved from his long-term
memory. Perception is not a passive grasping of external stimuli,
it is, rather, an interaction in which new incoming stimuli are
selected and associated with the knowledge of the world the individual
already possesses stored in his long-term memory. Thus, it is likely
that one of the reasons for this reader to choose the text on
computer science is that he probably has more information about

computers in his long-term memory.

Therefore, after using his processing capacity 1in order to
select which text to attend to, this specific reader starts analyzing
and identifying its components as exemplars of concepts he alrcady
possesses stored in his own memory by the use of the processcs of
pattern recognition. All information is then sent to short-term
memory where the real processing of the information conveyed by the

text takes place.

Then, the final stage is the detailed processing cf information,
its encoding and transfer to long-term memory. While information is
being processed, already stored knowledge is again retrieved from
long-term memory since comprehension only takes place when there
is an interaction between incoming new information and the reader's
preexisting knowledge. At this point the reader thinks about what
he is reading, he judges the validity of the message, he comparcs
what he is reading with knowledge retrieved from long-term memory,
he infers from what- he is reading—the slots left by the text are
filled by his previous knowledge.

While the reader is actively involved in his task of comprchending
what he reads, he bases himself not only on the linguistic guides
provided by the text, but also on the knowledge of the world he
already has. As pointcd out carlier, comprehension results from
the essential interplay of top-down and bottom-up processes. The
reader not only brings knowledge to the comprcehension task based
on what he alrcady knows, but also makes use of the explicitly
information conveyéd by the text, the redundancy of Language, and so oy
in his dynamic interaction with the text he is rcading.

The information about computers while actively processed remains
in the recader's short-term memory. After its processing and

comprehension it is ecncoded in long-term memory for futurc use.

(Information which has not been processed decays form short-ten
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memory and is forgotten). Both processes—encoding and retrieval--occur
simultaneously when the reader is interpreting his chosen text: he
encodes material for future use and he also retrieves information
from long-term memory to make it possible the required interaction
between his preexisting knowledge and new incoming information in
his active involvement with the construction of the meaning of the
text he is reading. Comprehension does not lie exclusively in cither
the text or the reader, but in the interaction between both.

3. THE CONCEPT OF SCHEMA

We now turn our focus of attention to the concept of schema
(plural schemata or schemas) relating it to the reading process.
Cognitive psychology provides evidence that schemata play an
important role in how we process written materials. As pointed out
earlier, the process of comprehending new information involves us
in making use of our schemas, that is,‘units of generalized
knowledge we have stored in our long-term memeries. These units
are in fact the fundamental elements all information processing
depends on. Rumelhart points out that

Schemata are employed in the process of interpreting

sensory data (both linguistic and nonlinguistic), in
retrieving information from memory, in organizing
actions, in determining goals and eubgoale, in

allocating resources, and, general%y in gutding the
flow of processing in the system.'

One important chéracteristic of schemas or schemata is that
they have slots or variables. These slots are filled with different
specific information when the schema is activated. The process of
filling these slots is called the instantiation of the schema.

A second major charactcristic of schemuas is that they "may
be embedded within each other, thuc aZZ@w?ng for a kicrarchicql
8tructure of schematic information." Harris provides the following
example: while we have a schema for face which includes  two cycs
nose, two ears, and mouth, we also have a subschema for the eves
which includes information conccruing the pupil, retina, iris, and
eyelid. Other subschemata prescnt arc thosce for the nose, the ciars
etc. All thesc subschemata arc subsumed under the most comprehensive

schema '"face".!’

B
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The third characteristic of schemas is that they vary in
their level of abstractncss. lHarris explains that we have very
specific schemas, such as the appearancec of a capital A; but we
also have general schemas such as the different literary genres,
e.g., what to expect from a mystery story, western, or television

soap opera.!®

Anderson points out that : %

Schemas are important knowledge structures that enable
us to deal effectively with the information processing

demands of a large and complex world. They serve to
extract and categorize clusters of cxperiencee in that
world.!?

Cognitive Psychology has emphasized the powerful role the
reader's knowledge of the world or his background knowledge—as
represented in schema—plays in the processing of written materials.
This means that when reading for comprehension, the reader interacts
with the information conveyed by the text by making use of hisg -
knowledge of the world to properly construct an interpretation of
what he is reading. What the reader brings to the text is generally
as important as what he finds in it—it is this previous knowledge
that enables him to make sense of what the text is about. Harris
remarks that a "fundamental assumption of [schema theory] ie that
a written text does not in itself carry meaning but rather providea
directions for listéners or readers on how to use their own stored

knowledge to construct the meaning."??

One function of the schema is toguide the reader's drawing of
inference in his active invelvement with a piece of written material.
According to Harris, the inferences which are drawn during

comprehension fulfil two general functions:

Firet, they make connections between propositions in the
input and between propositions and knowledge already in
memory. This allowe for integration of ncw material in
“memory representations of previously learncd information
and also helps to provide some organization and gtrwctupe
to the information. Second, inferences fi701 in cmp ty
nglots" inm the overall structure. For example, if 2
strongly implicd instrument for gome action i e &
epoicitnymcntioned, {t may be inferred and added .
the memory repregentation just as if 2t had appoared
emplicitly.zl ot

This means that when rcading for comprehension, the reader
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goes beyond the information available in the text and fills in the
missing information by inference basing on his knowledge of the

world.

This way reading can be considered as a constant process of
guessing, predicting, evaluating, and asking oncself questions that
migﬁt be answered by the text.?? The role of the reader is thus an
active one—he has to construct the meaning of the text by himself.
Smith calls attention to the fact that "reading <s asking questions
of printed text. And reading with comprqhension'becomes a matter of

getting these questions answered. "’

It may be worth noting that we can only make sense of what a
reading stimulus is in terms of what we already know, that is, in
terms of the knowledge of the world we have acquired throughout the
succeeding years of our existence. This personal knowledge is in
fact the fundamental basis for our perception and understanding of
the world around us—it is also the basis for all our learning.
Thus, we make sense of the world by referring to this knowledge
and we learn more by modifying and elaborating this preexisting

knowledge.zu

Furthermore, one cannot understand what is not meaningful to
him. It is a common situation to refer to a piece of written materizal
as difficult or badly written if one fails tc properly understand
it. This lack of comprehension might be due to the fact that the
reader does not have the necessary background information to
interact with the new information provided by the text in question.
In this case, the problem is not with the text itself, but with the
gap between the amount of information in the text and what the

reader already knows.

Moreover, it is very difficult for a reader to understand a
piece of discourse which apparently has no theme—as the reader
feels incapable of forming the overall gist of the written Pas$agé,
-he cannot construct an interpretation based on what he alrcady
knows. For ekample, suppose the following passage is given to our

class of students:

With hocked gems financing him, our hero bravely deficd
all scornful laughter that tricd Lo precvent his gcheme.

"your eyes deceive," he had said, "an cgg not a table
correctly typifics this uncxplored planct." Now thpee
gturdy sistera sought proof, forging along sometimes
through calm vagtness, yet more often over turbuicnt
peaks and valleys. Days become wchs ag many doub topg
gpread fearful rumors about the cdge. At last From
nowhere welcome wingcd ereatureg appceared UiQNifying

23
momentoug8 succcss.




The predictable outcome is probably total lack of comprehension.
What happens is that the students do not have at their disposal a
title, a word or situation that could inform them which previous
knowledge should be used to accept the new incoming informationr
and, consequently, construct an interpretation of what they read.
The information conveyed by the passage is not consistent enough

in guiding the students in their task of forming predictions about
the real content of the passage. As a result, they cannot use their
previous knowledge to properly understand its meaning.

On the other hand, if this passage is re-read having in mind
the title "Christopher Columbus Discovering America', the students
can probably make sense of the information presented and construct
a correct interpretation. They are capable of assigning meanings
and interpreting what they have re-read because they supplement 2
great deal of information that is not provided by the passage
based on their previous knowledge about Columbus and what he did.
In other words, by having in mind an appropriate schema with slots
for ocean travel, how the voyage was financed, the types of ships
used in the voyage, the kind of people that welcomed Columbus,
the students can then easily interpret what they have just read, 2%
What happens is that the schema which was retrieved accounts for
the various words and sentences that could not be interpretable

at the time of the first reading.

A point to be re-emphasized is that new incoming information
is accurately comprehended only if it can be associated with the
reader's existing knowledge stored in his long-term memory. This
is true in all the.ﬁrocessing stages of information from the moment
it comes into our brains to its encoding in long-term memory. As
pointed out earlier, by using this knowledge, the reader is able
to select the text most appropriate to his purposes and motivation,
to pre-process information through attention and pattern regognition,

and to process information in a greater detail in short-term memorv.

When selecting among different texts which one to attend to,

the reader makes his choice fundamentally based on his preexisting

knowledge. He chooses the text his knowledge of the world enables

him to make sense of.
Predictions about the

that are not possible
theme of the written material he is about to rcad. Smith argues

By using this knowledge, he is able to form
content of the text, to rule out alternatives
and keep thosec which preperly fit the overall

achieved by making use of what we alrecady know about the wopld, "?7

When pre-processing information, the reader concentrates op
the text he is about to read and, basing on his preexisting
knowledge, he selects and identifies the gencral meaning through



attention and pattern recognition; he then sends this pre-processed
information to short-term memory for further processing.

In the processing of information in a more detailed way in
short-term memory, the reader again makes use of his preexisting
knowledge when this knowledge interacts with the new infomation
conveyed by the written material itself, when judging the validity
of the message, when questioning the way linguistic information is
organized in the written material, when filling the slots left by
the text through the process of inference, when comparing his
current reading with previous readings of the same subject, and so

on.
Information that has just been processed and comprehended is

sent to long-term memory for future use. Thus, an adequate

pProcessing of information ensures some additional knowledge into

the reader's preexisting schemas, either by altering the schemas

Or simply by incorporating some new knowledge into them. Harris

points out that "the etimulus information, as it is being interpreted

and encoded, and the information already stored in memory are both

affected and altered by each other.
The schematic representation that follows summarizes what has

been discussed in this chapter and suggests a relationship between the various

stages of information-processing andthe main phases in a reading lesson.’

Phases in the

Processing stages. of
’ Reading Lesson

information

. information entering

PREDICTION: use of knowledge
of the world to properly
accept the new information

sensory memory

. information in sensory READING FOR OVERALL MEANING
memory: ‘attention and use of knowledge of the world
pattern recognition to grasp the general points

* processes and send them to short-term

- pre-processing of memory.

information -

MAIN POINTS COMPREHENSION ¢

. information in_short—tcrm
' INTENSIVE COMPREIHENSION:

memory
. ' usc of knowledge of the world
- in-depth processing of to infer, to compare, to
information - j o
judge, to process linguistic

information, and so on.




j, FINAL REMARKS

This chapter has considered some theoretical issues in cognitive
psychology and has related them to the reading process. These
issues, in turn, have brought about some changes of perspective in
the current teaching of FL reading.

First, as 1t was pointed out,the flow of new incoming information
progresses from environmental stimuli to encoding in long-term
memory. This means that when constructing the meaning of a written
text, we progress from its overall meaning towards a deeper a more

detailed understanding. Therefore, the current reading lesson
ranges from prediction as a lead-in to the topic of the text towards

intensive comprehension involving, of course, the reader's knowledge
of the world in all the processing stages of information, which may

foster a better retention.

Secondly, the view of comprehension as an interactive process

is_another change in perspective. Since text comprehension involves
both text information and the reader's knowledge of the world,
longer considered as a passive activity, it is rather

reading is no
action which involves the reader in 'a negotiation

an active inter

of meanings." ?® The readeris thus expected to make use of what he

already knows to form hypotheses, check them, make inferences, go
outside the text to understand the context of situation, and so

the teaching of reading usually makes use of

gful to the students, that is to say,

forth. Therefore,
reading material which is meanin
within the students' spectrum of previous knowledge. There must be
always a shared area between what the students know and what the

text presents,'otherwise no comprehension can take place.

Thirdly, another point in the change of perspective is that the
Teading material is graded according to the students' background
and not lexical and grammatical difficulties. The greater

knowledge
the shared knowledge between what the students know and what the
text presents, the easier is the processing of new information
towards comprehension and retention. In other words, the more links
the students can establish between the new information being

pProcessed and information in their long-term memories, the easier

comprehension becomes.

A point that seems paradoxical should be made concerfing the

reading material. As just mentioned, the reading material must pe

meaningful to the students, that is, the students must possess some
Previous knowledge toO interact with the new information provided




On the.other hand, this reading material must also be challenging

to the students in the sense that it must present some further
information that the students do not have yet. The students can

then use this new information either to alter or simply to incorporate

it into their preexisting knowledge.

A further point to mention in relation to the reading material
is tﬁat authentic texts are used in the reading classes to the
detriment of constructed or simplified versions. This means that
the text iconography, accompanying illustrations, grammatical and
lexical items are totally retained. In order to bypass or lower
the linguistic difficulties of authentic texts, two criteria of
grading must be taken into consideration: first, as just pointed
out, grading of reading material according to the students'
pPreexisting knowledge; secondly, grading of the reading comprehension
activities required of the students, that is, from reading for gist
in the first lessons towards intensive comprehension.

In closing, it may be relevant to reiterate that text
comprehension ties together linguistic competence, knowledge of
the world, the use the reader makes of context and the interpretation
of the accompanying nonverbal features of a piece of written
discourse. The point to bear in mind is that when actively involved
in his task of constructing meaning, the reader deals with all
these elements as a whole—one element supplements the understanding
of the other, all elements are used for an accurate comprehension
of the whole. Everything is in fact simultaneously processed in

the reader's active interrogation of the meaning of a text.

The next chapter will integrate the theoretical issues discussed
up to this point and some further specific information in both
cognitive psychology and the structure of written discourse. This
Will lead to the devising of a methodology to the teaching of _
reading which primarily emphasizes the use of nonverbal discourse,
as weil as pictorial information, in the development ot the students’
ability to cope with written discourse in a foreign language.
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-processing system is
classroom discussions

visiting Professor Dr.
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comprehension is mostly based on Chapter 9 of the book Human Learnin
] 13%4

Richard J. Harris from Kansas University
1]
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2 This discussion of the information-processing system is

mostly based on Harris, Chapter 7 (see note 1 above). Harris, in
turn, acknowledges his debt to the model of R.C. Atkinson and R.M

Shiffrin.

3 Harris, chapter 7, p. 28.

% Arnold Lewis Glass, Keith James Holyoak and John Lester Santa

(Cognition, Reading, Massachusetts: Addison-Wesley Publishing Co
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t
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stages' since ''the core of cognition is not a passive long-term
memory, but an active processor that interacts with the environment."

They still argue that the various processes undergone by informaticn
are very closely interwined and it is "impossible to discuss one of

the topics without bringing on the others."
5 Yarris, chapter 7, p. 4.
¢ Harris, chapter 7, p. 5.

7 Harris, chapter 7, p. 27.

® John R. Anderson, Cognitive Psychology and its Implications
(San Francisco: W.H. Freeman and Co., 1980), p. 169.

9 Frank Smith, Reading 2nd. ed. (Cambridge: Cambridge Universit
Press, 1981), p. 40. : )
10 Harris, chapter 7, p. 29.
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12 papnny R. Moates and Gary M. Schumacher, An IntrodﬁCtior to

Cognitive Psychology (Belmont: Wadsworth Publishing Co., 1980), p
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13 Moates and Schumacher, p. 8 - The illustrations, which yer
> - cier

"to the example they provide, have been left out.
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'* Harris (Chapter 7, p. 8) explains that "an alternative

way to conceptualize attention is as processing capacity."
'% Moates and Schumacher, p. 48.

'¢ David E. Rumelhart, '"Schemata: the Building Blocks of
Cognition'" in Theoretical Issues in Reading Comprehension, eds.

Rand J. Spiro, Bertram C. Bruce and William F. Brewer (Hillsdale,
New Jersey, Lawrence Erlbaum Associates, 1980), pp. 33-34.

!7 Harris, chapter 9, p. 23.
'8 Harris, chapter 9, pp. 23-24.
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2% Harris, chapter 9, p. 22 (Harris, in turn, acknowledges his

.debt to M.J. Adams and A Collins).

?! Richard J. Harris, "Inferences in Information Processing"
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Academic Press Inc., 1981), p. 83.
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(Cambridge: Cambridge University Press, 1982), p.4.
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Schumacher, p. 187.
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28 Harris, '"Inferences', p. 82.

29 y.G. Widdowson, Explorations in Applied Linguistics 2
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CHAPTER III

THE INTERACTION OF THE DUAL-CODING THEORY AND THE
SEMIOTICS OF WRITTEN DISCOURSE




1. PRELIMINARY REMARKS

This chapter will provide a theoretical discussion of the way
our knowledge of the world is organized and represented in our
long-term memories. This issue has also become a focus of attention
in cognitive psychology and there are diverging views concerning

the topic. However, attention will be restricted to the dual-coding

theory which posits that information is stored in our memories in
terms of visual images and verbal representations. This theory of
memory further claims that language behavior is mediated by two
independent but partly interconnected systems: the image system
and the verbal one and that either of these systems may initiate

activity in the other.

Holding firmly on the theoretical issues provided in the
previous chapters and especially on Paivio's dual-coding theory,
this chapter also provides our major argument towards a systematic
and recurrent use of the nonverbal elements of discourse, as well
as pictorial information added to the text,as a pedagogical
strategy to help beginners to cope with the verbal information
that is more demanding for them.

It is also our contention that nonlinguistic devices can be
used to decrease the cognitive overload in the students' interactivé
involvement with the processing of new information. Our contention
follows as that: since there is a limited amount of information our
brains can process at a time, we may make use of visuals to help
our students to be economical while taking in information. By
chunking larger pieces of information through nonverbal devices,
the students will . be able to overcome the limited capacity of
short-term memory and free their brains to carry out the complex
activity of processing information faster and more fully,

Chapter I has pointed out that language 1is currently viewed
as a mentalistic activity rather than an automatic one. Visual
devices used as a lead-in to full comprehension will thus contribute
to the incorporation of thinking and motivation into the reading
lesson.

This chapter further draws a parallel between Paivio's dual-
~coding theory and the semiotics of written discourse, as there
seems to be an anaiogy between the way information is organized in
our memories and the way information is structured in written

discourse, as both rely on verbal and image systems. This is further
evidence that the use of nonverbal information and visual devices
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which are both part of a universal language can be very effective
in helping beginners in their task of comprehending written discourse

in a foreign language.

This chapter will thus be first concerned with a theorctical
description of the dual-coding theory; next the structure of
wWritten discourse will be considered and then a parallel will be
drawn between the dual-coding and the structure of written discourse.
Finally, this chapter will provide a schematic representation to
sum up all the theoretical issues together with some pedagogical
implications for the teaching of F1l reading.

2., THE DUAL-CODING THEORY

According to the dual-coding theory, information is stored in
our memories in two ways: as visual images and as verbal
representations. Paivio's dual-code thus comprises both verbal and

nonverbal systems. Says Paivio in relation to the theory:

"Tts principal assumption is that language behavior is
mediated by two independent but partly <interconnected
cognitive eysteme that are spegtalzzed for encoding,
organiaing, transforming, storing, and retrieving
information. One of these (thg tmage system) 78
epecialized for dealing with information about nonverbgl
objects and events. The other (the'vegba? s8ystem) ‘g
specialized for dealing with lingutstic information.'!

Paivio provides ‘the following schematic representation of the

two systems:




Nonverbal Stimuli Verbal Stimuli

Sensory Analysis

Nonverbal Verbal
(Image) Symbolic
System System k

Nonverbal Output Verbél Output
Systems Systems
As indicated above, each system is independent in that activity
can take place in one system or the other, or both in paralle}

(simultaneously). Thus, it is possible to

... itmagine a scene without necessarily dQQCpibing Lt
verbally, talk about some thinge without necesgarily
experiencing imagery, or do both eimultaneouly as when

we describe some familiar scene from memory. We can
. even imagine familiar things while talking about
‘ aomething quite different. Such common experienceg

are evidence of the independence of the systemg.?

As also indicated in the given graph,'thc tWwo systems are
interconnected because information can shift from one system to the
other. Paivio explains that we can make symbolic transformations
from one kind of information to the other, or more precisely, one
of our symbolic systems can initiate activity in the other.

For example, suppose someone is asked to imagine the most
lmportant sights of his town and to describe their appearance
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location, and so on. The dual-coding theory posits that this is
possible only if there is a link between the language system that
receives and interprets the request and the memory system that
contains the information about the appearance of the sights. What
happens is that the verbal input is transformed into nonverbal
imagery which is finally decoded and expressed verbally. The
following diagram summarizes the example just given—the arrows
Tepresent‘the input from one processing stage to another.

INPUT A MEDIATING COGNITIVE EVENTS

\
"Describe verbal . image verbal Descriptions
the most system system system of the
important D interprets — generates —= interprets D sights
sights of instructions the image
your town' sights )

It may be also relevant to point out that this sequence of
events can be reversed in case the input is a nonverbal object or
picture. According to the dual-coding theory, the perceptual
information is first interpreted by the image system. This image
system then generates representations in the verbal system when

one makes verbal references to the nonverbal stimulus.
Paivio also makes important qualitative distinctions between

the two systems:

The nonverbal (image) system can be viewed as an analogue
syetem in the specific sense that some knowledge of the
world i8 represented as perceptual analogues of conerete
objects and eventsc. ... The vqrbal system, however, containg
information whoge units are discrete or digital in nature
and only arbitrarily related to the objets and events they

gLgnLfy. L an A_

The qualitative differences extend to the way units of
information are onganized into higher-order units in the
two systems. The tmage syctem organizes wnformation in a
gynchronous or spatial manner; so that different components
of a complex thing or gcene are available at once in

memoxry . ) ' . .
" In eontrast, verbal information 1s organized sequentiqlly
into higher-order siructures. ... Linguistic units unfo[d
sequentially cver time, and the asqumptfon i that 2
cognitive system that deals mozt 4irectty With queeh i
gimilarly gpecialized for scquential proceseing.
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The representation of information in our memories according to
the dual-coding theory with its image and verbal systems finds g2
parallel in the representation of information in written discourse
with its verbal and nonverbal codes, a point that will be discussed
in the next part on the semiotics of written discourse.

3. THE SEMIOTICS OF WRITTEN DISCOURSE

s

In written discourse information is conveyed not only by
passages of prose, but also by nonverbal devices such as pictures,
graphs, maps, tables, formulas, line drawings, diagrams, and so
on. This means that the communicative function of a text is not
carried out exclusively by verbal means— nonverbal elements
contribute to the whole communicative meaning as well, either by
supplementing verbal statements, Or replacing them, or providing
a general idea of what the text 1is about, or still as a visible
form of the verbal information, as for example, in graphs.
Widdowson, inter alia, argues that these devices "are ineorporated

into the discourse and relate to the actual verbal text to form a
" He also remarks that

cohegive and coherent unit of communication.
nonverbal devices constitute fundamental features of the basic

rhetoric of written discourse.®

In fact, books of chemistry, geography, physics, and articles ip
specialized magazines and journals present a great deal of nonverbal
information together with the linguistic information itself. This
non-textual information is in fact fully integrated with the
linguistic part of the text—the verbal text explicitly refers to
this nonverbal information and, consequently, cannot be fully

understood without it.
As mentioned earlier, scientific discourse—the discourse
which is written by a specialist to address other specialists ang

to transmit some relevant new information to their field of

Study—normally makes use, according to Vigner, of three semiotic

devices:

. the verbal text—its linguistic component proper
. the graphic language of diagrams, graphs, illustrationg
. the formal language—made up of formulas and conventional

symbols®
It is important to point out that these three semiotic codes
are in a relation of meaning complementation—one of the codes

|




adds to what has been provided by the others und vice-versa, he
main purpose in using them is directly relevant to accuracy. Another
point is that the writer hnows in advance the conditions of reception
of his message, since he writes to a homogencous group., Ihe result
is a concise and straightforward text.

Articles and essays of the so-called "scientific vulparization” .
e.g. "Scicnce Digest™, "Scientific American®™, "Science™, specialiced
parts ot "Time", and so forth—also present information through
the use of different semiotic devices mainly as u meuns 1o increase
its degrce of readability.’ In them the information is not usually
conveyed by the linguistic code only---it is further transmitted by
other devices such as accompanying illustrations or diagrams,
captions under the illustrations, the labels of the diugrams, use
of different type-faces, appcaling titles o1 sub-titles which most
commonly sum up and stress the main information to be presented,

and so forth.

As thesc articles and e¢ssays are written with the purpose of
reaching a large number of rcaders, including lay oncs, they must
contain a multiplicity of different semiotic devices which
facilitates comprchension, that is, which decreases the readers
effort in their construction of mecaning. Thercfore, the sume
information is redundantly conveyed as & guarantee to its adequate
grasping. Since the writer cannot establish in advance the shured
area of background knowledge between himselt and his readers, he
uscs different devices which make the readers' processing of new

incoming information easicr.

Still as a conscquence of this imprecise shared arca, the
Writers of scientific vulgarization usually assume that readers
lack the nccessary background knowledge in the specific area they
are writing about. .Thercforc, thesc articles and essays have the
additional function of instructing the rcaders, or rather, make
the reader acquainted with basic points that are necessary to the
comprchension of the information they convey. Scientific discourse
itsclf docs not have this function since it is written to readers
who sharc a lot of background knowledge with the person who g
addressing them. Footnotces., quotations from well-known scientifjc
works and references to previous works are cnough. In other wurds ,

it only informs thc rcader, providing the now information.

A digression is nccessary since it is worth noting that therpe
is a common crroncous vicw, dating from the days of structuralisgm,
that comprchension operates on the linguistic level only and that
the role of the reader is simply to extract the meaning which g
thought to be statically present in the linguistic structures
themselves. As just mentioncd, a text does not operate on the




























































































































































































































