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Aos Amigores, aos Mansos, aos amigos do Dom Bosco, da EQ, aos amigos do Vale do Aço, aos

do Vale do Aço que estão em BH e aos amigos que não se encaixaram em nenhuma das catego-
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A todos os outros funcionários do departamento de Fı́sica da UFMG, ao pessoal da limepza,
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Resumo

Nessa dissertação investigou-se o efeito de altas pressões sobre o espectro Raman de bicamadas

de grafeno CVD depositadas sobre substratos de Teflon. Para tanto, foi utilizada uma célula de

bigorna de diamante (DAC) com água como meio transmissor de pressão. Os espectros foram

obtidos com excitação em 488 nm e 532 nm. Inicialmente foi feito um estudo detalhado das

propriedades eletrônicas e vibracionais do grafeno, bem como da interação entre essas. Em

seguida investigou-se o processo de Espalhamento Raman e as origens da banda G no grafeno,

assim como as perturbações causadas a essa banda por efeitos de dopagem e distorção (strain).

Obteve-se um valor númerico para a dispersão da banda G em função da pressão igual a 5

cm−1/GPa através de uma combinação de análise teórica e resultados experimentais. Este valor

está de acordo com observações experimentais para amostras de grafeno suspenso sujeitas a

altas pressões. Os resultados do experimento fornecem fortes evidências da ocorrência de uma

transição de fase de uma estrutura sp2 para uma estrutura hı́brida sp2 − sp3 ocorrida entre 5− 6

GPa. A transição é reversı́vel com a redução da pressão. As principais evidências para essa

transição foram o deslocamento para maiores frequências (ωG) e a diminuição da largura a meia

altura da banda G (ΓG) com o aumento da energia de excitação do laser e a mudança de regime

da curva ωG × P. Foi proposto que a estrutura com hibridização sp3 tem origem na formação

do diamondol, um diamante hidroxilado bidimensional formado por duas camadas de átomos

de carbono hibridizadas em sp3. Foi levantada a hipótese de que a camada superior sofreu

uma hidroxilação entre 5 − 6 GPa, seguida de um “descolamento” do diamondol do substrato

de Teflon em 9.5 GPa, resultando em uma hidroxilação da camada inferior. Essa hipótese

é consistente com os dados obtidos das variações de ωG e ΓG em funcção da pressão, que

permitem inferir o conteúdo de carbono sp3 do sistema, e com o fato de o grafeno realmente ter

se “descolado” do substrato de Teflon em algumas regiões após a abertura da DAC. Para testar a

hipótese do diamondol, mono e bicamada de grafeno CVD sobre um substrato de Teflon foram

submetidas a altas pressões usando água e Nujol (óleo mineral) respectivamente, como meios

transmissores de pressão. Não foram observadas dispersão na banda G, mudança no regime
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da curva ωG × P, nem mudança de ΓG com excitação do laser em nenhuma das amostras, o

que corrobora com a hipótese do diamondol. Observou-se também o surgimento de uma nova

banda em torno de 620 cm−1 a pressões superiores a 1 GPa e as possı́veis origens dessa banda

foram discutidas. Se a hipótese do diamondol for confirmada, esse trabalho irá abrir novas

perspectivas para a sı́ntese de materiais bidimensionais através de experimentos de alta pressão.

Palavras-chave: grafeno CVD, altas pressões, transição de fase, diamondol.
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Abstract

In this dissertation, the effect of high pressures on double transferred CVD graphene sitting on

a Teflon substrate were investigated via Raman spectroscopy in a diamond anvil cell (DAC)

using water as the pressure transmitting media (PTM). The Raman spectra were acquired with

both 488 nm and 532 nm excitation light sources. Initially, a detailed study of the electronic

and vibrational properties of graphene, as well as the interaction between them, was performed.

Then, an investigation on the origin of the G band in graphene was carried out, as well as the

perturbations to this band caused by strain and doping. A numerical value for the slope of G

band frequency with pressure (∂ωG/∂P) of 5 cm−1/GPa was obtained via a combination of

theoretical analysis and experimental data. This value agrees with experimental observations

for free-standing graphene samples subjected to high pressures. The results provide strong

evidence of a phase transition from a sp2 to a sp2 − sp3 mixed structure at 5− 6 GPa, reversible

upon pressure release. The main evidences were the blueshift of the G band frequency (ωG) and

the decrease of G band’s full width at half maximum (ΓG) with increasing excitation energy,

and the change of régime of the ωG × P curve. Based on the experimental data, we propose the

formation of diamondol, a 2D hydroxylated diamond consisting of two layers of sp3 carbon.

We hypothesized that the top layer was hydroxylated at 5 − 6 GPa, followed by a detachment

of the diamondol from the Teflon substrate at 9.5 GPa, which in turn led to the hydroxylation

of the bottom layer. This hypothesis is consistent with the sp3 content of the system inferred

from the variation of ωG and ΓG data, and with the fact that graphene was found to be detached

from the Teflon substrate in some regions after the DAC was opened and the water evaporated.

To test the diamondol hypothesis, mono and double layer CVD graphene sitting on a Teflon

substrate were compressed using water and Nujol (mineral oil) as PTMs, respectively. No

dispersion of the G band, change in the ωG × P curve or any net decrease in ΓG with excitation

energy were observed for both systems, corroborating with the diamondol hypothesis. The rise

of a new band at ∼ 620 cm−1 under 1 GPa and above was also observed, and possible origins

III



for this band were proposed. If the diamondol hypothesis is confirmed, this work will open

up directions for synthesizing new 2D materials with remarkable properties via high pressure

experimental routes.

Keywords: CVD graphene, high pressures, phase transition, diamondol.

IV



Contents

Resumo I

Abstract III

1 Graphene 5

1.1 Carbon atom: electronic hybridization . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Electronic structure of graphene: the tight binding method . . . . . . . . . . . 11

1.3 Vibration modes in Graphene . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3.1 Dynamical matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.3.2 Phonon dispersion relations in Graphene . . . . . . . . . . . . . . . . 22

1.4 The electron-phonon interaction . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.4.1 The residual electric field . . . . . . . . . . . . . . . . . . . . . . . . . 27
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Introduction

High-pressure experiments conducted with graphite at room temperature using different pres-

sure transmitting media (PTM) indicates that this material goes through a phase transition be-

tween 10-20 GPa [1, 2, 3, 4, 5, 6]. The new phase, as well as its properties, could be detected

through different experimental techniques. High-pressure in situ X-ray diffraction experiments

indicate new additional peaks around 14 GPa [1]. Inelastic X-ray scattering reveals that half

of the π bonds between graphite layers is converted to σ bonds at 17 GPa [2]. Raman mea-

surements and x-ray diffraction studies indicate an abrupt broadening of G band’s full-width

at half-maximum, ΓG, around 10 GPa and the subsequent loss of that signal around 14 GPa,

coinciding with the loss of graphite diffraction peaks at that same pressure [3]. The abrupt

broadening of ΓG was assigned to the formation of sp3 bonds. Optical observations of graphite

single crystals indicate the formation of a transparent phase at 18 GPa [4] and a drastic drop on

its reflectivity around 16 GPa [5]. Electrical resistivity measurements reveal a rapid increase in

resistivity for pressures above 15 GPa [6]. The new phase is superhard, capable of indenting the

diamond used in the high-pressure apparatus [2]. The scattered values for the transition pressure

found in literature reveals that the phase transition is very sensitive to the nature of the starting

material as well as to the nature of the pressure applied to the sample [1]. Depending on the

maximum pressure reached, the transformation is reversible [1, 2, 3, 4] showing large hysteresis

[1, 3, 4]. Different models of the structure of this new phase were proposed to explain these

experimental results [1, 2, 7, 8, 9, 10], being generally accepted that this new phase is formed

by the appearance of sp3 bonds between graphite layers during compression [11].

After the discovery of graphene, these high-pressure experiments were conducted with mono-

and few-layer graphene [11, 12, 13, 14, 15] in order to study the effect of the applied pressure
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on the properties of these materials. Ressonant Raman Spectroscopy (RRS) has proven to be

an efficient technique to determine these materials’ properties [16, 17], therefore RRS has been

the main chosen technique to investigate the effects of applied pressure on graphene. A phase

transition in graphene nanoplates around 15 GPa [11] was identified by Raman Spectroscopy.

Similarly to graphite, the transition was related to an abrupt broadening of ΓG. X-ray measure-

ments in few layer graphene indicated the loss of the diffraction peak with increasing pressure

for an interlayer distance of 2.8 Å[12]. The effects of strain and doping from the PTM as the

pressure is increased were also studied trough RRS. An important parameter in these studies

is the G band’s position (ωG) since it is directly affected by strain and doping. The derivative

of ωG with respect to the pressure (∂ωG/∂P) give information about how these two parameters

evolve with increasing pressure. However, there is no agreement regarding the contributions of

doping and strain to the displacement of ωG in literature data [13, 14, 15]. Nicolle et al. [13]

considered both factors and reported giant doping levels in graphene and bilayer graphene im-

mersed in alcohol mixture. Filintoglou et al. [14] suggested that any pressure-induced doping

is too small to influence the pressure response of graphene, which is rather determined by the

compressibility of the substrate and the graphene interaction with the substrate and the PTM.

Proctor et al. [15] also considered only mechanical effects to explain the pressure response of

graphene, mentioning that doping effects could explain the difference in the observed behavior

of graphene and graphite under pressure. The only common agreement in all these works is that

∂ωG/∂P is positive, and its value depend on both, number of layers and PTM.

An interesting effect involving graphene under high-pressure was observed by Barboza et al.

[18]. In their work, ab initio calculations show that two layers of graphene under compression

can be turned to a 2D hydroxilated diamond, called diamondol, if the top layer is covered with

hydroxyl groups (Fig.1).

Figure 1: The formation of diamondol. Two layers of graphene are under compression while
the topmost is covered with hydroxyl groups. The result is a 2D hydroxylated diamond called
diamondol. Figure taken from Ref. [18].
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The top layer becomes fully sp3 hybridized with the four first neighbors, while the bottom

layer has a carbon atom per unit cell, with only three neighbors, leaving a dangling bond. This

periodic array of dangling bonds gives rise to an important feature of the electronic dispersion

close to the Fermi level: the two spin polarized bands, indicated by red and blue curves in Fig.2.

As a result, an energy gap of 0.6 eV opens up and the system acquires a magnetic moment of

one Bohr magneton per unit cell, making diamondol a 2D ferromagnetic semiconductor.

Figure 2: Electronic dispersion (left) and electron density of states for diamondol (right). Figure
taken from [18].

A strong evidence of the experimental realization of the diamondol hypothesis was obtained

through electric force microscopy (EFM) experiments. EMF was used to both inject and moni-

tor charges and to apply pressure on mono-, bi-, and multi-layer graphene, while the water con-

tent on the sample surface was controlled by regulating the temperature of the experiment. It

was observed a strong inhibition on the charging efficiency for bilayer and multilayer graphene

as the tip pressure increased, while monolayer charging was pressure-independent [18].

All these works show that there are many opened questions and a vast field to be explored in-

volving graphene under high pressures. In this context, in order to observe a phase transition

involving the formation of sp3 carbon, double layer CVD graphene was subjected to high pres-

sures in a diamond anvil cell (DAC), while the Raman spectra was acquired using water as a

pressure transmission medium (PTM).

This dissertation is arranged as follows. In chapter 1 we start from the electronic structure

of the carbon atom, and move to the electronic structure of graphene, which is followed by a
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classical treatment of the normal modes of vibration in graphene, and an introduction to the

(quantum mechanical) concept of phonon. We finish this chapter by studying the interaction

between the electrons and the vibrating lattice (the electron-phonon interaction) which is, ac-

cording to the author’s opinion, the most important single concept to understand the Raman

spectrum of graphene. Chapter 2 covers the Raman process through a quantum mechanical ap-

proach. Chapter 3 is the key chapter of this dissertation, providing the basis for understanding

the experimental results. The perturbations to the G band from mechanical strain and doping are

introduced. An important result obtained in this chapter is a value for the slope of the G band

frequency with pressure (∂ωG/∂P), which was obtained via a combination of theoretical anal-

ysis and experimental data. This value agrees with experimental observations for free-standing

graphene samples. Chapters 4 to 6 cover the original contribution of this dissertation. Chap-

ter 4 provides a detailed description about the sample fabrication process, covering both, the

synthesis of graphene by the chemical vapor deposition (CVD) technique, and the direct trans-

fer of graphene onto Teflon substrates. Chapter 5 covers the high-pressure Raman experiment.

The results indicate that graphene undergoes a phase transition to a mixed sp2 − sp3 phase. To

explain the results, we discuss how the Raman data is consistent with the hypothesis that the

two layer graphene has became a diamondol under high-pressure conditions, and using water

as PTM. We also report on the appearance of a new Raman band centered at ∼ 620 cm−1 under

1 Gpa and upwards, and propose explanations for its origin. In Chapter 6 the conclusions and

perspectives for future work and applications are drawn.
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Chapter 1

Graphene

1.1 Carbon atom: electronic hybridization

The electronic configuration of a carbon atom in its ground state is 1s2 2s2 2p2, with four va-

lence electrons at the 2s and 2p levels, and two core electrons at the 1s level. Based on its

electronic configuration, it is physically sound that carbon should be chemically divalent, with

two 2p electrons involved in chemical bonds, the other two 2s electrons being chemically inert.

However, monoatomic carbon materials are found in several forms in which carbon atoms are

covalent bonded to two, three, and four neighboring carbon atoms as in carbynes [19], graphene,

and diamond respectively. The reason why carbon atoms are able to form such distinct struc-

tures is related to their many possible electronic configurations, which is known as hybridization

of atomic orbitals [20]. Hybridized orbitals are constructed from linear combinations of atomic

orbitals, the later serving as basis functions to the former. The superposition of these hybridized

orbitals with neighboring atoms gives rise to different types of chemical bonding, depending on

the hybridization of the central atom.

Recalling that the orbitals are a first approximation (ignoring electron-electron repulsion) to

the problem of electrons in a Coulomb potential of a nucleus with charge Ze, they correspond

to one-particle hydrogenic states ψn,l,m characterized by the quantum numbers n, l and m [21].

Accordingly, they can be decomposed in a product between a radial component Rn,l(r) given by
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the Laguerre polynomials, and an angular component Yl,m(θ, φ) corresponding to the spherical

harmonics, on the form

ψn,l,m = Rn,l(r)Yl,m(θ, φ). (1.1)

Since chemical bonding involves only valence electrons, we are concerned with the ψ2,l,m states.

The radial components of the 2s and 2p wave functions are equal in magnitude, and may be

omitted at this point [22]. The angular components of the atomic orbitals s and pi (i = x, y, z)

are given, respectively, as:

s : Y0,0(θ, φ) =
1
√

4π

pz : Y1,0(θ, φ) = i

√
1

4π
cos θ

px,y : Y1,±1(θ, φ) = ∓i

√
3

8π
sin θe±φ.

(1.2)

The formation of covalent bonds in molecules or solids generates a drop on the total energy

due to the overlap of the electron wave functions, giving rise to the molecular orbitals, in case

of molecules, or electronic bands, in case of solids. In this case, the extra energy can be suf-

ficient to promote a 2s electron into a 2p orbital, (this energy being approximately 4.2 eV for

carbon atoms). However, the necessary extra energy is only achieved if the overlap of the wave

functions between neighboring atoms is maximal. Such a condition is satisfied when the rel-

ative position between the central and neighboring atoms assume those directions for which

the atomic wave functions take on maximal values. These values can be achieved through the

process of hybridization and the larger they are, the stronger the bond is.

In order to construct the hybridized states, we need to choose a set of basis functions. Rather

than taking the ψl,m(θ, φ), it is more convenient to choose their orthonormalized linear combina-

tions:

i
√

2π[ψ1,1(θ, φ) − ψ1,−1(θ, φ)] =
√

3 sin θ cos φ

i
√

2π[ψ1,1(θ, φ) + ψ1,−1(θ, φ)] =
√

3 sin θ sin φ

−i
√

4πψ1,0(θ, φ) =
√

3 cos θ,

(1.3)
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and therefore, the basis functions can be represented as

|2s〉 = 1

|x〉 =
√

3 sin θ cos φ, |y〉 =
√

3 sin θ sin φ, |z〉 =
√

3 cos θ.
(1.4)

Finally, the hybridized orbital can then be constructed as

ψ(θ, φ) = a +
√

3(b sin θ cos φ + c sin θ sin φ + d cos θ) (1.5)

or in Dirac’s notation

|ψ〉 = a |s〉 + b |x〉 + c |y〉 + d |z〉 , (1.6)

with |s〉, |x〉, |y〉, and |z〉 defined in (1.4). We now look for a set of real numbers (a,b,c,d) that will

maximizes the norm of |ψ〉. In other words, we must find the directions for which ψ assumes its

maximum value (ψmax). Since |ψ〉 is the angular component of the total wave function, it must

be normalized

〈ψ |ψ〉 ≡

∫
| 〈ψ |ψ〉2|dΩ = 4π

= a2 〈s | s〉 + b2 〈x | x〉 + c2 〈y | y〉 + d2 〈z | z〉
(1.7)

with dΩ being the differential solid angle element. It follows that, to satisfy the normalization

condition 1.7, we must have

a2 + b2 + c2 + d2 = 1 (1.8)

We thus need to maximize the function ψ(θ, φ) with the restriction given from equation 1.8 .

This can be solved by the method of Lagrange Multipliers. For that, we must solve the set of

equations

∇ψ = λ∇g, (1.9)

with λ being the Lagrange multiplier, and g the restriction

g = a2 + b2 + c2 + d2 − 1. (1.10)
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Figure 1.1: Coordinate system for finding directions of maximum value for hybridized wave functions
of a carbon atom. The carbon atom is placed at the origin coinciding with the center of a side two cube.
Figure adapted from [22].

Let us place the origin, and the central carbon atom as well, at the center of a cube of side 2

and coordinate axes parallel to its edges. We are going to assume that, for a specific |ψ〉, ψmax is

reached along the diagonal direction of the cube (1, 1, 1), (see Fig. 1.1). Thus we need to find

(a, b, c, d) for that specific |ψ〉. Along the (1, 1, 1) direction, we have

sin φ = cos φ =
1
√

2
, cos θ =

1
√

3
, sin θ =

√
2
3
, (1.11)

so that

|x〉 = 1, |y〉 = 1, |z〉 = 1. (1.12)

It follows that, by considering the conditions (1.10) and (1.12), Eq. 1.9 can be solved to

a = b = c = d. (1.13)

Next, (1.13) combined to (1.10) gives
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a =
1
2
. (1.14)

Thus substitution of (1.14) into (1.6) determines the first orbital

|sp3
1〉 =

1
2

(|s〉 + |x〉 + |y〉 + |z〉), (1.15)

for which ψ assumes the maximum value ψmax. Next, we need to find a set of three orthonor-

mal orbitals orthogonal to |sp3
1〉. In other words, we need to find a basis that spans the three

dimensional subspace orthogonal to |sp3
1〉. Let us assume that these orbitals have the form

|sp3
i 〉 = α |s〉 + β |x〉 + γ |y〉 + δ |z〉 . (1.16)

The orthogonality with |sp3
1〉 implies

〈sp3
i |sp3

1〉 = 0→ α + β + γ + δ = 0. (1.17)

Equation 1.17, combined with the normalization condition, gives the necessary ingredients for

the determination of the three orbitals. Since they are not uniquely determined, one possible

solution is on the form

|sp3
2〉 =

1
2

(|s〉 + |x〉 − |y〉 − |z〉)

|sp3
3〉 =

1
2

(|s〉 − |x〉 + |y〉 − |z〉)

|sp3
4〉 =

1
2

(|s〉 − |x〉 − |y〉 + |z〉).

(1.18)

The norms of the wavefunctions |sp3
i 〉 (i = 1, 2, 3, 4) take their maximum values along the

(1,1,1),(1,-1,-1),(-1,1,-1) and (-1,-1,1) directions, coinciding with the vertices of a tetrahedron.

Therefore, the maximum overlap of the wave functions, leading to the maximum gain in chemical-

bonding energy of a central carbon atom with four neighboring atoms corresponds to a tetrahe-

dral geometry. This qualitative analysis explains the shape of the methane molecule, as well as

the symmetry of the diamond solid. The wavefunctions described in Eq. 1.18 corresponds to
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Figure 1.2: Illustration of the process of sp3 hybridization. A s orbital combines with three p orbitals,
resulting in four hybridized sp3 orbitals. Figure taken from [23].

the angular component of the so-called sp3 orbitals of the carbon atom. In this configuration,

the 1s orbital combines with three p orbitals resulting in four hydridized orbitals, as illustrated

in Fig. 1.2.

Another option is to take the linear combination of a 2s orbital with two 2p orbitals, for ex-

ample 2px and 2py, whereas the remaining p orbital, pz in this case, remains unchanged. This

configuration of the carbon atom is called sp2 hybridization and can be achieved if one repeats

the aforementioned procedure for a smaller basis including only functions |s〉, |x〉 and |y〉. The

calculations are straightforward and will not be reproduced here. The result is

|sp2
1〉 =

1
√

3
|s〉 +

√
2 |x〉

|sp2
2〉 =

1
√

3
|s〉 −

1
√

6
|x〉 +

1
√

2
|y〉)

|sp2
3〉 =

1
√

3
|s〉 −

1
√

6
|x〉 −

1
√

2
|y〉).

(1.19)

The corresponding orbitals have their maxima in the x−y plane along the directions intercepting

the vertex of an equilateral triangle, as depicted in Fig.1.3. If neighboring atoms are positioned

in such directions, it will lead to a maximum overlap of the wave functions, and the resultant

bonds are called σ bonds. The overlap of neighboring pz orbitals forms π bonds. Carbon atoms

in graphene and graphite lattice are sp2 hybridized.
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Figure 1.3: Illustration of the sp2 hybridized orbitals. The sp2 orbitals lie in the x-y plane forming
angles of 120◦ to each other while the pz orbital lies in the z axis. The sp2 orbitals are responsible for the
formation of σ bonds, while the pz orbitals are responsible for formation of the π bonds. Figure taken
from [23].

1.2 Electronic structure of graphene: the tight binding method

In Sec.1.1 we linearly combined atomic orbitals of a carbon atom in order to obtain new hy-

bridized atomic orbitals. In this section we are going to somewhat extend this procedure for a

crystal, and the method we will employ is called the tight binding. In this method, the wave

function of the crystal is constructed by a linear combination of the atomic orbitals of its con-

stituents, with the coefficients of the expansion given by the Bloch Theorem. The tight binding

method is one of the simplest methods for calculating electronic structures of solids and it is of

great practical utility.

In order to determine the electronic structure of graphene using this method, the first step is

to specify the unit cell and the unit vectors ~ai (i = 1, 2) of the crystal lattice. In graphene, the

carbon atoms are disposed in a hexagonal lattice as show in Fig. 1.4 (a). The graphene Bravais

lattice is triangular , and the lattice vectors are given [in the x,y basis defined in Fig.1.4 (a)] as

~a1 =
a
2

(
√

3, 1), ~a2 =
a
2

(
√

3,−1), (1.20)

where a = |~a1| = |~a2| =
√

3ac−c = 2.46 Å is the lattice parameter of graphene, ac−c being

the nearest neighbor distance (ac−c = 1.42Å). The unit cell contains two atoms, each of them

belonging to a distinct sublattice, A or B. In this configuration, each atom belonging to the A

sublattice is surrounded by three atoms belonging to the B sublattice, and vice-versa.
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Figure 1.4: In (a): direct lattice with primitive vectors ~ai and first neighbours ~δi. In (b): recip-
rocal lattice with high symmetry points Γ, K and M. Figures taken from [24].

The next step is to specify the Brillouin zone and the reciprocal lattice vectors, ~bi (i = 1, 2) ,

followed by the selection of high symmetry points and lines. For a two dimensional crystal, the

reciprocal lattice vectors can be determined by

~bi =
2π(n̂ × ~a j)
n̂ · (~a j × ~ai)

, (i, j = 1, 2) (1.21)

where n̂ is the vector normal to the plane containing the vectors ~a1 and ~a2. The reciprocal lattice

is also triangular, with lattice vectors:

~b1 =
2π
a

(
1
√

3
, 1), ~b2 =

2π
a

(
1
√

3
,−1), (1.22)

corresponding to a lattice constant of 4π/
√

3a. The Brillouin zone is represented by the hexagon

in Fig. 1.4 (b). The three high symmetry points Γ, K and M are indicated, corresponding to the

center, the corner and the center of the edge respectively. Their coordinates are:

Γ = (0, 0), K =
2π
a

(
1
√

3
,

1
3

), M = (
2π
√

3a
, 0). (1.23)

The π electrons are the valence electrons which are the relevant ones for the transport properties;

therefore we are going to perform the tight binding calculation considering only the 2pz orbitals.

We start by constructing a tight binding Bloch function φi(~k,~r) , which is given by
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Figure 1.5: Representation of the Bloch orbitals in a 1D lattice. The top shows the pz wave-
functions (actually its square modulus) of individual carbon atoms, the middle shows (the real
part) of the phase ei~k·~r of of the Bloch orbitals and the bottom shows the amplitude of the Bloch
orbitals.

φi(~k,~r) =
1
√

N

∑
~R

ei~k·~rφi(~r − ~R), (i = 1, ..., n), (1.24)

where ~R is the position of the atom, φi denotes the atomic wave function index by i and n is

the number of the wavefunctions in the unit cell. The function φi(~r − ~R) represents an atomic

wave function centered at position ~R in the lattice. As all lattice vectors are being swept by

the index ~R in the summation, the total wave function φi(~k,~r) will be a linear combination of

all atomic wave functions of the crystal. These functions are weighted by the factor ei~k·~r, which

modulates the crystal wavefunction as pictured in Fig. 1.5 for a 1D lattice. In case of π electrons

in graphene there are two wavefunctions in the unit cell, namely the two 2pz orbitals, associated

with the two inequivalent carbon atoms A and B. Thus, there will be two functions, φA and φB,

which are formed by combining 2pz orbitals between A and B atoms respectively. Let us place

the origin of our x, y coordinate system in atom A, as illustrated in Fig. 1.4 (a). In this case, we

have

φA(~k, ~R) =
1
√

N

∑
~R

ei~k·~rφA(~r − ~R), ~R = n1 ~a1 + n2 ~a2, (1.25)

where ~a1 and ~a2 are the primitive vectors defined in (1.20). To construct φB we use the same

coordinate system, choosing a vector ~B that connects A atoms to B atoms. The aid of this vector

is necessary because when the summation is performed over ~R, with the origin placed at an A
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atom, only the orbitals of A atoms are summed. The trick of introducing the −~B vector in the

argument of the wavefunction during the summation, changes the summation over A atoms to

the summation over their nearest neighbors B atoms.

φB(~k, ~R) =
1
√

N

∑
~R

ei~k·~rφB(~r − ~B − ~R), ~B =

(
2a
√

3
, 0

)
(1.26)

To obtain the one-electron energy eigenvalues Ei(~k) the secular equation must be solved [20]

|H − ES| = 0. (1.27)

The H and S matrices are the transfer integral matrix and the overlap integral matrix, respec-

tively, whose matrix elements are defined as are defined as

Hi j(~k) = 〈φi|H|φ j〉 , S i j(~k) = 〈φi|φ j〉 , (i, j = 1, ..., n). (1.28)

Thus, both H and S are n× n matrices and the solution to Eq. 1.27 gives all n eigenvalues Ei(~k).

The (2 × 2) transfer integral matrix is obtained by substituting Eq. (1.24) into Eq. (1.28). We

are going to first calculate the diagonal terms,

HAA = 〈φA|H|φA〉 =
1
N

∑
~R, ~R′

ei~k·(~R− ~R′) 〈φA(~r − ~R′)|H|φA(~r − ~R)〉

=
1
N

∑
~R= ~R′

〈φA(~r − ~R′)|H|φA(~r − ~R)〉

+
1
N

∑
~R= ~R′±~ai

e±i~k·~ai 〈φA(~r − ~R′)|H|φA(~r − ~R)〉

+ (terms in which ~R − ~R′ > 2~ai).

(1.29)

The maximum contribution to HAA comes from ~R = ~R′, therefore we are going to neglect the

other terms for simplicity. The crystal Hamiltonian in one electron approximation can be written

as
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H(~r) = −
}

2m
∇2 +

∑
i

Uatomic,i(~r) + ∆Ui(~r) i = A, B where

Uatomic,A(~r) = Uatomic,A(~r + ~R); ∆UA(~r) = ∆UA(~r + ~R)

Uatomic,B(~r) = Uatomic,B(~r + ~B + ~R); ∆UB(~r) = ∆UB(~r + ~B + ~R).

(1.30)

The functions Uatomic,i and ∆Ui(~r) are the potential energy functions associated with the inter-

action between the electron and the carbon atoms (A and B), and the correction to that energy

at that position, respectively. The ∆Ui term contains all corrections to the atomic potential to

reproduce the full periodic potential of the crystal. The functions φi(~k,~r) are well localized at

the atomic positions, with its amplitude being very small when ~r exceeds a distance of the order

of the lattice constant. Therefore the first term of Eq. 1.29 yields:

1
N

∑
~R= ~R′

〈φA(~r − ~R′)|H|φA(~r − ~R)〉 =

1
N

∑
~R= ~R′

∫
φA(~r − ~R′)HφA(~r − ~R)d~r = ε∗2pz

(1.31)

where each integral has only an appreciable value on the vicinity of each atom. Note that ε∗2pz
is

not simply the electron energy for the free carbon atom, because the Hamiltonian contains the

∆Ui terms. We can use the same approximations to get that HBB = ε∗2pz
. For the off-diagonal

matrix elements we are going to consider only the three nearest neighbor B atoms relative to an

A atom. The relative positions between the central atom A and the three nearest neighbors B

are denoted by ~δ1, ~δ2, and ~δ3. Following these definitions, the off-diagonal matrix elements HAB

are evaluated as

HAB = 〈φA|H|φB〉

=
1
N

∑
~R, ~R′

ei~k·(~R− ~R′) 〈φA(~r − ~R′)|H|φB(~r − ~B − ~R)〉

=
1
N

∑
~R= ~R′±~δi

ei~k·~Ri 〈φA(~r − ~R′)|H|φB(~r − ~R)〉, i = 1, 2, 3

= γ(ei~k· ~δ1 + ei~k· ~δ2 + ei~k· ~δ3) = γ f (~k).

(1.32)

where γ is the nearest neighbor transfer integral. In the graphene case, γ has the form

γ = 〈φA(~r − ~R′)|H|φB(~r − ~R + ~δi)〉 , i = 1, 2, 3. (1.33)

Substituting the relative coordinates of the nearest neighbors ( ~δ1, ~δ2, and ~δ3), f (~k) is evaluated

to
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f (~k) = eikx
a√
3 + 2e−ikx

a
2
√

3 cos
kya
√

3
. (1.34)

Since H is Hermitian (H = H†), we have HBA = HAB
∗, where the symbol ∗ stands for the

complex conjugate. To calculate the overlap integral matrix S, we use the fact that S AA = S BB =

1, assuming that |φA〉 and |φB〉 are normalized. To calculate the off-diagonal elements of S we

can repeat the same method used to obtain Hi j. In this case, we have S AB = s f (~k) = S BA
∗ with

s = 〈φA(~r − ~R)|φB(~r − ~R + ~δi)〉 , (i = 1, 2, 3). (1.35)

The final form of the matrices H and S are

H =

 ε∗2pz
γ f (~k)

γ f (~k) ε∗2pz

 , S =

 1 s f (~k)

s f (~k) 1

 . (1.36)

Solving the Secular Equation (1.27), with H and S being given by Eq. 1.36, the eigeinvalues

E(~k) are obtained as a function of ~k = (~kx, ~ky)

E(~kx, ~ky) =
ε∗2pz
± γw(~k)

1 ∓ sw(~k)
, (1.37)

with the function w(~k) given by:

w(~k) = | f (~k)|2 =

√
1 + 4cos

√
3kxa
2

cos
kya
2

+ 4 cos2
kya
2
. (1.38)

The solution with + signs in the numerator and − sign in the denominator gives the π bonding

energy band, while the other solution gives the π∗ anti-bonding energy band. A plot of the en-

ergy dispersion relation throughout the first Brillouin zone of graphene is displayed in Fig. 1.6

(b). Figure 1.6 (c) shows the energy dispersion relations along the high symmetry axes along

the perimeter of the triangle ΓKM. The tight binding method is not sufficient to completely

determine electronic structures of crystals because the parameters ε∗2pz
, γ and s need to be de-

termined either from first principle calculations or experimentally. Here we use the parameters

ε∗2pz
= 0 eV,γ = −3.033 eV and s = 0.129 [20].
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Figure 1.6: (a) Graphene lattice in real space. (b) The energy dispersion plot of π electrons
in graphene over the first Brillouin Zone. (c) The energy dispersion along the high symmetry
directions along the ΓKM trajectory. (d) The Dirac Cone near the K(K

′

) points. Figure taken
from [25].

Since there are two π electrons per unit cell, for undoped graphene the lower π band is com-

pletely occupied. The upper π∗ and the lower π bands touch each other at the K points, through

which the Fermi energy passes. The density of states at the Fermi level is zero, therefore

graphene is a zero-gap semiconductor. This comes from the symmetry requirement that the two

carbon atoms at sites A and B are equivalent to each other. If the A and B sites had different

atoms such as B and N, which is the case for boron nitride, the site energy ε∗2pz
would be dif-

ferent for B and N, and therefore the calculated energy dispersion would show an energy gap

between π and π∗ bands [20]. The energy dispersion close to the K point is exhibited in Fig.

1.6 (d). Note that the energy dispersion around this point takes the form of a cone, called the

Dirac Cone. The linear dispersion of the π electrons around the K point is the responsible for

the remarkable optical and transport properties of graphene.

1.3 Vibration modes in Graphene

In Sec. 1.2 we described the electronic structure of graphene. In this section we are going to

study the dynamics of the graphene lattice within the harmonic approximation. We will use
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a force-constant model to obtain the eigenfrequencies ω(~k) of the normal modes, where ~k is

in the first Brillouin Zone. As a result, we will obtain the phonon dispersion relation of ω(~k)

along high symmetry directions of the BZ. The concept of phonon is associated with quantum

mechanics and will be explained at the end of this section. Until that point, our approach lies

completely within classical theory, with all “quantumness” hidden in the spring constants.

1.3.1 Dynamical matrix

The equilibrium position of the ith atom in a lattice is given by the lattice vector ~Ri, while its

instantaneous position of it is represented by ~R′ i. We start by writing the Lagrangian in the

harmonic approximation:

L =
1
2

∑
i

mi

∣∣∣∣∣ ~̇R′i ∣∣∣∣∣2 − 1
4

∑
i, j

K(i j)
∣∣∣∣~R′ i − ~R′ j − ∆~Ri j

∣∣∣∣2,∆~Ri j = ~Ri − ~R j. (1.39)

Here mi is the mass of the ith atom and K(i j) is the force constant tensor between the ith and jth

atoms, which is represented by a 3 × 3 matrix. The sum over j is taken, in principle, over all

neighbors of the ith atom in the lattice.

It is useful to define the relative displacement of the ith atom ~u
(
~Ri

)
or, in a more condensed

notation, ~ui = ~R′ i − ~Ri. Using this notation we have

~R′ i − ~R
′

j = ~ui−~u j +
(
~Ri − ~R j

)
= ~ui − ~u j + ∆~Ri j

and ~̇R
′

i = ~̇ui.
(1.40)

By substituting 1.40 intto 1.39 we get the Lagrangian expressed in terms of the relative dis-

placements on the form

L =
1
2

∑
i

mi

∣∣∣~̇ui

∣∣∣2 − 1
4

∑
i, j

K(i j)
∣∣∣~ui − ~u j

∣∣∣2. (1.41)

From the Euler-Lagrange equation, we obtain the equation of motion for the displacement of

the ith coordinate
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mi~̈ui =
∑

j

K(i j)
(
~u j − ~ui

)
(i = 1, ...n), (1.42)

where n is the number of atoms in the unit cel. The sum over j is usually taken over only a few

neighbor distances relative to the ith site, which for graphene has been carried out up to the 4th

nearest-neighbor interactions [20].

A travelling wave is one solution to Eq. 1.42, thus a more general solution can be chosen by

representing ~ui as a superposition of traveling waves with polarization ~uk. In other words, we

can perform a Fourier transform of the displacement of the ith atom with the wave number ~k to

obtain the normal mode displacements ~u(i)
~k

~ui =
1
√

N

∑
~k

e−i
(
~k·~Ri−ωt

)
~u(i)
~k

or ~u(i)
~k

=
1
√

N

∑
~Ri

ei
(
~k′ ·~Ri−ωt

)
~ui, (1.43)

where the sum is taken over all N wave vectors ~k in the first Brillouin zone, with N being the

number of unit cells in the solid. The crucial point is to understand that the travelling wave 1.43

is not simply a mathematical solution to the differential equation 1.42, but it actually represents

a collective motion of all atoms in the lattice. This can be clearly seen in Fig. 1.7 , which

represents a normal mode associated with a travelling wave with wave vector k. If one fix their

attention to a single position ~Ri, the displacement of the atom at that position ~ui, describes an

harmonic motion as the wave passes trough it. Now if one pay attention to different positions in

the lattice, what will be seeing is that each atom is moving up and down performing an harmonic

oscillation, although the overall result is a collective motion, along the horizontal direction in

this case, consisting of a normal mode.

Taking the second derivative of ~ui in Eq. 1.43, and assuming the same eigenfrequencies ω for

all ~ui, we have ~̈ui = −ω2~ui. The substitution of this relation in Eq. 1.42 yelds

∑
j

K(i j) − miω
2(~k)

∑
~k

e−i~k·~Riu(i)
~k

=
∑

j

K(i j)
∑

k

e−i~k·~R j~u( j)
~k
. (1.44)

Next, if we multiply both sides of Eq. 1.44 by ei~k′ ·~Ri , and perform a summation on ~Ri, we get
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Figure 1.7: Normal mode associated with a travelling wave.

∑
j

K(i j) − miω
2(~k)

∑
~k

∑
~Ri

ei
(
~k′−~k

)
·~Riu(i)

~k

=
∑

j

K(i j)
∑

k

∑
~Ri

ei
(
~k′−~k

)
·~Riei~k·

(
~Ri−~R j

)
~u( j)
~k
.

(1.45)

Now we use the orthogonality condition in the continuum ~k space [20]

∑
~Ri

ei
(
~k′−~k

)
·~Ri

= Nδ~k′~k, (1.46)

to have

∑
j

K(i j) − miω
2(~k)I

 u(i)
~k
−

∑
j

K(i j)e~k·∆Ri ju( j)
~k

= 0, (i = 1, .., n), (1.47)

where I is the 3 × 3 identity matrix. Remember that our unit cell has n atoms. Let us develop

Eq. 1.47 for the atom i = 1:

20



∑
j

K(1 j) − m1ω
2(~k)I

 u(1)
~k
−

(
K(11)e0u(1)

~k
+ K(11′)e~k·∆R11′u(1′)

~k
+ ...

)
−

(
K(12)e~k·∆R12u(2)

~k
+ K(12′)e~k·∆R12′u(2′)

~k
+ ...

)
+ ... −

(
K(1n)e~k·∆R1nu(n)

~k

+ K(1n′)e~k·∆R1n′u(n′)
~k

+ ...
)

(1.48)

The summation inside each parenthesis is taken for equivalent atoms. It means that the coordi-

nates ~R1 and ~R1′ differ only by a lattice vector. In fact, because the j and j′ sites are equivalent

to each other, we can show that u j
~k

is equal to u j′

~k
. To prove this we go back to the definition of

u j
~k

in Eq. 1.43:

~u( j′)
~k

=
1
√

N

∑
~R j′

ei
(
~k·~R j′−ωt

)
~u j′ , ~R j − ~R j′ =

3∑
i=1

ni~ai

=
1
√

N

∑
~R j−

∑
ni~ai

ei
(
~k·~R j−ωt

)
~u(
~R j−

∑
ni~ai

) e
(
−i~k·

∑
ni~ai

)︸     ︷︷     ︸
1

=
1
√

N

∑
~R j

ei
(
~k·~R j−ωt

)
~u j = ~u( j)

~k
.

(1.49)

It is important noticing that, in (1.51), the wavevector k can be written as a linear combination

of primitive reciprocal vectors, that is, ~k =
∑3

i=1 ni~bi, ~bi being a basis vector and ni an integer.

Here we have used the property ai · b j = 2πδi j. Thus we can rewrite Eq. 1.48 as


∑

j

K(1 j) − m1ω
2(~k)I

 − (
K(11)e0 + K(11′)e~k·∆R11′ + ...

) u(1)
~k

−

(
K(12)e~k·∆R12 + K(12′)e~k·∆R12′ + ...

)
u(2)
~k

+ ... −
(
K(1n)e~k·∆R1n

+ K(1n′)e~k·∆R1n′ + ...
)
u(n)
~k
,

(1.50)

Equation 1.50 can now be written in a more compact form as

D11u(1)
~k

+ D12u(2)
~k

+ ... + D1nu(1)
~k

= 0. (1.51)
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If we proceed developing Eq. 1.47 for each i atom in the unit cell, we will obtain n simultaneous

equations similar to Eq. 1.51 :

D11u(1)
~k

+ D12u(2)
~k

+ ... + D1nu(n)
~k

= 0

D21u(1)
~k

+ D22u(2)
~k

+ ... + D2nu(n)
~k

= 0

. .

. .

. .

Dn1u(1)
~k

+ Dn2u(2)
~k

+ ... + Dnnu(n)
~k

= 0

(1.52)

Since each variable ~ui is a 3-component vector, we have a set of 3n equations for 3n unknown

variables u~k =t
(
u(1)
~k
, u(2)

~k
, ...u(n)

~k

)
where t denotes the transpose. Therefore Equation 1.47 can be

formally written as follows by defining a (3n × 3n) matrix, called the dynamical matrix D(~k) of

the system

D(~k)u~k = 0. (1.53)

In order to obtain the non-trivial eigenvectors u~k , 0 and eigenfrequencies ω(~k) we must solve

the secular equation DetD(~k) = 0 for a given ~k vector. It is convenient to divide the dynamical

matrix D(~k) into smaller (3 × 3) matrices Di j(~k), (i, j = 1, ..., n). By generalizing Equation 1.50,

Di j(~k) can be expressed as

Di j(~k) =

∑
j”

K(i j”) − miω
2(~k)I

 δi j −
∑

j′
K(i j′)e~k·∆Ri j′ , (1.54)

where the sum over j′′ runs for all neighbor sites from the ith atom, and the sum over j′ runs

over those sites which are equivalent to the jth atom [20].

1.3.2 Phonon dispersion relations in Graphene

In graphene there are two inequivalent atoms in the unit cell, A and B, therefore we must con-

sider six coordinates u~k, or six degrees of freedom, in Eq. 1.53. Therefore, in order to obtain
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the eigenfrequencies ω2(~k), therefore the phonon dispersion relations, we must solve the secular

equation for a 6 × 6 matrix. The dynamical matrix D is written in terms of the 3 × 3 matrices

DAA, DAB, DBA and DBB

D =

DAA DAB

DBA DBB

 , (1.55)

with each Di j matrix given by Eq. 1.54. Therefore, to define the dynamic matrix 1.55, we need

prior information about the force constant tensor K(i j) which represents the interaction between

i and j atoms. Lets set i = A and j = B to construct the DAB matrix element. In this case, the

first term of Eq. 1.54 vanishes since i , j , and the matrix will be constructed by adding the

product of the constant tensorK(AB′) with the phase factor ei~k·∆~RAB′ , where the sum ranges over all

equivalent B atoms. So, let us fix an A atom and look for its interactions with its first neighbors

as illustrated in Fig. 1.8 (a), and verify which of these are A − B′ interactions (represented by

K(AB′)). In Fig. 1.8 (a) they correspond to interactions of A atom with the first, third, and fourth

neighbors represented, respectively, by open circles, open squares, and open hexagons.

Figure 1.8: First-neighbor atoms in a graphene plane, considering up to the 4th nearest neighbors for
(a) an A atom, and (b) a B atom at the center of the solid circles. The circles connect the same neighbor
atoms and are drawn as guides to the eye. From the 1st to the 4st neighbor atoms, they are represented
by open circles, solid squares, open squares, and open hexagons, respectively. Figure taken from [20].

To obtain the DAA matrix element we set i = j = A. In this case, we must consider both terms in

Eq. 1.54. Since the summation in the first term is taken over all neighbor sites from the A atom,

there will be contributions from all first 4th nearest neighbors in Fig. 1.8 (a) to this term. The

second term will contain contributions only from the equivalent A atoms, that is, the second
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neighbors. The DBB and DBA matrix elements can be obtained in a similar fashion, by fixing the

B atoms and looking for its interactions with its first neighbors, as illustrated in Fig. 1.8 (b).

The remaining problem is to construct the force constant tensorK(i j). First we consider the force

constant between an A atom and a nearest-neighbor B1 atom, both of them lying on the x-axis

as shown in Fig. 1.9.

Figure 1.9: Force constants between the A and B1 atoms on a graphene sheet. The interaction is repre-
sented by the components of the force constant tensor φr, φti and φto for the nearest-neighbor atoms in
the radial (bond-streching), in-plane, and out-of plane tangential (bond-bending) directions, respectively.
B2 and B3 are the nearest neighbors equivalent to B1, whose force constant tensor is obtained by rotation
of the system. Figure taken from [20].

For the coordinate system defined in Fig. 1.9, the force constant tensor can be written in a

diagonal form as

KAB1 =


φ(1)

r 0 0

0 φ(1)
ti 0

0 0 φ(1)
to ,

 (1.56)

where φ(n)
r , φti, andφto represent the force constant parameters in the radial (bond-straching),

in-plane and out-of-plane tangential (bond-bending) directions of the nth nearest neighbors, re-

spectively [20]. The graphene plane is in the xy plane, and the radial direction corresponds to the

direction of the σ bonds. The two tangential directions (y and z) are taken to be perpendicular

to the radial direction. The corresponding phase factor exp (i~k · ∆~Ri j) becomes exp(−i kxa/
√

3)

for the B1 atom at (a/
√

3, 0, 0).

The force constant matrices for the two other nearest-neighbor atoms, B2 and B3 are obtained

by rotating the system. Thus, according to the rules for a second-rank tensor we have
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KA,Bα = U−1
α K

A,B1U, (α = 2, 3) (1.57)

where the unitary matrix Uα is here defined as a rotation matrix around the z axis in Fig. 1.9,

taking the B1 atom into the Bα atom,

Uα =


cos θα sin θα 0

− sin θα cos θα 0

0 0 1,

 (1.58)

As an example, the force constant matrix for the B2 atom at (−a/(2
√

3), a/2, 0), with U2 evalu-

ated at θ2 = 2π/3, is given by

KAB2 =
1
4


φ(1)

r + 3φ(1)
ti

√
3
(
φ(1)

ti − φ
(1)
r

)
0

√
3
(
φ(1)

ti − φ
(1)
r

)
3φ(1)

r + φ(1)
ti 0

0 0 φ(1)
to

 , (1.59)

and the corresponding phase factor is exp(−ikxa/(2
√

3) + ikya/2).

To calculate the phonon dispersion relations for graphene, the interaction between two nearest-

neighbor atoms is not sufficient to reproduce the experimental results, and we generally need

to consider contributions from long-distance forces, such as from the nth neighbor atoms, (n =

1, 2, 3, 4, ...) [20]. The values for the force constants φn [26] are obtained by fitting experimental

data over the Brillouin zone, as for example from inelastic neutron scattering or electron energy

loss spectroscopy measurements along the ΓM direction [26, 27].

Table 1.1: Force constants parameters for graphene obtained experimentally in units of 104

dyn/cm [26]. The subscripts r, ti, and to refer to radial, transverse in-plane and transverse out-
of-plane, respectively.

Radial Tangential

φ(1)
r = 36.50 φ(1)

ti = 24.50 φ(1)
to = 9.82

φ(2)
r = 8.80 φ(2)

ti = −3.23 φ(2)
to = −0.40

φ(3)
r = 3.00 φ(3)

ti = −5.25 φ(3)
to = 0.15

φ(4)
r = −1.92 φ(4)

ti = 2.29 φ(4)
to = −0.58
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In Fig. 1.10 the phonon dispersion curves for graphene are shown using the set of force con-

stants depicted in Table 1.1. The three phonon branches with null frequency at the Γ point of

the Brillouin zone correspond to the three acoustic modes, namely the out of plane, the in-plane

tangential (bond-bending), and the in-plane radial modes listed in order of increasing energy,

along the ΓM of ΓK directions. The remaining three branches correspond to the optical modes,

one out of plane and two in plane.

Figure 1.10: Phonon dispersion in graphene along the high-symmetry directions in the Brillouin zone.
Figure taken from [28].

Thus far, everything we did lies within the scope of classical mechanics. However an accu-

rate description of the motion of the lattice requires quantum mechanical considerations. For

instance there is a quantum mechanical analog for the classical lattice wave described by Eq.

1.43, and it is called a phonon. As expected, the energy carried by this excitation is quantized,

as a single phonon of angular frequency ω carries energy ~ω [29].

1.4 The electron-phonon interaction

Having studied both the electronic and phonon dispersion relations of graphene, the next step

is to understand how these particles interact, and which phenomena arises from this interaction.

Such an understanding will be needed when studying the Raman effect in graphene. Even

though the assumptions made during the calculations in this section do not strictly hold for

graphene, the qualitative analysis is still important to give some insight into the electron-phonon

interaction. The electron-phonon interaction is the responsible for the scattering of electrons by

phonons, which constitutes a major step in a Raman process. Besides, phenomena such as the

Khon anomaly and the renormalization of the phonon frequency play important roles in the

Raman Spectrum of graphene.
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1.4.1 The residual electric field

The best way to picture the origin of the electron-phonon interaction is to start by considering

a vibration of a lattice of unscreened ions. We then allow the electron gas to flow into the re-

gions of compression in order to restore the electrical neutrality of the system on a macroscopic

scale. However, an increase in the local density of electrons must be balanced by extra kinetic

energy according to the uncertainty principle. Therefore, these regions exhibit a lower electric

potential energy and a higher kinetic energy for the electrons. The opposite is true for regions

of decompression, where the decrease in the local density of electrons is balanced by a decrease

in the kinetic energy resulting in a higher electric potential energy and lower kinetic energy for

the electrons. In a more careful treatment, the electron gas would not completely screen the

electric field of the ions, and they would not be able to restore the electrical neutrality of the

system. Instead, the electrons would flow until the sum of the electric potential energy and the

kinetic energy became uniform. There would then be a residual electric field tending to restore

the ions to their equilibrium positions. The action of this residual electric field on the electrons

that gives rise to the electron-phonon interaction [29].

1.4.2 The Fröhlich Hamiltonian

The interaction of phonons with electrons is a complicated subject and the more complex the

system is, the more difficult its mathematical treatment will be. In order to illustrate the main

consequences of the interaction between phonons and electrons, in this section we shall consider

our system to be a simple metal in which, the ions interact with each other and with the electrons

only through a short-range screened potential. By making use of the second-quantized notation,

the unperturbed Hamiltonian of our material system is

H0 =
∑
~k

E~k c†
~k

c~k +
∑
~q,~s

~ω~q,~s a†
~q,~s a~q,~s (1.60)

with c†
~k

and a†
~q,~s (c~k and a~q,~s) being the creation (annihilation) operators creating (annihilating)

an electron in the state characterized by the wave vector ~k, and a phonon with wave vector ~q

and polarization ~s, respectively. Next, we add the interaction Hamiltonian HI of the electrons

with the screened ions. We assume that the potential due to a particular ion in a given position

depends only on the distance from the center of the ion, assumption known as the rigid-ion
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approximation.In this scenario, the perturbative Hamiltonian assumes the form

HI =
∑
~k,~k′ ,l

〈~k|V(~r − (~l + ~yl))|~k
′

〉 c†
~k

c~k′

=
∑
~k,~k′ ,l

ei(~k
′
−~k)·(~l+~yl)V~k−~k′ c†

~k
c~k′

V~k−~k′ =
1
Ω

∫
ei(~k

′
−~k)·~rV(~r)d~r

(1.61)

with Ω being the volume of the solid, ~l and ~yl the equilibrium position and the displacement

from the equilibrium position of the ion, respectively. Here V(~r) is the potential due to a single

ion at the origin. Note that we are adopting plane wave exp i(~k · ~r) solutions as the eigenstates

of the unperturbed electrons. With the assumption that the displacement ~yl of the ion (whose

equilibrium position is ~l) is sufficiently small to lead (~k − ~k
′

) · ~yl � 1, we can write

ei(~k
′
−~k)·~yl ' 1 + i(~k − ~k

′

) · ~yl

=1 + iN−1/2(~k − ~k
′

) ·
∑
~q

ei~q·~l ~yq.
(1.62)

Where we used that

~yl = N−1/2
∑
~q

ei~q·~l ~yq. (1.63)

Here, Eq. 1.63 is the quantum analog of Eq. 1.43 and arises when solving the motion of

the lattice in a quantum mechanical approach. Notice that, unlike Eq. 1.43, there is no time

dependent term in this equation, which resembles a static wave solution. This is the underlying

assumption behind the adiabatic Born-Oppenheimer approximation (ABO) which, as we shall

see in Sec. 3.2.2, does not hold for graphene. However, we are going to use ABO to get some

important results that will enable a better understanding of the electron-phonon interaction.

Back to our analysis,the perturbative Hamiltoninan HI can be split in two parts,

HI = HBloch + Hep, (1.64)

with HBloch being the periodic potential of the stationary lattice, which is independent of the

lattice displacements, and Hep the electron-phonon interaction Hamiltonian.. For HBloch we

have

HBloch =
∑
~k,~k′ ,~l

ei(~k
′
−~k)·~lV~k−~k′c

†

~k
c~k′ . (1.65)
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Now recall that a summation on the form
∑
~l exp i(~q · ~l) vanishes unless ~q is equal to some ~g, a

vector of the reciprocal lattice, in which case the sum is equal to N, the total number of atoms.

Thus ∑
~k,~k′ ,~l

ei(~k
′
−~k)·~l =

∑
~k,~k′ ,~l

δ~k′−~k,~g ei(~k
′
−~k)·~l = N

HBloch = N
∑
~k,~g

V−~g c†
~k−~g

c~k.
(1.66)

The electron-phonon Hamiltonian is given as

Hep = iN−1/2
∑
~k,~k′ ,~l,~q

ei(~k
′
−~k+~q)·~l(~k

′

− ~k) · ~y~q V~k−~k′ c†
~k

c~k′

= iN1/2
∑
~k,~k′

(~k
′

− ~k) · ~y~k−~k′V~k−~k′c
†

~k
c~k′ .

(1.67)

Again, we made use of the property of summation over ~l: it vanishes unless ~k
′

− ~k + ~q = ~g.

Next, we express ~y~k−~k′ in terms of the creation and annihilation operators, a result that comes

from the quantum treatment of the motion of the crystal:

~y~q =

(
~

2Mω~k−~k′ ,~s

)1/2

~s
(
a†
−~q,~s + a~q,~s

)
(1.68)

Inserting Eq. 1.68 into Eq. 1.67 we get the expression for the Electron-Phonon interaction

Hamiltonian,

Hep = i
∑
~k,~k′ ,~s

(
N~

2Mω~k−~k′ ,~s

)1/2

(~k
′

− ~k) · ~s V~k−~k′ (a
†

~k′−~k,~s
+ a~k−~k′ ,~s)c

†

~k
c~k′ . (1.69)

For the sake of simplicity we shall assume the phonon spectrum to be isotropic, that is, the

phonons will be either longitudinally or transversely polarized. With this assumption only the

longitudinal modes, for which ~s is parallel to ~k
′

−~k, are considered in Hep. We shall also neglect

the effects of HBloch. After this simplifications we are left with the Fröhlich Hamiltonian,

H =
∑
~k

E~kc
†

~k
c~k +

∑
~q

~ω~qa†
~qa~q +

∑
~k,~k′

M~k~k′
(
a†
−~q + a~q

)
c†
~k
c~k′ , (1.70)

where the electron-phonon matrix element is defined as

M~k~k′ = i
(

N~
2Mω~q

)1/2 ∣∣∣∣~k′ − ~k∣∣∣∣ V~k−~k′ , (1.71)
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Figure 1.11: Diagrams representing the interaction terms in the Frohlich Hamiltonian. The
electron is scattered from state ~k

′

to state ~k either by (a) emission of (b) absorption of a phonon.
Figure from [29].

with the phonon wavenumber ~q, reduced to the first Brillouin zone, equals to ~k − ~k
′

.

We can think of the electron-phonon Hamiltonian Hep as composed of two parts, terms involv-

ing a†
−~qc†

~k
c~k′ and terms involving a†

~qc†
~k
c~k′ . These may be represented by the diagrams shown in

Figs. 1.11 (a) and 1.11 (b), respectively. In the first diagram we have an electron scattered from

state ~k
′

to state ~k by emission of a phonon with wavenumber ~k
′

− ~k. In the second diagram the

electron is scattered from state ~k
′

to state ~k by absorption of a phonon of wavenumber ~k − ~k
′

[29].

1.4.3 Renormalization of the phonon frequencies and the Khon Anomaly

In order to determine how the electron-phonon interaction affects the phonon spectrum, we

must use Perturbation Theory to calculate the energy of the system described by the Fröhlich

Hamiltonian. The first two terms of the Fröhlich Hamiltonian 1.70 are the unperturbed terms,

while the Hep term represents the perturbation. The energy up to second order in Hep is

E = E0 + 〈φ|Hep|φ〉 + 〈φ|Hep(E0 −H0)−1Hep|φ〉 (1.72)

with E0 being the unperturbed energy of the state |φ〉 having n~q phonons in the longitudinally

polarized mode ~q and n~k electrons in state ~k, |φ〉 = |n~q, n~k〉. Since the components of Hep act on

|φ〉 either to create or destroy one phonon, the resulting wavefunction must be orthogonal to |φ〉,

therefore the first-order term vanishes from this expression. The second-order term is
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E2 = 〈φ|
∑
~k,~k′

M~k~k′
(
a†
−~q + a~q

)
c†
~k
c~k′ (E0 −H0)−1

×
∑
~k′′ ,~k′′′

M~k′′~k′′′

(
a†
−~q′

+ a~q′
)

c†
~k′′

c~k′′′ |φ〉

= 〈φ|
∑

~k,~k′ ,~k′′ ,~k′′′

M~k~k′M~k′′~k′′′
[
a†
−~qc†

~k
c~k′ (E0 −H0)−1 + a~qc†

~k
c~k′ (E0 −H0)−1

]
(
a−~q′c

†

~k′′
c~k′′′ + a†

~q′
c†
~k′′

c~k′′′
)
|φ〉 .

(1.73)

By developing this expression, we have

E2 =
∑

~k,~k′ ,~k′′ ,~k′′′

M~k~k′M~k′′~k′′′ 〈φ|
(
a†
−~qc†

~k
c~k′ (E0 −H0)−1a†

−~q′
c†
~k′′

c~k′′′ +

a†
−~qc†

~k
c~k′ (E0 −H0)−1a~q′c

†

~k′′
c~k′′′ + a~qc†

~k
c~k′ (E0 −H0)−1a†

−~q′
c†
~k′′

c~k′′′

+ a~qc†
~k
c~k′ (E0 −H0)−1a~q′c

†

~k′′
c~k′′′

)
|φ〉

(1.74)

The first and the fourth term inside the parenthesis in Eq. 1.74 vanish because the creation

(annihilation) operators act twice on |φ〉 resulting in a wavefunction orthogonal to |φ〉. Besides,

the second and third terms will vanish unless ~k
′′′

is equal to ~k, and ~k
′′

is equal to ~k
′

. Thus the

contribution from the second order term is

E2 = 〈φ|
∑
~k,~k′

∣∣∣M~k~k′
∣∣∣2 [

a†
−~qc†

~k
c~k′ (E0 −H0)−1a−~qc†

~k′
c~k

+ a~qc†
~k
c~k′ (E0 −H0)−1a†

~qc†
~k′

c~k |φ〉 ,
(1.75)

where we used M~k′~k = M~k~k′
∗. The first term in brackets in Eq. 1.75 can be represented as

in Fig. 1.12 (a). An electron is first scattered from the state ~k to ~k
′

with the absorption of a

phonon of wavenumber −~q = ~k
′

− ~k. The factor (E0 −H0)−1 then measures the amount of time

the electron is allowed to stay in the intermediate state ~k
′

by the Uncertainty Principle. In the

situation illustrated in Fig. 1.12 (a), the energy difference between the initial and intermediate

states is E~k + ~ω−~q − E~k′ , so a factor of (E~k + ~ω−~q − E~k′ )
−1 is considered. The electron is then

scattered back into its original state ~k with the re-emission of a phonon. The second term in Eq.

1.75 can be represented by Fig. 1.12 (b). An electron is first scattered from state ~k to state ~k
′

by

emission of a phonon of wavenumber ~q = ~k − ~k
′

. In this case a factor of (E~k − (~ω~q + E~k′ ))
−1 is

attained.

We can rewrite Eq. 1.75 in terms of the occupation numbers n~k and n~q, and by making use

of the commutation and anticommutation relations of the creation/annihilation operators for
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Figure 1.12: These interactions contribute to a second-order correction to the energy of the
electron-phonon system in perturbaion theory. Figure from [29].

bosons and fermions. For electrons (fermions) we have,

c†
~k
c~k = n~k, c~kc

†

~k
= (1 − n~k)

{c~k, c
†

~k
} = 1, {c~k, c

†

~k′
} = 0, {c~k, c~k′ } = 0.

(1.76)

For phonons (bosons) we have,

a†
~qa~q = n~q, a~qa†

~q = (1 + n~q), [a~q, a
†

~q] = 1. (1.77)

Thus Eq. 1.75 can be rewritten as

E2 =
∑
~k,~k′

∣∣∣M~k~k′
∣∣∣2 〈n~k(1 − n~k′ )〉

(
〈n−~q〉

E~k + ~ω−~q − E~k′
+

〈n~q + 1〉
E~k − (~ω~q + E~k′ )

)
. (1.78)

It may be assumed that ω~q = ω−~q, so that in equilibrium 〈n~q〉 = 〈n−~q〉. The term 〈n~kn~k′n~q〉

cancels by symmetry. Thus Eq. 1.78 can be rearranged to find,

E2 =
∑
~k,~k′

∣∣∣M~k~k′
∣∣∣2 ( [〈n~kn~q〉 +���

��: 0
〈n~kn~k′n~q〉](E~k − E~k′ − ~ω~q)

(E~k − E~k′ )2 − (~ω~q)2

+
[〈n~kn~q〉 + 〈n~k���

���
�: 0

〉 − 〈n~kn~k′n~q〉 − 〈n~kn~k′ 〉](E~k − E~k′ + ~ω~q)
(E~k − E~k′ )2 − (~ω~q)2

)
E2 =

∑
~k,~k′

∣∣∣M~k~k′
∣∣∣2 〈n~k〉 [ 2〈n~q〉(E~k − E~k′ )

(E~k − E~k′ )2 − (~ω~q)2 +
1 − 〈n~k′ 〉

E~k − E~k′ − ~ω~q

] (1.79)

Finally the energy corrected to second order is on the form

E = ~ω~q〈n~q〉 +
∑
~k,~k′

∣∣∣M~k~k′
∣∣∣2 〈n~k〉 [ 2〈n~q〉(E~k − E~k′ )

(E~k − E~k′ )2 − (~ω~q)2 +
1 − 〈n~k′ 〉

E~k − E~k′ − ~ω~q

]
(1.80)
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Figure 1.13: An alternative way of representing Figure 1.12 (a). In this picture the phonon
spends part of its time as a virtual electron-hole pair. Figure from [29]

The effect of the electron-phonon interaction on the phonon spectrum is contained in the term

proportional to 〈n~q〉 in Eq. 1.80 [29]. We identify the perturbed phonon energy, ~ωp
~q , with the

energy required to increase 〈n~q〉 by unity, so

~ωp
~q =

∂E

∂〈n~q〉

= ~ω~q +
∑
~k

∣∣∣M~k~k′
∣∣∣2 2〈n~k〉(E~k − E~k′ )

(E~k − E~k′ )2 − (~ω~q)2

(1.81)

If we neglect the phonon energy in the denominator, compared to the electron energies, we have

~ωp
~q ≈ ~ω~q −

∑
~k

2
∣∣∣M~k~k′

∣∣∣2 〈n~k〉
(E~k − E~k′ )

(1.82)

with ~k
′

= ~k−~q. There is a nice interpretation of the origin of this change in phonon frequency if

we redraw Fig.1.12(a) in the form of Fig. 1.13. In the latter, the first interaction is represented

not as the scattering of an electron but as the creations of an electron-hole pair. Thus it is

possible to interpret that it is the fact that the phonon decay into an electron-hole pair that

modifies its energy.

An important consequence of Eq. 1.82 occurs in metals when ~q approaches the diameter 2~kF

of the Fermi surface. Let us suppose ~q to be in the x-direction and evaluate ∂~ωp
~q/∂qx. If we

neglect the variation of M~k~k′ with ~q we get

∂~ωp
~q

∂qx
=

∑
~k

2
∣∣∣M~k~k′

∣∣∣2 〈n~k〉
(E~k−~q − E~k)2

∂E~k−~q
∂qx

=
∑
~k

2
∣∣∣M~k~k′

∣∣∣2 〈n~k〉4m
~2

kx − q

[q2(2kx − q)]2 .

(1.83)

Thus the term [q(2kx − q)]2 causes a logarithmic divergence when the summation is performed

whenever q = 2kF . The kink in the spectrum when q = 2kF constitutes the Khon anomaly.
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Figure 1.14: Representation of the two phonons ~q = Γ (a) and ~q = ~K (b) that can connect two
electronic states at the Fermi surface in graphene. Figure from [32].

Kohn anomalies will occur when there is only one reciprocal lattice vector ~KL such that the

vector ~q connecting two states ~K1 and ~K2, both at the Fermi surface, lies in the First Brillouin

Zone [30], that is

~q = ~k2 − ~k1 + ~KL. (1.84)

In graphene, the Fermi “surface” is formed by the six K points. There are two possible ~q

vectors connecting two electronic states at the Fermi surface according to Equation 1.83: ~q = Γ,

connecting equivalent states as in Fig. 1.14 (a) and ~q = ~K connecting inequivalent states as in

Fig. 1.14 (b). Therefore, Khon anomalies can occur in Graphene for ~q = Γ or ~q = ~K [31].
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Chapter 2

Raman Spectroscopy

2.1 Raman Theory: a quantum approach

The Raman effect is the inelastic scattering of light by matter. In this work we will keep our

focus on the light scattering by solids. There are two possibilities for this phenomena, either

the incident light looses energy to the medium or it gains energy from it. The first possibility

gives rise to the so called Stokes component of the scattered light, while the last one gives the

anti-Stokes component.

If the incident light has a frequency ωI , each scattered photon of the Stokes component has a

lower frequency ωS . This frequency downshift is related to a gain in energy ~ω~q by the sample,

where

ω~q = ωI − ωS . (2.1)

The reason of the subscript ~q will soon be explained. Likewise, each scattered photon of the

anti-Stokes component has a higher frequency ωAS with a loss in energy (by the same amount)

~ω~q by the sample, where
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Figure 2.1: Schematic representation of a typical spectrum of scattered light. Left: The Stokes
components, lower frequencies. Center: The elastic component of scattered light. Right: The
anti-Stokes components, higher frequencies. Figure taken from [33].

ω~q = ωAS − ωI . (2.2)

A typical spectrum of the scattered ligh is represented in Fig. 2.1. As explained in section

1.3, the energy ~ω~q is quantized and represents the energy of the phonon which represents a

quantum of vibration (a normal mode) of the lattice.

This brief introduction gives a clue that we will need Quantum Mechanics to get a broad un-

derstanding of the Raman effect. As a matter of fact we will need the full machinery of time

dependent perturbation theory to describe the Raman scattering process. Thus the main goal

of this chapter is to provide a complete discussion of Raman scattering through the Quantum

Mechanics point of view.

2.1.1 The cross section

Since Raman is a light-scattering process we must start by defining a central parameter in any

scattering process in physics, which is the scattering cross section σ. For that, we will keep our

focus to the Stokes component of the scattered light. The scattering cross section is a measure

of the likelihood of a scattering event to occur, and is the main meeting point of experiment with

theory [33]. In the scope of ligh-scattering phenomena, the cross section is defined as the rate

at which energy is removed from an incident photon beam by the scattering medium, divided

by the rate at which energy in the incident photon beam crosses a unit area perpendicular to its

propagation direction [34]. It has units of area and the bigger σ is, the greater is the probability

of a scattering event to occur.
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In that sense

σ =
~ωI

τĪI
. (2.3)

Here ĪI is the surface power density with units of energy/ (time × area), ωI is the angular fre-

quency of the incident beam, and 1/τ is the transition rate at which the whole scattering process

take place. Therefore the product of these last two quantities gives the rate at which energy

(carried by the photons with frequency ωI) is removed by the system by creation of phonons.

The quantity 1
τ

is a fundamental parameter in order to understand the Raman Intensities and it

can be theoretically obtained via Time Dependent Perturbation Theory.

2.1.2 The scattering process

As explained in Sec. 2.1, in order to obtain a theoretical expression for σ we need to calculate

the transition rate, 1/τ. The transition is caused by an interaction of matter with an external field.

Since the external fields are sufficiently weak and have an explicit time dependence, their effect

can be handled within the framework of time-dependent perturbation theory. The unperturbed

wavefunctions will serve as a basis for describing the perturbed system. The calculation will be

carried out for a one-phonon Stokes process.

Let us define our system as the scattering medium plus the radiation interacting with it. The

Hamiltonian of the whole system is then composed of four parts [35]:

H = Hm + Hr + Her + Hep. (2.4)

Here Hm is the scattering medium Hamiltonian, Hr is the radiation field Hamiltonian, Her

is the electron-radiation interaction Hamiltonian, and Hep is the electron-phonon interaction

Hamiltonian. The form of Hep was detailed in Sec. 1.4 and for our purposes it is sufficient to

say that Her is equal to the electric-dipole interaction Hamiltonian. The total Hamiltonian can

then be written as:

H = H0 + HI , (2.5)

37



Figure 2.2: Schematics showing the one-phonon Stokes Raman process in a medium. The upwards ar-
row |i〉 → |a〉 represents the absorption of a photon with frequency ωi and the creation of an electron-hole
pair through an electron-radiation interaction. The downward arrow |a〉 → |b〉 represents the electron los-
ing energy to the lattice by creation of a phonon of frequency ω~q through an electron-phonon interaction.
The downward arrow |b〉 → | f 〉 represents the emission of a photon with angular frequency ωs by re-
combination of the electron-hole pair through an electron-photon interaction. The horizontal lines do not
correspond to the electronic levels. Figure adapted from [36]

where H0 = Hm +Hr is the unperturbed Hamiltonian, and HI = Her +Hep is the Hamiltonian

of the perturbation.

Let us define the initial state |i〉 as the state before the scattering process take place. This state,

as well as every other intermediate state is an eigenstate of H0 and is specified by: the number

of the incident and scattered photons with frequencies ωi and ωs, respectively; the number of

phonons and the electronic wavefunction. In the initial state |i〉, there are ni(ωi) and ni(ωs)

incident and scattered photons at the frequencies ωi and ωs respectively, n~q phonons, and we

can designate the state function of the electron as ψi. The state |i〉 can be represented as:

|i〉 = |ni(ωi), ns(ωs), n~q, ψi〉 . (2.6)

The final state | f 〉 has ni(ωi)−1 incident photons, ns(ωs)+1 scattered photons and n~q+1 phonons,

while the electron state remains unchanged, ψi = ψ f . Since the electrons remain unchanged, at

first sight one could reason that this scattering process does not involve electrons at all, and that

the photons are directly scattered by phonons through a photon-phonon interaction Hamiltonian.

The strength of this interaction, however, is very weak unless the photons and phonons have a

comparable frequency [34]. When visible light is used to excite Raman scattering, the photons

couple to electrons via the electron-radiation interaction Hamiltonian Her. The scattering then

proceeds in three steps:
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1. The incident photon excites the medium into an intermediate state |a〉 via Her and creates

an electron-hole pair.

2. The electron-hole pair is scattered into other intermediate state |b〉 by creating a phonon

via Hep.

3. The electron-hole pair in |b〉 recombines via Her with the emission of the scattered pho-

ton.

The intermediate states |a〉 and |b〉 are in principle virtual states. In perturbation theory, virtual

states are described by a linear combination of the electron eigenstates of the system with a large

energy uncertainty and a small lifetime to compensate for the uncertainty principle [28]. If any

of the intermediate states happens to be a real electronic state, then we have the phenomena of

resonance.

Thus electrons mediate the Raman scattering of light by phonons, although they remain un-

changed after the process. Since the transitions involving electrons are virtual, they do not

have to conserve energy, although they still have to conserve wave vectors [34]. The whole

aforementioned process is illustrated in Fig. 2.2, and the four states involved are described as:

|i〉 = |ni(ωI), ns(ωs), n~q, ψi〉

|a〉 = |ni(ωI) − 1, ns(ωs), n~q, ψa〉

|b〉 = |ni(ωI) − 1, ns(ωs), n~q + 1, ψb〉

| f 〉 = |ni(ωI) − 1, ns(ωs) + 1, n~q + 1, ψi〉 .

(2.7)

The respective eigenenergies are

H0 |i〉 = Ei |i〉 =
(
ni~ωI + ns~ωs + n~q~ω~q + Ev

)
|i〉

H0 |a〉 = Ea |a〉 =
(
(ni − 1)~ωI + ns~ωs + n~q~ω~q + Ea

c

)
|a〉

H0 |b〉 = Eb |b〉 =
(
(ni − 1)~ωI + ns~ωs + (n~q + 1)~ω~q + Eb

c

)
|b〉

H0 | f 〉 = E f | f 〉 =
(
(ni − 1)~ωI + (ns + 1)~ωs + (n~q + 1)~ω~q + Ev

)
| f 〉 ,

(2.8)

where Ev and Ec are the energies of the electron in the valence and conduction bands respec-

tively. Now that we have a clear picture of the whole scattering process with all associated state
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vectors, energies and Hamiltonians specified, we are ready to calculate the transition rate 1/τ

using the Schrödinger representation.

2.1.3 Time-dependent Perturbation Theory

We start our analysis by considering our system to be represented by a pure state |φ(t)〉 at a time

t, which can be determined by the action of the time evolution operator on the initial state |φ(t0)〉

at a time t0, that is,

|φ(t)〉 = exp(−iH (t − t0)/~) |φ(t0)〉 , (2.9)

where H is given by Eq. 2.5. Our goal is to determine the probability of finding the system in

a specific state |ψ f 〉 by performing a measurement at instant t. The state |ψ f 〉 is an eigenstate of

H0 with energy ~ω f ,

H0 |ψ f 〉 = ~ω f |ψ f 〉 . (2.10)

Since our system is represented by a pure state, the probability that a measurement at time t will

find the system in state | f 〉 is given by

| 〈 f |φ(t)〉 |2 = | 〈 f |exp(−iH (t − t0)/~)|φ(t0)〉 |2, (2.11)

where |φ(t)〉 is defined in Eq. 2.9. We then consider that at t = t0, there is no perturbation, which

is “turned on” after that instant. The presence of the perturbation term HI in the Hamiltonian

causes | 〈 f |φ(t)〉 |2 to differ in general from | 〈 f |φ(t0)〉 |2. The difference is physically described

as being due to the occurrence of transitions induced by the interaction of radiation with the

medium during the time interval t − t0.

Let us consider that at t0 the system is at state |i〉. The probability of transition from state |i〉 to

state | f 〉 is then
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| 〈 f |exp(−iH (t − t0)/~)|i〉 |2 (2.12)

The transition rate from state |i〉 to state | f 〉 is equal to the time derivative of this probability.

Experimentally, transitions to a range of final states are observed simultaneously, therefore it is

appropriate to define the transition rate as [34]:

1
τ

=
d
dt

∑
f

| 〈 f |exp(−iH (t − t0)/~)|i〉 |2 (2.13)

where the sum is taken over all possible eigenstates | f 〉.This is our central equation, but the

way it is presented in (2.13) is not useful for calculations. It can be made more useful if we

expand the time-evolution operator exp (−iH (t − t0)/~) in a series of powers of the matrix

elements of HI . The matrix elements of the perturbed Hamiltonian,(or the energies involved),

are small compared to the energies of the unperturbed system, therefore the series expansion of

the transition rate can be expected to converge rapidly. However this expansion is not entirely

straightforward because

exp(−iH (t − t0)/~) , exp(−iH0(t − t0)/~)exp(−iHI(t − t0)/~) (2.14)

and the reason is that H0 and HI do not commute [34](remember that the argument of the ex-

ponentials are operators, therefore the exponentials must be handled with care). This difficulty

is overcome if we find a way to express exp (−iH (t − t0)/~) in recursive way ,with the H op-

erator appearing on both sides of the equality, so that the expansion can be performed via an

iteration process. We start by the identity

exp (iH0t/~) H1exp (−iH t/~) = i~
d
dt

[
exp (iH0t/~) exp (−iH t/~)

]
. (2.15)

The identity is easily proved by explicit differentiation on the right side and with use of Equation

(2.5). There is a slight trick here that should be elucidated. When differentiating the exponential
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whose argument is an operator, one may place the argument of the exponential either to the right

or to the left. Here is in an example:

d
dt

exp(iH t/~) =
i
~

exp(iH t/~)H =
i
~
H exp(iH t/~). (2.16)

And the reason is that the operators H and exp(iH t/~) do commute. Therefore one can place

the argument according to their convenience. Integrating both sides of Eq. 2.15 with respect to

time yields

∫ t

t0
exp(iH0t1/~)HIexp(−iH t1/~)dt1

=i~
[
exp(iH0t/~)exp(−iH t/~) − exp(iH0t0/~)exp(−iH t0/~)

]
,

(2.17)

which can be rearranged in order to express exp (−iH (t − t0)/~) in a recursive way as

exp (−iH t/~) = exp (−iH0t/~)
[
exp (iH0t0/~) exp (iH t0/~)

−
i
~

∫ t

t0
exp (iH0t1/~) HI exp (−iH t1/~) dt1

]
.

(2.18)

Notice that, in Eq. 2.18 the time-evolution operator has a dependence on t0. However, under

steady-state conditions, the transition rate given by Eq. 2.13 is expected to be independent of

both t and t0 [34]. Thus, in order to ensure that the system has reached the steady state condition

by the time t, we assume that t0 is a time in the infinitely remote past, t0 → −∞. Now if we

consider that HI was ”turned on” at time t0, the sudden application of the interaction to the

system could lead to transient effects that would increase the complexity of the problem. We

can solve this by inserting a factor exp(εt) in the perturbed Hamiltonian HI ,

HI →HIexp(εt), (2.19)

where ε is a small parameter that is made to tend to zero in the final expressions for the transi-

tions rates. With this substitution, instead of an “off-on” interaction, we consider it as having

been gradually built up, starting from t = −∞. This will avoid transient effects.

42



Substituting (2.19) into (2.18) and noting that HI is now zero at t0 → −∞, Eq. 2.18 becomes

exp (−iH t/~) = exp (−iH0t/~)[
1 −

i
~

∫ t

−∞

exp (iH0t1/~) HIexp(εt1) exp (−iH t1/~) dt1

]
.

(2.20)

Next, the right-hand side of Eq. 2.20 can be developed as a power series in HI by iteration. The

process goes as follows; we set an initial value for H on the argument of exponential on the

right side of Eq. 2.20, then after integration we will obtain a new expression for exp (−iH t/~).

We then insert this new expression into the right side of Eq. 2.20 again to obtain a new ex-

pression for the time-evolution operator and so on. In this way we are able to obtain a series

expansion in ascending orders of HI that will be used to calculate 1/τ. The scattering process

we described in Sec. 2.1.2 is a third-order process, therefore we are interested in the third-order

term of the expansion (third order perturbation). The process is simple but laborious and we are

going to fully develop it, from the zeroth order up to the third order. We just need the first term,

(the zeroth order), to start the iteration and obtain expressions for higher-order terms.

Thus far everything we did is rigorous. The approximation comes when we set an expression

for the zeroth order term as follows.

Zeroth order

The zeroth order in HI is obtained by setting H = H0, yielding

exp(−iH t/~) = exp(−iH0t/~) (2.21)

This term leads to a matrix element

〈 f |exp(−iH t/~)|i〉 = 〈 f |exp(−iH0t/~)|i〉 = exp(−iω0t) 〈 f |i〉 = 0, (2.22)

since, as discussed in Sec. 2.1.2, | f 〉 and |i〉 are distinct eigenstates. Therefore the zero-order

contribution to the transition rate is null.

First order

The first order term in HI is obtained by replacing the zero-order term (2.21) with exp (−iH t/~)

in the right hand side of Eq. 2.20.
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The expansion up to first order is now

exp(−iH t/~) = zero-order term+

−
i
~

exp(−iH0t/~)
∫ t

−∞

exp (iH0t1/~) HI exp (εt1) exp (−iH0t1/~) dt1.
(2.23)

The contribution of the first order term to the matrix element is obtained by “sandwiching” the

second term of Eq. 2.23 between states | f 〉 and |i〉, yielding:

〈 f | −
i
~

exp(−iH0t/~)
∫ t

−∞

exp (iH0t1/~) HI exp(εt1) exp (−iH0t1/~) dt1|i〉

= −
i
~

exp(−iω f t1/~) 〈 f |HI |i〉
∫ t

−∞

exp(iωt1 + εt1 − iωit1)dt1

=
〈 f |HI |i〉
~

exp(εt − iωit)
(iε + (ωi − ω f ))

.

(2.24)

Here the exp(−iH0t/~) operator has acted on the ket |i〉, and exp(iH0t/~) has acted on the bra

〈 f |, , both interactions taking place inside the integral. Outside the integral, we have the action

of the exp(−iH0t/~) operator upon the bra 〈 f |. The transition rate, according to Eq. 2.13 is

1
τ

=
d
dt

∑
f

| 〈 f |HI |i〉 |2

~2

exp(2εt)
(ωi − ω f )2 + ε2

=
2
~2

∑
f

| 〈 f |HI |i〉 |2
ε exp (2εt)

(ωi − ω f )2 + ε2 .

(2.25)

Now as planned before, we take the limit of ε → 0. The exponential exp (2εt) tends to unity

and the limit of the remaining term in ε has the form of the delta distribution [34]:

lim
ε→0

ε exp(2εt)
(ωi − ω f )2 + ε2 = πδ(ωi − ω f ). (2.26)

The final expression is then

1
τ

=
2π
~2

∑
f

| 〈 f |HI |i〉 |2δ(ωi − ω f ), (2.27)
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broadly known as the Fermi’s golden rule, which applies only to first-order radiative processes.

Second order

The second order term is obtained by substituting the first order expansion of exp (−iH t/~)

(2.23) in (2.20) and replacing t with t1 and t1 with t2 in the right-hand side of Eq. 2.20. The

expansion up to second order is then

exp(−iH t/~) = zero-order term + first-order term

−
1
~2 exp(−iH0t/~)

∫ t

−∞

exp(iH0t1/~)HI exp(εt1) exp(−iH0t1/~)dt1∫ t1

−∞

exp(εt2) exp(iH0t2/~)HI exp(−iH0t2/~)dt2

(2.28)

The contribution of the second-order term to the matrix element is

− 〈 f |
1
~2 exp(−iH0t/~)

∫ t

−∞

∫ t1

−∞

exp(iH0t1/~)HI exp(εt1) exp(−iH0t1/~)

exp(iH0t2/~) exp(εt2)HI exp(−iH0t2/~)dt2dt1 |i〉 .
(2.29)

In order to reduce Eq. 2.29 to a more compact form we make use of the closure theorem

∑
a

|a〉 〈a| = I, (2.30)

where the summation runs over all eigenstates of H0. The Identity must then be inserted be-

tween the two HI operators in Eq. 2.29

−
∑

a

〈 f |
1
~2 exp(−iH0t/~)

∫ t

−∞

∫ t1

−∞

exp(iH0t1/~)HI exp(εt1) exp(−iH0t1/~)

|a〉 〈a| exp(iH0t2/~) exp(εt2)HI exp(−iH0t2/~)dt2dt1 |i〉 ,

(2.31)

where the summation was interchanged with the integrals. The matrix element can now be

evaluated, paying close attention to whether the operator is acting on a bra or on a ket:
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matrix element = −
1
~2

∑
a

exp(−iω f t) 〈 f |HI |a〉 〈a|HI |i〉∫ t

−∞

∫ t1

−∞

exp(iω f t1 + ε1 − iωa(t1 − t2) + εt2 − iωit2)dt2dt1

=
∑

a

〈 f |HI |a〉 〈a|HI |i〉
~2

exp(2εt − iωit)(−i)
(ωi − ωa + iε)(ωi − ω f ) + 2εi

.

(2.32)

Since ε is an arbitrary small quantity, we are allowed to make the substitution 2ε → ε in Eq.

2.32. The transition rate becomes

1
τ

=
d
dt

∑
f

∣∣∣∣∣∣∣∑a

〈 f |HI |a〉 〈a|HI |i〉
(ωi − ωa + iε/2)

∣∣∣∣∣∣∣
2

exp(2εt)
(ωi − ω f )2 + ε2

=
2
~4

∑
f

∣∣∣∣∣∣∣∑a

〈 f |HI |a〉 〈a|HI |i〉
(ωi − ωa + iε/2)

∣∣∣∣∣∣∣
2

ε exp (2εt)
(ωi − ω f )2 + ε2 .

(2.33)

The quantity outside of the squared modulus is the same as the calculated for the first-order

contribution and by taking the ε → 0 limit we will get the Dirac delta distribution from it. The

term iε/2 in the denominator should be kept as a damping term, which becomes important for

those cases where ωi = ωa (resonance). For simplicity ε is going to be redefined as ε/2→ ε.

The transition rate correct to second order is

1
τ

=
2π
~4

∑
f

∣∣∣∣∣∣∣∑a

〈 f |HI |a〉 〈a|HI |i〉
(ωi − ωa + iε)

∣∣∣∣∣∣∣
2

δ(ωi − ω f ). (2.34)

Third order

Finally, for the third order term we must substitute the second-order expansion of exp (−iH t/~)

(2.28) in (2.20), replacing t with t1, t1 with t2, and t2 with t3 in the right-hand side of Eq. 2.20 to

have
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exp(−iH t/~) = zero-order + first-order term + second-order term

+
i
~3 exp(−iH0t/~)

∫ t

−∞

exp(iH0t1/~)HI exp(εt1) exp(−iH0t1/~)∫ t1

−∞

exp(iH0t2/~)HI exp(εt2) exp(−iH0t2/~)
∫ t2

−∞

exp(iH0t3/~)HI

exp(εt3) exp(−iH0t3/~)dt3dt2dt1.

(2.35)

In order to obtain the contribution of the third-order term to the matrix element we are going to

use the closure theorem again, but now the Identity is going to be inserted twice, between each

pair of the HI operators.

i
~3

∑
a,b

〈 f | exp(−iH0t/~)
∫ t1

−∞

∫ t2

−∞

∫ t3

−∞

exp(iH0t/~)HI |b〉 〈b| exp(εt1)

exp(−iH0(t1 − t2)/~)HI |a〉 〈a| exp(εt2) exp(−iH0(t2 − t3)/~)HI

exp(εt3) exp(−iH0t3/~) |i〉 dt3dt2dt1.

(2.36)

Again, we should take great care on whether the operator acts on a ket or a bra, and after

performing these operations we get

∑
a,b

exp(−iω f t/~)
〈 f |HI |b〉 〈b|HI |a〉 〈a|HI |i〉 (i)

~3

∫ t1

−∞

∫ t2

−∞

∫ t3

−∞

exp
(
iω f t1

+ εt1 − iωb(t1 − t2) + εt2 − iωa(t2 − t3) + εt3 − iωit3

)
dt3dt2dt1

=
∑
a,b

exp(−iω f t/~)
〈 f |HI |b〉 〈b|HI |a〉 〈a|HI |i〉

~3

i exp(3εt − iωit)
(i[ωa − ωi] + ε)

1
(i[ωb − ωi] + 2ε)(i[ω f − ωi] + 3ε)

.

(2.37)

Next, we substitute 3ε → ε to get the expression for the transition probability (2.12) corrected

to third-order ∑
f

| 〈 f | exp(−iH t/~)|i〉 |2

=
∑

f

∣∣∣∣∣∣∣∑a,b 〈 f |HI |b〉 〈b|HI |a〉 〈a|HI |i〉
(ωi − ωa + iε/3)(ωi − ωb + i2ε/3)

∣∣∣∣∣∣∣
2

exp(2εt)
(ωi − ω f )2 + ε2

.

(2.38)
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The transition rate (2.13) is

1
τ

=
d
dt

∑
f

| 〈 f | exp(−iH t/~)|i〉 |2

=
∑

f

∣∣∣∣∣∣∣∑a,b 〈 f |HI |b〉 〈b|HI |a〉 〈a|HI |i〉
(ωi − ωa + iε/3)(ωi − ωb + i2ε/3)

∣∣∣∣∣∣∣
2

2 exp(2εt)
(ωi − ω f )2 + ε2

.

(2.39)

If we take the limit as ε→ 0, keeping the damping terms, we have

1
τ

=
∑

f

2π
~2

∣∣∣∣∣∣∣∑a,b 〈 f |HI |b〉 〈b|HI |a〉 〈a|HI |i〉
(ωi − ωa + iε1)(ωi − ωb + iε2)~2

∣∣∣∣∣∣∣
2

δ(ωi − ω f ). (2.40)

We can also express Eq. (2.40) in terms of the energy using the relation E = ~ω :

1
τ

=
∑

f

2π
~2

∣∣∣∣∣∣∣∑a,b 〈 f |HI |b〉 〈b|HI |a〉 〈a|HI |i〉
(Ei − Ea + iε1)(Ei − Eb + iε2)

∣∣∣∣∣∣∣
2

δ(Ei − E f ). (2.41)

It is clear from Eq. 2.41 that energy must be conserved at the end of the process, due to the

presence of the Diract delta distribution at the right side of the square modulus. Next, if we

replace HI with Her + Hep we get

〈a|HI |i〉 = 〈a|Her|i〉 +���
��:0

〈a|Hep|i〉

〈b|HI |a〉 =���
���:0

〈b|Her|a〉 + 〈b|Hep|a〉

〈 f |HI |b〉 = 〈 f |Her|b〉 +���
���:0

〈 f |Hep|b〉.

(2.42)

Substituting these matrix elements into Eq. 2.41 yields

1
τ

=
∑

f

2π
~2

∣∣∣∣∣∣∣∑a,b
〈 f |Her|b〉 〈b|Hep|a〉 〈a|Her|i〉
(Ei − Ea + iε1)(Ei − Eb + iε2)

∣∣∣∣∣∣∣
2

δ(Ei − E f ). (2.43)
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The energy differences in the denominator can be evaluated with the eigenenergies given in

(2.8) as

(Ei − Ea) = ~ωI + Ev − Ea
c = ~ωI − ~ωeh

(Ei − Eb) = ~ωI − ~ω~q + Ev − Eb
c = ~ωI − (~ω~q + ~ωeh)

(Ei − E f ) = ~ωI − (~ωs + ~ωq)

(2.44)

where ~ωeh is the energy required to create the electron-hole pair, which is equal to the dif-

ference between the energy of the electron in the conduction and the valence bands. We can

then rewrite Eq. 2.43 using the results of (2.44) and insert the result in Eq. (2.3) to get the

cross-section:

σ =
~ωI

I0

∑
f

2π
~2

∣∣∣∣∣∣∣∑a,b
〈 f |Her|b〉 〈b|Hep|a〉 〈a|Her|i〉

(~ωI − ~ωeh + iε1)(~ωI − (~ω~q + ~ωeh) + iε2)

∣∣∣∣∣∣∣
2

δ[~ωI − (~ωs + ~ωq)].

(2.45)

Eq. 2.45 is our final expression for the cross section of a one-phonon Raman Stokes process,

which is described as a third-order process in time-dependent perturbation theory. We could ex-

tend this procedure for scattering processes of higher orders, such as the scattering of electrons

by two phonons, or one phonon and one defect, both of which are fourth-order processes. In

that case, after doing all the calculation, we will get the expression for the cross section as

σ =
~ωI

I0

∑
f

2π
~2

∣∣∣∣∣∣∣∑a,b,c 〈 f |HI |c〉 〈c|HI |b〉 〈b|HI |a〉 〈a|HI |i〉
(Ei − Ea + iε1)(Ei − Eb + iε2)(Ei − Ec + iε3)

∣∣∣∣∣∣∣
2

δ(Ei − E f ). (2.46)

2.1.4 Feynman diagrams for Raman scattering

In Secs. (2.1.2-2.1.3) we assumed a particular order of the events in the scattering process.

However, one should take into account all possible sequences of events in order to calculate

the transition rates correctly. Feynman diagrams are useful for keeping track of various pro-

cesses that may occur in an inelastic scattering process that annihilates or creates an excitation

[28]. The Feynman diagrams that describes one-phonon Raman Stokes scattering processes are

represented in Fig. 2.3. The rules for drawing Feynman diagrams are [37]:
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Figure 2.3: Feynman diagrams for the six possible processes that contribute to one-phonon Raman
Stokes scattering. Figure adapted from [37].

• Excitations such as photons, phonons and electron-hole pairs are represented by lines(or

propagators).These propagators can be labeled with properties of the excitations such as

their wave vectors, frequencies, and polarizations.

• The interaction between two excitations is represented by an intersection of their prop-

agators. This intersection is known as vertex and is sometimes highlighted by a symbol

such as filled circle or an empty square which specifies the type of the interaction.

• Propagators are drawn with an arrow to indicate whether they are created or annihilated

in an interaction. Arrows pointing toward a vertex represent excitations which are anni-

hilated. Arrows pointing away from the vertex are created.

• When there are several interactions, they are always assumed to proceed sequentially

from the left to the right as a function of time.

• Once a diagram has been drawn for a certain process, other possible process are derived

by permuting the time order in which the vertices occur in the diagram.
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The process described in previous sections is represented by Fig. 2.3 (a). Since there are

three vertices representing the time ascending electron-radiation, electron-phonon and electron-

radiation interactions, if we permute the time order of the events there will be six other possible

process in total. The transition rate 1/τ due to all six diagrams is obtained by adding the their

individual contributions considering the order of the events:

1
τ

=
2π
~

∣∣∣∣∑
a,b

〈 f |Her(ωs)|b〉 〈b|Hep|a〉 〈a|Her(ωI)|i〉
(~ωI − ~ωeh)(~ωI − (~ω~q + ~ωeh))

+
〈 f |Hep|b〉 〈b|Her(ωs)|a〉 〈a|Her(ωI)|i〉

(~ωI − ~ωeh)(~ωI − (~ωs + ~ωeh))

+
〈 f |Her(ωI)|b〉 〈b|Hep|a〉 〈a|Her(ωs)|i〉
(~ωs − ~ωeh)(−~ωs − (~ω~q + ~ωeh))

+
〈 f |Hep|b〉 〈b|Her(ωI)|a〉 〈a|Her(ωs)|i〉

(~ωs − ~ωeh)(−~ωs + ~ωI − ~ωeh)

+
〈 f |Hep(ωs)|b〉 〈b|Her(ωI)|a〉 〈a|Hep|i〉
(−~ω~q − ~ωeh)(−~ω~q + (~ωI − ~ωeh))

+
〈 f |Her(ωI)|b〉 〈b|Her(ωs)|a〉 〈a|Hep|i〉

(~ω~q − ~ωeh)(−~ω~q − ~ωs − ~ωeh)

∣∣∣∣2
δ(~ωI − (~ωs + ~ωq)).

(2.47)

When one ore more terms in the denominator of Eq. 2.47 vanishes, we have the phenomena of

resonance which will be exploit in next Chapter.
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Chapter 3

The G stretching mode in graphene

3.1 The G band

Chapter 2 gave us a broad understanding of the Raman process. From now on, we are going to

apply this knowledge to interpret the Raman features of graphene spectrum. Figure 3.1 exhibits

a typical spectrum of monolayer graphene. The two most intense features are the one-phonon

first-order Raman G band at ∼ 1580 cm−1 and the two-phonon second-order 2D (G′) band at

∼ 2700 cm−1. Because the main results of this work are based on the analysis of the G band

in the Raman spectra of double-layer graphene under high-pressure (Chapter 5), this Chapter

is dedicated to this feature. It is important to point out that the Raman spectrum of the double

layer graphene in this work is identical to that of a mono-layer (Fig. 3.1) since the two layers

have no stacking order.

52



Figure 3.1: Raman spectrum of pristine mono-layer graphene using a 514.5 nm excitation laser
line.

The process giving rise to the G band is described by third-order perturbation theory, as de-

scribed in Sec. 2.1.2. The whole process is depicted in Fig. 3.2. It starts when the graphene

system absorbs a photon with energy EI = ~ωI from the incident laser beam, creating an

electron-hole pair, [Fig. 3.2(a)]. This is the first of three steps. Since the energy dispersion

of the electrons is linear in the vicinity of K, there will always be resonant optical transitions

between the valence (π) and conduction (π∗) bands. In order to keep momentum conservation,

the sum of the electron and hole momenta should be equal to the incident photon momentum,
~ke + ~kh = ~kphoton. However, since the incident photon momentum is much smaller than the elec-

tron momentum near K (|~kphoton| ∼ |~ke|×10−4) we can assume that ~ke ∼ −~kh. This characterizes a

vertical transition. The electron and hole are the small dark and white circles with wave vectors
~k0 and −~k0, respectively, in Fig. 3.2 (a).

If we consider that the energy is zero around the Fermi level, the energy of the electrons and

holes after the absorption of the incident photon are Ec
~k0

= ~ωI/2 and Ev
~k0

= −~ωI/2, respec-

tively, due to the symmetry of the electronic dispersion of the π electrons around the K(K′)
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Figure 3.2: G Band scattering process.(a) Creation of the electron-hole pair. Figure adapted
from [35]. (b1) Incident Resonance. Figure adapted from [28].(b2) Scattered Resonance. Figure
adapted from [28].

point. The collection of all electrons and holes able to take part in this process form two circles

(disregarding the trigonal warping effect) centered at the K and K′ points respectively, with the

radius given by k = ~ωI/2A where A =
√

3γa/2 is the slope of the π and π∗ bands near the K

and K′ points [35].

In the second step of the process, the system in state |a〉 is scattered to a state |b〉 by the creation

of a phonon with wave vector ~qphonon. The selection rule for this process is ~qphonon ∼ ~0. In the

third (final) step, the electron then recombines with the hole by the emission of a photon. This

process is represented by Fig. 3.2(b). Notice that the electronic transition between the valence

and conduction bands can be in resonance with either the incident (b1) or scattered (b2) photon.

In either case, one term in the denominator of Eq. 2.45 will diverge.

Figure 3.3 shows the bond-stretching vibration mode giving rise to the G band. This is a double-

degenerated zone-center mode (~qphonon ∼ 0) with E2g symmetry, occurring at the crossing point

between the iTO and iLO branches (Gamma point) at ∼ 1580 cm−1 (see Fig. 1.10).

54



Figure 3.3: Bond stretching vibration mode giving rise to the G band in the Raman spectrum of
graphene. Figure adapted from [38].

3.2 Perturbations to the G band

The strong covalent C − C bonding and the small mass of the carbon atoms is the responsible

for the relatively high Raman frequency of the G band in sp2 carbons in comparison to other

materials, and makes it possible to observe changes on its frequency and line shape under rel-

atively weak perturbations [28]. The aim of this chapter is to study the effects of mechanical

strain, a time-independent perturbation, and charge doping, a time-dependent perturbation, to

the G band.

3.2.1 Time-independent perturbations: mechanical strain

In this section we are going to study the response of graphene’s G band mode under mechanical

strain, in particular to hydrostatic strain caused by a hydrostatic compression. We are going to

develop the theory behind this phenomena and through some assumptions, obtain a numerical

expression for the frequency-pressure rate ∂ωG/∂P.

The Grüneisen parameter

The Grüneisen parameter λι for a quasi-harmonic mode ι of frequency ωι is defined as [39]
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λι = −
∂ lnωι

∂ ln V
=

1
β

∂ lnωι

∂P
with β =

1
V

(
∂V
∂P

)
, (3.1)

where β is the isothermal volume compressibility, and the derivatives are evaluated around

P = 0. Essentially, λ is a measure of how the frequency ω scales with the volume. If λ is

independent of the volume, from Eq. 3.1, we obtain

ω(P)
ω(P0)

=

(
V(P)
V(P0)

)−λν
, (3.2)

where P0 is the initial pressure. In the graphene case, its thickness can be neglected (since it is

a one atom thick material) and the volume V can be replaced by the area A. Moreover, since we

are only concerned about the ratio of areas, Eq. 3.2 can be rewritten as

ω(P)
ω(P0)

=

(
a2(P)
a2(P0)

)−λG

=

(
a(P)
a(P0)

)−2λG

, (3.3)

where a is the lattice parameter of graphene [15]. It should be emphasized that Eq. 3.3 only

holds for hydrostatic compression because, by representing the ratio of the areas as a2(P)/a2(P0),

we are assuming that the strain is isotropic.

G band frequency under strain

Since the G band is a long wavelength (~k ∼ ~0) phonon mode, a phenomenological model can

be used to analyze the effect of strain on it [38, 40]. We start by writing the equation of motion

that describes the C − C bond stretching mode, which gives rise to both, the optical in-plane

transverse optic (iTO), and the longitudinal optical (LO) phonon modes.

mi~̈ui = K(AB)
(
~u j − ~ui

)
, (i, j = A, B) (3.4)

where A and B are the two atoms in the unit cell, and K(AB) is the force constant tensor that

represents the interaction between them. We can reduce the degrees of freedom of this two

body problem from 4 [the displacements are only in the (x − y) plane] to 2 by introducing the

relative displacement coordinate ~u = ~ui − ~u j. With this substitution, Eq. 3.4 becomes [41]
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m~̈u = −K~u, (3.5)

or, in terms of the x, y components

müα = −
∑
β

Kαβuβ, (α, βεx, y) (3.6)

where m is the reduced mass of the two carbon atoms in the unit cell,(which happens to be

equal to the mass of a single carbon atom), and K is the force constant tensor in the relative

displacement coordinates. In the presence of strain, the components of the K tensor can be

expanded in powers of the strain components , εκν, as [38]

Kαβ = K0
α,βδαβ +

∑
κν

∂Kαβ

∂εκν
εκν or

Kαβ = K0
α,βδαβ +

∑
κν

Kαβκνεκν,
(3.7)

where δαβ is the Kronecker delta, Kαβκν is the fourth rank tensor that gives the change in the

elastic constant Kαβ due to the strain component εκν . As studied in Sec. 1.3.1, the travelling

wave exp (−i[~k · ~R − ωt])~u~k (with ~R = ~Ri − ~R j and ~k = 0 for this mode), is a solution to Eq. 3.5

leading ~̈u = −ω2~u. By taking this result into account, and inserting (3.7) into (3.6), we have

mω2uα = mω2
0uα +

∑
β,κ,ν

Kαβκνεκνuβ, (α, β, κ, νεx, y) (3.8)

where we have defined K0
αα = mω2

0, withω0 being the frequency of unstrained graphene. We can

obtain the strain tensor εκν in an arbitrary coordinate system (x, y) by rotating the diagonal strain

tensor in the (l, t) coordinates, where l stands for the phonon propagation direction (longitudinal)

and t its perpendicular direction (transversal).

This operation is evaluated as

 cos θ sin θ

− sin θ cos θ


εtt 0

0 εll


cos θ − sin θ

sin θ cos θ

 (3.9)
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where the angle θ is the angle between ux and the iTO phonon and uy and LO phonon [28].

Thus the strain tensor in the (x, y) basis can be written in terms of εll and εtt asεxx εxy

εyx εyy

 =

εtt cos2 θ + εllsin2 θ sin θ cos θ (εll − εtt)

sin θ cos θ (εll − εtt) εttsin2 θ + εll cos2 θ

 . (3.10)

For α = x, Eq. 3.8 becomes

mω2ux = mω2
0ux +

(
Kxxxxεxx + Kxxxyεxy + Kxxyxεyx + Kxxyyεyy

)
ux

+
(
Kxyxxεxx + Kxyxyεxy + Kxyyxεyx + Kxyyyεyy

)
uy.

(3.11)

Next, can reduce the number of terms in (3.11) by symmetry considerations. Since both Kαβ

and εκν are components of second-rank symmetric tensors, they satisfy Kαβ = Kβα and εκν = ενκ.

It follows that:

Kαβκν = Kαβνκ = Kβανκ = Kβακν, and Kαβκν = Kκναβ, (3.12)

where the latst condition comes from the fact that this fourth-rank tensor is symmetric for the

interchange between the two pair of indices (αβ) and (κν). We can also explore the hexagonal

symmetry of graphene to restrict the number of independent components of Kαβκν to a few,

namely Kxxxx and Kxxyy in the two-dimensional motion and there are three different nonzero

values that can be expressed in terms of these two components, namely Kxxxx = Kyyyy, Kxxyy and

Kxyxy = (Kxxxx − Kxxyy)/2 in this case [28, 42]. The oder Kαβκν components vanish is because

the Kαβκν tensor is invariant under a 2π/3 rotation [28]. Taking into account all these symmetry

considerations, the Kαβκν tensor can be expressed in the matrix form as
Kxxxx Kxxxy Kxxyx Kxxyy

Kxyxx Kxyxy Kxyyx Kxyyy

Kyxxx Kyxxy Kyxyx Kyxyy

Kyyxx Kyyxy Kyyyx Kyyyy


=


Kxxxx 0 0 Kxxyy

0 (Kxxxx − Kxxyy)/2 (Kxxxx − Kxxyy)/2 0

0 (Kxxxx − Kxxyy)/2 (Kxxxx − Kxxyy)/2 0

Kxxyy 0 0 Kxxxx


.

(3.13)

Thus Eq. 3.11 becomes
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m
(
ω2 − ω2

0

)
ux +

(
Kxxxxεxx + Kxxyyεyy

)
ux

−
[(

Kxxxx − Kxxyy

)
εxy

]
uy = 0.

(3.14)

From now on we are going to use the short notation xx = 1, yy = 2, zz = 3, yz = zy = 4,

xz = zx = 5 and xy = yx = 6, whenever we are dealing with four rank tensors. With this

notation, Kxxxx and Kxxyy become K11 and K12, respectively. Besides that , in order to get rid of

the mass m in Eq. 3.14 we define the parameter K̄, as K̄11 = K11/m. With these modifications

we get

[
Λ −

(
K̄11εxx + K̄12εyy

)]
ux −

[(
K̄11 − K̄12

)
εxy

]
uy = 0, (3.15)

with Λ = (ω2−ω2
0). If we repeat the process to α = y in Eq. 3.8, we obtain the following system

of equations

Λ −
(
K̄11εxx + K̄12εyy

)
−

(
K̄11 − K̄12

)
εxy

−
(
K̄11 − K̄12

)
εxy Λ −

(
K̄11εxx + K̄12εyy

)
ux

uy

 =

00
 (3.16)

In order to get the nontrivial solution (ux, uy)t , (0, 0)t, the determinant of the matrix of Eq.

3.16 should be zero. To achieve this condition,we must solve the secular equation

∣∣∣∣∣∣∣ Λ −
(
K̄11εxx + K̄12εyy

)
−

(
K̄11 − K̄12

)
εxy

−
(
K̄11 − K̄12

)
εxy Λ −

(
K̄11εxx + K̄12εyy

) ∣∣∣∣∣∣∣ = 0, (3.17)

with the εκν given by Eq. 3.10. After a long evaluation , the following condition is extracted

from (3.17)

Λ =
(
ω2 − ω2

0

)
=

(K̄11 + K̄12)(ell + ett) ± (K̄11 − K̄12)(ell − ett)
2

. (3.18)

Notice that all sin θ and cos θ terms disappeared during the calculation, a direct consequence of

the in-plane isotropy of the force constants in the graphene lattice [28].

If we consider that the strained and unstrained frequencies are similar (small frequency devi-

ation limit), we can use the approximation (ω2 − ω2
0) = (ω + ω0)(ω − ω0) ∼ 2ω0∆ω, with
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∆ω ≡ (ω − ω0). Within this approximation, Eq. (3.18) can be expressed in terms of the fre-

quency change as

∆ω

ω0
=

K̄11 + K̄12

4ω2
0

(ell + ett) ±
K̄11 − K̄12

4ω2
0

(ell − ett). (3.19)

Next, the hydrostatic and shear components of the strain are defined as

εh =
ell + ett

2
(3.20)

and

εs =
ell − ett

2
, (3.21)

respectively. The Grüneisen parameter defined in Sec. 3.2.1 can now be expressed in terms of

the hydrostatic strain (Eq. 3.20) as [43]

λ = −
1

2ω0

∂ω

∂εh
. (3.22)

By taking the result of the partial derivative of ω as a function of εh in Eq. 3.19, (3.22) becomes

λ = −
K̄11 + K̄12

4ω2
0

. (3.23)

In a similar way, we can also introduce the β parameter as

λ = −
1
ω0

∂ω

∂εs
. (3.24)

With these definitions, Eq. 3.19 can be expressed in a more useful form as

ω = ω0 − 2λω0eh ± βes. (3.25)

For a hydrostatic compression (ell = ett = eh and es = 0) we can express the frequency ω in

terms of the hydrostatic strain as

ω = ω0 − 2λω0eh. (3.26)

As a final step, in order to obtain the frequency as function of the pressure [ω(P)] we must

express eh in terms of the stress on the graphene’s lattice which, in turn, can be obtained from

the strain. The connection between strain and stress is made via elastic constants as shown in

next section.
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A Numerical Value for the Frequency Slope of G Band Frequency with Pressure

From the elasticity theory, the components of the strain tensor eκν can be obtained by

ei j =
∑
k,l

γi jklσkl, (3.27)

where γi jkl is a component of the elastic compliance tensor (or just the elastic tensor) and σkl is

a component of the stress tensor. Equation 3.27 is a generalization of Hook’s law applied to all

materials within the elastic regime (harmonic approximation). It says that each displacement

(strain) component is linearly related to each force (stress) component.

For hydrostatic compression in which the material is subjected to a pressure P, the hydrostatic

stress follows the condition

σi j = −Pδi j, (3.28)

with δi j being a Kronecker delta. This is the key relation that associates the hydrostatic strain

with P. Since graphene is isotropic, we are going to express the hydrostatic strain (3.20) as

eh = (exx + eyy)/2. Using Eq. 3.27, we can express exx in terms of the stress σi j, as:

exx = γxxxxσxx + γxxxyσxy + γxxxzσxz + .... + γxxzzσzz. (3.29)

If the medium is hydrostatic, only the diagonal components of the stress tensor are non null,

that is, the σii components with i ε x, y, z. Therefore, for a hydrostatic case, substituting Eq. 3.28

into Eq. 3.29 yields

exx = −
(
γxxxx + γxxyy + γxxzz

)
P

= − (γ11 + γ12 + γ13) P,
(3.30)

where in the last line we have recalled the condensed notation for fourth rank tensors. We can

proceed in the same way to obtain eyy on the form

eyy = − (γ21 + γ22 + γ23) P. (3.31)
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By taking into account symmetry considerations, γ12 = γ21 [γi jkl is symmetric for the inter-

change of the two sets of two indices (i j) and (kl)], γ11 = γ22 and γ13 = γ23 (graphene is

isotropic) we obtain

eh =
exx + eyy

2
= − (γ11 + γ12 + γ13) P. (3.32)

Substitution of Eq. 3.32 in (3.26) gives the frequency ω as a function of P on the form

ω(P) = ω0 + 2λω0 (γ11 + γ12 + γ13) P, (3.33)

if we consider the effect of compression along the z axis on the in-plane displacements given by

γ13, or

ω(P) = ω0 + 2λω0 (γ11 + γ12) P, (3.34)

if we neglect this contribution. The latter is going to be assumed as a good approximation for

the graphene case.

We are interested on the G band analysis, which is related to the zone-center bond-stretching

mode with E2g symmetry. Therefore, to obtain a numerical expression for the expected G

Band’s frequency shift rate with pressure (∂ωG/∂P) we need the values of the Grüneisen pa-

rameter λ for the G mode and also the elastic constants γ11, γ12. Several works have de-

termined these parameters either experimentally or theoretically for graphene and graphite

[43, 42, 44, 38, 45, 46]. For the G mode, the values of λ range from 1.8 to 2.4 [43]. The

value chosen is 1.8 and it was determined experimentaly from a biaxially strained graphene

bubble [43]. This value was chosen for two reasons: (i) in this experiment, graphene was sub-

jected to a biaxial strain, which is closer to the situation of hydrostatic strain when compared

to uniaxial strain, (ii) there was no graphene-substrate over the bubble. The values for γ11 γ12

were taken from Reference [46] as 10−3 GPa−1 and −0.12x10−3 GPa−1, respectively.

Inserting the aforementioned values in Eq. 3.34, and adopting the G band frequency of un-

strained graphene as 1582cm−1, we get ∂ωG/∂P = 5cm−1GPa−1, which is in close agreement to

the pressure slope of ∼ 5cm−1GPa−1 and (5.6 − 5.9) cm−1GPa−1 obtained experimentally for an

unsupported mixture of graphene flakes of different thicknesses and for single layer graphene,

respectively [14].
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3.2.2 Time-Dependent Perturbations: Charge Doping

In this section we are going to study the effect of charge doping on the G band frequency. The

subject will be addressed through different approaches: (i) a more qualitative one via Khon

anomaly and, (ii) a more quantitative one through the results of time-dependent perturbation

theory. The latter approach shows that the standard approximation to treat interactions between

electrons and phonons, the so called adiabatic Born-Oppenheimer approximation (ABO), fails

when applied to doped graphene. The outcome of both approaches is a blueshift in ωG with

increasing doping, which is confirmed by experimental results [47, 48].

Kohn anomaly in doped graphene

The effect of charge doping on graphene can be probed experimentally through the fabrication of

field-effect transistors (FET) based on mono- or few-layer graphene [49, 50, 51, 48]. By tuning

the FET gate voltage (Vg) it is possible to dope graphene by adding an extra surface electron or

hole charge. In a FET-based experiment, graphene can be doped up to a charge concentration of

3× 1013cm−2 [49, 50, 51], which corresponds , in the monolayer case, to a 0.2% valence charge

variation. The resulting chemical-bond modification could induce a variation of bond-lengths

and phonon-frequencies of the same order, which can be probed experimentally.

As studied in Sec. 1.4.3, the Kohn anomaly is the frequency softening of a phonon mode of

wave vector ~q that is able to connect two states ~k1 and ~k2, both at the Fermi surface, such that

~q = ~k2 − ~k1 + ~KL, where ~KL is a reciprocal lattice vector. In graphene, Khon anomalies can

occur for phonon modes at the Gamma point (~q = 0), which includes the E2g mode giving rise

to the G band. The presence of Kohn anomalies in graphene is considerably enhanced, leading

to a variation on the optical phonon-frequencies which is much larger than the 0.2% expected

in conventional systems [52]. By doping graphene, the change in the Fermi surface moves the

Khon anomaly away from ~q = Γ. As a consequence, we can expect a stiffening of the G mode

with doping [47]. This is indeed observed experimentally [47, 48] and the calculation for the

variations on ωG in doped graphene is carried out in the next Section.
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Breakdown of the adiabatic Born-Oppenheimer (ABO) approximation in graphene

The adiabatic Born-Oppenheimer approximation (ABO) has been the standard ansatz to de-

scribe the interaction between electrons and nuclei or lattice vibrations since the early days of

quantum mechanics [53, 54]. This approximation assumes that the lighter electrons adjust adia-

batically to the motion of heavier nuclei, or heavier ions in case of lattice vibrations, remaining,

at any time, in their instantaneous ground state. ABO is well justified when the energy gap

between ground and excited electronic states is larger then the energy scale of the ion motion.

The E2g phonon is a dynamical perturbation described by a time-dependent lattice displace-

ment ~u = ~u0 cos(ωGt) oscillating at the G Band frequency. Within ABO, it is assumed that at

any given moment t, the electrons are in the adiabatic ground state of the instantaneous band

structure. However, the period of the G Band oscillation is ∼ 3 fs, which is much smaller

than typical electron-momentum relaxation times τm (owing to impurity, electron-electron, and

electron-phonon scattering with non-zero momentum phonons). In fact, τm of a few hundred

femtoseconds is deduced from the electron mobility in graphene, and similar values have been

experimentally extracted from ultrafast spectroscopy in graphite [47]. As a consequence, the

excited electrons do not have enough time to relax their momenta and reach the instantaneous

adiabatic ground state, as assumed in ABO. Therefore doped graphene is a rare example where

this approximation fails [52].

To associate the changes in the G mode frequency with doping, we first need to know graphene’s

electronic structure in the presence of the E2g phonon mode. In graphene, the electronic bands

near the high-symmetry K(K
′

) points are well described by a Dirac-like dispersion E(~k, π∗) =

~vF |~k| for the π∗ anti-bonding energy band, and E(~k, π) = −~vF |~k| the π bonding energy band.

Here, ~k is the electron momentum measured from the K point, and vF is the Fermi velocity

(~vF = 5.52eVÅ, as obtained from density functional theory DFT [31]). The Dirac point is

defined by the crossing of these conic bands and coincides with K, as in Fig. 3.4 (a). The E2g

phonon in graphene consists of an in-plane displacement of the carbon atoms in the unit cell by

a vector ±~u/
√

2, as in Fig. 3.4 (d). The periodic motion of the atoms in real-space is mirrored

into an identical motion of the Dirac-points in reciprocal space. The bands are still described

by a cone, with the Dirac points shifted from K by a vector ~s, as illustarted in Figs. 3.4 (b,c).

By considering the effects of electron-phonon interactions, DFT calculations predict that the

dependence of the electronic bands on ~u can be described as:

E(~k, π∗, ~u) = ±~vF |~k − ~s(~u)| (3.35)
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Figure 3.4: Schematic electronic dispersion (π and π∗) near the K point in first Brilloun Zone
of graphene. The occupied electronic states are shown in green. (a) Electronic bands of the
static crystal lattice, not considering lattice vibrations. The Dirac point is at K, the electronic
states are filled up to the Fermi energy εF , and the Fermi surface is a circle centered at K.(b)
Bands in the presence of an E2g mode within ABO. The Dirac points are displaced from K by
±~s. The electrons remain in the instantaneous ground state: the bands are filled up to εF , and
the Fermi surface follows the Dirac-point displacement. The total energy does not depend on ~s.
(c) Bands in the presence of an E2g mode in the non-adiabatic case. The electrons do not have
time to relax their momenta to reach the instantaneous adiabatic ground sate. In the absence
of scattering, the electron momentum is conserved and a state with momentum ~k is occupied
if the same ~k is occupied in the unperturbed case. Therefore the Fermi surface does not follow
the Dirac-cone displacement. The total energy increases with s2, resulting in the E2g phonon
stiffening.(d) Atomic displacement of carbon atoms in real space for the E2g mode. The atoms
are displaced from their equilibrium positions by ±~u/2. Figure taken from [47].

with ~s · ~u = 0. Equation 3.35 well reproduces the modification on the electronic band structure

of graphene owing to a static displacement of the atoms according to the G phonon pattern.

Next, with the knowledge of the electronic bands we can determinate the G phonon frequency

as a function of the Fermi energy, εF . In particular,

~∆ω = ~ω − ~ω0 =
~

2Mω0

d2∆E
(du)2 (3.36)

where M is the carbon atom mass, ω0 is the G phonon frequency of undoped graphene ( ∆ω �

ω0) and ∆E is the variation of the electronic energy with εF . Within ABO, ∆E(~u) is computed

assuming that the electrons are supposed to be in the ground state at any time, which means that

the bands are filled up to εF as in Fig. 3.4 (b). Therefore the adiabatic ∆E is
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∆E(u) =
4A

(2π2)

∫
E(~k,π∗,~u)<εF

E(~k, π∗, ~u)d2k, (3.37)

considering εF > 0 (n doping). The factor A/(2π2) accounts for the transformation of the sum-

mand into an integral in reciprocal space, A being the unit cell area, with the fact 4 accounting

for spin and K point degeneracy. Combining Eqs. 3.35 and 3.37 we find that ∆E does not

depend on ~u and ~∆ω = 0. Therefore, as expected, within ABO the G band frequency is in-

dependent of the Fermi energy, which is in contrast with experiments. The departure from the

adiabatic ground state can be accounted in the calculation of ∆E by filling the perturbed bands

E(~k, π∗, ~u) with the occupations of the unperturbed bands E(~k, π∗, ~u = ~0) as in Fig. 3.4 (c):

∆E(u) =
4A

(2π2)

∫
E(~k,π∗,~u=~0)<εF

E(~k, π∗, ~u)d2k + O(u3). (3.38)

Equation 3.38 is valid in the limit εF � ~ω0/2, and can be rigorously derived using time-

dependent perturbation theory. Now the adiabatic energy ∆E depends on ~u. By combining Eqs.

3.35 and 3.38, and performing the integral, we get

~∆ω = α|εF |, (3.39)

with α = 4.39 × 10−3. The result of Eq. 3.39 can be extended to any temperature and this is

performed in Reference [47]. By comparing the adiabatic and non-adiabatic calculations, we

conclude that the stiffening of the E2g mode with |εF | is due to the departure of the electron

population from the adiabatic ground state.

A powerful analogy can be obtained by considering what happens to a filled glass when shaken

horizontally [47]. The liquid gravitational energy and its level mimic the electronic energy ∆E

and εF , respectively. The shaking frequency mimics the phonon frequency, and the relaxation

time of the liquid surface mimics the electron relaxation time. If the motion of the glass is slow,

the liquid surface remains flat and its gravitation energy is independent of the glass horizontal

position. If the motion of the glass is rapid, the liquid surface is not flat anymore and its grav-

itational energy increases with the displacement of the glass. To extend the analogy, a conical

glass (such as a Martini glass) should be used. In this case, the liquid surface increases with the

liquid level and, the higher the liquid level, the larger the difference between the gravitational

energies in the fast- and slow-shaken glasses. Furthermore, the lower the liquid level, the clos-

est the liquid surface will be from a flat profile, regardless of the shaking frequency. Indeed,

in graphene, the higher the Fermi level, the larger the difference between the non-adiabatic and

the adiabatic values of ∆E. This causes the stiffening of the phonon frequency with εF [47].
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It is also possible to establish a qualitative analysis regarding the G band’s full width at half-

maximum, ΓG. Since the Raman process of G Band probes ~q = 0 phonons, the broadening in

energy of this band indicates a decrease in the lifetime of the phonon according to the uncer-

tainty principle (∆E∆t ∼ ~). As seen in Sec. (1.4.3), the phonon decay processes is mediated by

the creation of an electron-hole pair. Therefore, if εF is increased by an amount larger than half

of the phonon energy, the creation of the electron-hole pair will be forbidden by the Pauli ex-

clusion principle. Consequently, the lifetime of the phonon is increased resulting in a decrease

of ΓG.
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Chapter 4

Sample fabrication: CVD growth and
transfer

The samples used in the high-pressure Raman experiment consist of graphene on a polytetraflu-

oroethylene (PTFE, commonly referred as Teflon) filter membrane substrate. The graphene

samples were grown on copper by the Chemical Vapor Deposition (CVD) technique and then

transferred onto the PTFE membranes through a lamination technique. The synthesis and trans-

fer work were performed under supervision of professor Jing Kong, at the Nanomaterials and

Electronics Group in the Electrical Engineering and Computer Science (EECS) Department,

Massachusetts Institute of Technology (MIT), during a six month exchange program from

September 2011 to Feburary 2012.

4.0.3 CVD growth

The chemical vapor deposition technique consists in a chemical reaction catalyzed by surface

in which the reactant adsorbs on the catalyst surface, reacting on it and producing a new sur-

face [55]. The catalysts utilized to synthesize graphene are usually transition metals, including

nickle, copper and ruthenium [56, 57, 58]. In this work, copper was utilized. In all these works,

carbon species such as methane or ethylene react under high temperatures (900 − 1100)◦C on

thin foils/films. The growth mechanism of graphene on a catalyst is possibly influenced by

many factors such as the limit of solubility of carbon on the metal, the metal’s crystalline struc-
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Figure 4.1: Fluxogram of LPCVD graphene synthesis.

ture, lattice parameters, and thermodynamic parameters such as the temperature and pressure

of the system. When it comes to synthesize large area graphene, low pressure CVD (LPCVD)

have been broadly utilized since it was first reported in 2009 [56], and it was adopted in this

work as well.

The synthesis process works as follows. Initially a thin high-purity copper foil is carefully cut

to be used as the growth substrate. The foil was carefully introduced inside the central region

of a quartz tube, and great care was taken in to avoid the copper foil to be bent or stressed,

keeping it flat. Such care was necessary to avoid gradients on the copper foil that could affect

the kinetics of the surface reaction, which would certainly reflect on the final quality of the

sample. The tube was inserted in a tub furnace and the input and output connections to the gas

lines were plugged as illustrated in Fig. 4.1. The gas output line was directly connected to a

vacuum pump. The valve between the gas output line and the vacuum pump was opened until

the pressure (measured with the aid of a pressure transducer located at the output of the tube)

reached 50 mTorr. The furnace allowed for programming the temperature as a function of time.

The furnace was then closed and the synthesis process was able to start.

The graphene synthesis could be divided into four stages. In the first stage the substrate was

subject to a 20 minutes temperature ramp from room temperature to 1000◦C under a constant

flow of 10 sccm (standard cubic centimeter per minute) of hydrogen. In the second stage, the

temperature was kept at 1000◦C and the flow of hydrogen was kept constant at the same rate of

10 sccm for 30 minutes. Stage 3 corresponds to the chemical synthesis. With the temperature

and hydrogen flow kept constant at 1000◦C and 10 sccm, respectively, a methane flow of 20

sccm was introduced to the gas flux, and the reaction took place on the copper surface for 30

minutes. In the fourth and final stage, the furnace was coled from 1000◦C to room temperature at
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Figure 4.2: Stages of the process of LPCVD Graphene Synthesis.

a constant flow of hydrogen and methane at 10 sccm and 20 sccm, respectively, for 20 minutes.

The four stages are represented in Fig. 4.2. The cooling was performed in two steps: first, the

furnace was partially opened (turning it off automatically) and the system was cooled to 760◦C;

below this temperature, the furnace was completely opened and the system was cooled with the

aid of a vent placed directly in front of the opened furnace. At the end of the process, the valve

between the output gas line and the vacuum pump was closed and the connection to the output

gas was loosen so that the pressure was relieved inside the tube. The methane flow was drop

to zero, and an argon flow of 900 sccm was introduced to the system. After 30 s the tube was

removed from the furnace, the connections to the gas lines were released, and the argon and

hydrogen flow were drop to zero.

The final result, after removing the copper foil carefully from the quartz tube, was graphene

grown on both sides of the copper surface. A first evidence for the presence of graphene was that

the copper foil became more opaque. The samples were then stored in a vacuum environment.

4.0.4 Direct transfer of graphene onto PTFE

Once the sample was grown on copper, the next step would be to transfer the graphene layers to

the Teflon substrate. The technique to perform that specific transfer, as well as to other flexible
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substrates, was developed by the author and collaborators and it is published in Ref. [59]. The

target substrate was a polytetrafluoroethylene (PTFE, commonly referred to as Teflon) filter

membrane with a 0.2µm pore size.

The process started by cleaning the substrate with isopropanol and blow-drying it with a nitro-

gen gun. The graphene/copper/graphene (G/Cu/G) stack (recall that graphene grows on both

sides of the copper foil) was cut to the desired graphene size and pressed against the target sub-

strate, the Teflon membrane, to provide initial graphene-substrate contact. A protective sheet of

weighing paper was put on top of the Teflon/G/Cu/G and this stack was sandwiched between

two PET films, as shown in Fig. 4.3 (a), and put into a 330-SCL hot/cold laminator machine, as

shown in Fig. 4.3 (b).

The PET films were used to prevent the copper foil from directly contacting the rollers in the

lamination machine and to lend mechanical robustness to the stack. The protective weigh-

ing paper was used to prevent the copper foil from adhering to the PET films, which become

viscoelastic when the laminator is heated to temperatures above 70◦C, PET’s glass transition

temperature tg. The temperature was set to be above Teflon’s tg, which is 115◦C. The lami-

nator machine provided the pressure necessary to mold the substrate to the morphology of the

G/Cu/G. After lamination, proper adhesion was verified by visually checking for gaps between

the Teflon membrane and graphene/copper foil. If gaps were found, the lamination procedure

was repeated. After lamination, the Teflon/G/Cu/G stack was placed in a copper etchant so-

lution (FeCl3-based) for 30 min, as shown in Fig. 4.3 (c). This solution etched the copper

substrate, carrying one of the graphene layers (the one which was not in contact with Teflon)

with it. Finally, the samples were rinsed in deionized water and blow-dried with a nitrogen gun.

The final result is graphene transfered to Teflon as shown in Fig. 4.3(d). Interestingly, graphene

can be easily visualized on this substrate.

In order to produce a second layer atop the first, the whole process was repeated, with the

exception that the target substrate was now Grafene/Teflon instead of Teflon. At the end of

the process a double transferred graphene on Teflon sample (G/G/Teflon) was obtained with a

graphene area of (2 × 2) cm.
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Figure 4.3: Schematic diagram of the direct transfer of graphene to Teflon via lamination.
(a) Copper foil with CVD graphene grown on both sides (G/Cu/G) is placed in between the
Teflon and the protective paper. This stack is then put between two PET films. (b) The
PET/Teflon/(G/Cu/G)/paper/PET sandwich is inserted into the hot/cold lamination machine. (c)
The PET films and the protective paper are then removed and the remaining Teflon/ (G/Cu/G)
stack is placed on a copper etchant solution for 30 min. (d) The graphene/substrate is rinsed in
deionized water and blow-dried with nitrogen. In this picture, the ruler is scaled in centimeters.
Figure from [59].
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Chapter 5

High Pressure Raman of Graphene

5.1 Experimental details

The high pressure Raman spectroscopy of graphene experiments were performed with a pneu-

matic pressurized diamond anvil cell (DAC) at the Physics Department of Federal University of

Ceará under supervision of Professors Alexandre Paschoal, Paulo de Tarso and Antonio Gomes

and Professor Nadia Ferreira from the Federal Institute of Ceará at Tianguá.

5.1.1 The diamond anvil cell (DAC)

Up to three decades ago, the study of materials subjected to high pressure and/or extreme tem-

perature conditions was performed by means of shocking waves experiments. However, this

technique is extremely complicated because the materials properties must be measured in a

synchronized fashion under a short period of time. The diamond anvil cell (DAC) changed this

scenario by making it possible to perform such experiments under static conditions (constant

pressure and temperature) with an even higher operating range, thus allowing for the determina-

tion of an equation of state for the studied material. With a DAC, it is possible to reach pressures

up to ∼ 102 GPa (1GPa = 104 atm) and temperatures up to ∼ 103◦C , which are similar con-

ditions as found in the center of Earth. Another advantage of the usage of DACs is the small
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Figure 5.1: The diamond anvill cell (DAC). In (a) a pneumatic pressurized DAC is shown with
the diamonds featured in (b) and (c). In (d) the mechanism behind the operation of the DAC is
represented.

amount of sample needed for the experiment.

The mechanism behind the operation of the DAC is the approximation of two conical polished

diamonds with extremities cut (culet) to form flat planes with diameters around 300−600 µm as

illustrated in Fig. 5.1. Due to the small compression area, extreme pressures can be generated

with the application of moderate forces. Diamonds are widely known for their hardness and

transparency to visible light (as well as to X-rays) which justifies their use in these experiments.

The way the compression is performed depends on the DAC type. In Fig. 5.1 it is shown

a pneumatically pressurized DAC whose diamonds are displaced by a piston displaced by a

pneumatic membrane inflated by a lateral gas inlet [60].

The cell consists of two parts, each one containing a diamond as shown in Fig. 5.1 (a), (b)

and (c). The two parts snap together, and the system is connected by a threaded fitting to the

gas inlet/outlet line. Once the diamonds are aligned in parallel, a thin steel plate (gasket) with

thickness around 100 µm is inserted between them. The gasket can be sometimes previously

compressed (indented) in order to minimize the plastic deformation during the experiment.

After indention, a hole with a diameter around 1/3 of the diamond culet is drilled in the region

of compression. A compression chamber is then created, and the sample, together with the
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pressure transmitting media (PTM), can be both inserted as represented in Fig. 5.1.

Together with the diamond culets, the gasket is at the heart of a diamond anvil cell. There is

a wide variety of materials for composing the gaskets, and a suitable choice must be made for

each specific high-pressure experiment. The way the gasket works has been analyzed theoret-

ically, using a (completely different context) minting coins model [61]. The part of the gasket

between the culets undergoes plastic deformation as the diamonds advance, and is extruded.

The stress within the metal decreases linearly in the direction of extrusion, and the gradient of

stress increases as the gasket becomes thinner. Extrusion may be entirely outwards, or may be

inwards so as to collapse the sample hole. In the latter case there is a neutral ring of metal that

does not move, separating the outer part (which extrudes outwards) from the inner (which ex-

trudes inwards). If the extrusion is completely performed outwards, the sample hole necessarily

enlarges, and pressurization occurs because of a large advance of the diamonds. This happens

if the gasket is too thick for the pressure range, being a highly undesirable situation. The sam-

ple hole becomes barrel-shaped and any initial asymmetry as a non-central hole or non parallel

culets becomes exaggerated. If the gasket is made thinner, the stress rises more quickly from

the edge inwards. In this case, it reaches a pressure value at the neutral ring which is greater

than the sample pressure, falling inward to the sample hole. Consequently, inwards extrusion

takes place, and the hole gets smaller as the pressure is increased. This means that the diamonds

do not have to advance so much for pressurization. It also means that the hole is stable, and

initial asymmetry is much less dangerous in this case. Therefore, the DAC should be operated

in this régime [61].

In order to calibrate the pressure inside the chamber, small pieces of ruby are inserted inside of

it. The ruby calibration method (Cr3+ doped Al2O3) is the widest method used in high pressure

studies. The calibration via ruby fluorescence is based on X-ray diffraction analysis of a metal

(Cu, Mo, Pd e Ag) with a well established equation of state, so that its molar volume can be

accurately determined via comparative X-Ray diffraction measurements [62]. NaCl was also

used as a standard sample, due to its well-established equation of state [63, 64]. The advantage

of the ruby calibration method is that is can be quickly and easily performed in any laboratory

equipped with a monochromatic light source and a spectrometer.

Under visible light excitation, ruby emits fluorescence in the characteristic frequencies R1 and

R2 as can be observed in Fig. 5.2. The evolution of the R1 frequency with increasing pressure

is well established, and its calibration curve is almost linear in the range 0 − 10 GPa. There-
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Figure 5.2: Frequency (in units of cm−1) of the fluorescence ruby lines at different pressures.
The peak positions are measured relative to the excitation light source, which in this case was a
514.5 nm laser line. Figure adapted from [60].

fore the pressure (in units of GPa) can be related to the R1 frequency. Apart from acting as a

pressure sensor, the R1 frequency also indicates when the pressure becomes non-uniform (or

non-hydrostatic) inside the chamber.

Since the maximum pressure reached in this experiment was 12.5 GPa, the calibration devel-

oped by Mao et al. [65] was adopted, as it holds up to 80 GPa. It is given by the expression

P(GPa) =
A
B

(1 +
∆λ

λ0

)B

− 1
 , (5.1)

where A and B are 1904 and 7665, respectively, λ0 = 694, 2 nm is the wavelength of the R1

fluorescence line at P = 1 bar, and ∆λ = (λ(P) − λ(P0)) is the displacement of ruby line with

pressure.

In the régime close to 10 GPa, Eq. 5.1 is generally approximated to a linear expression through

a binomial expansion, and the result is

76



P(GPa) =
∆ω(cm−1)

7.565
, (5.2)

where ∆ω is the difference between the R1 frequency at some pressure P, and R1 frequency

obtained at the initial pressure of the experiment. The binomial expansion was performed for

∆λ/λ0 → 0 within the definition ω = λ−1, the identity δλ = (−1)ω−2δω was used.

It is known that every matter, even less dense gases such as hydrogen, helium, and neon exhibit

a phase transition to solid state when compressed. This solid state phase can generate non

uniform stress components inside the chamber [60]. The loss of the hydrostatic condition is

generally associated to the superposition of the R1 and R2 lines, as well as to their considerable

broadening [66].

5.1.2 The high-pressure Raman setup

The G/G/Teflon sample was initially cut into a strip of dimensions ∼ (0.5 × 2) cm. The DAC

used in this experiment is the pneumatically pressurized type shown in Fig. 5.1. The steel gasket

(thickness of ∼ 300 µm) was carefully placed on top of one of the DAC’s parts [Fig.5.1 (c)] so

that its hole (with diameter approximately equal to 100 µm) was positioned above the center of

the diamond’s culet underneath. The strip with the transferred graphene was then positioned on

top of the gasket in such a way that the sample was completely covering the gasket hole. After

that, the two parts of the DAC were carefully snap together, resulting in the G/G/Teflon/gasket

sandwiched between the two diamonds. The inlet/outlet line was then connected to the system.

The DAC operates as follows: a gas cylinder with Argon is connected to a controller which

regulates the gas flux that enters or leaves the DAC pneumatic membrane. The inlet/outlet

line is then connected to the controller. Now the pressure is increased or decreased inside the

gasket hole by manipulating the valves of the controller, admitting or purging the gas inside

of the pneumatic membrane. The inlet/outlet line was then connected to the controller, and

the pressure was raised up to 4 bar so that the diamond could begin to deform the gasket.

This would make the G/G/Teflon sample (that was sandwiched between the diamond and the

gasket) to be cut and fall inside of the gasket hole. Afterward, the pressure was released back

to the atmospheric level. The inlet/outlet line was disconnected first from the controller and

second from the two snapped parts of the DAC. The two parts were then separated, the pressure

transmitter medium (PTM) and the ruby were added to the gasket hole with the G/G/Teflon
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inside of it. The two parts were than snapped together again, and all procedures repeated. The

sample was finally loaded into the DAC, and the experiment was ready to begin.

The confocal Raman spectra were acquired using an alpha 300 system microscope (WITec,

Ulm, Germany) equipped with a highly linear (0.02%) piezo-driven stage, and an objective lens

from Nikon (20 ×, NA = 0.40). Two laser lines were used: (i) A Nd:YAG polarized laser

(λ = 532 nm), (ii) an Argon laser (λ = 488 nm). The incident laser focused with a diffraction-

limited spot size (0.61λ/NA) and the Raman signal was detected by a high sensitivity, back

illuminated spectroscopic CCD located behind a 600 g/mm grating. The spectrometer used was

an ultra-high throughput Witec UHTS 300 with up to 70% throughput, designed specifically for

Raman microscopy.

For each pressure level, the fluorescence spectrum of ruby and the Raman spectrum of the

sample were acquired for both 488 nm and 532 nm incident laser lines. The measurements were

performed with powers of 10.1mW and 3mW for the 532 nm and 488 nm lasers, respectively.

The integration time and number of accumulations were in average 60s and 3, respectively, for

the 532 nm laser, and 90 s and 3 for the 488 nm laser. For each measurement, the spectrum of the

ambient Hg light was also acquired. The correction for each spectrum (due to the possibility of

displacement of the diffracting grating) was done by comparing the frequencies of the Hg light

taken at the respective pressure P and at the initial pressure P0. The calibration of all spectra at

P0 were performed by taking the Rayleigh line as reference.

It is important to point out that water undergoes a phase transition at ambient temperature from

liquid water to Ice VI at ∼ 1 GPa and another one from Ice VI to Ice VII at ∼ 2 GPa [67]. How-

ever, measurements of the separation between the R1 and R2 (R1 − R2) fluorescence ruby lines

and the shape and full width at half maximum of the R1 line (ΓR1) indicate that these param-

eters do not vary appreciably throughout the experiment, which means that one can guarantee

quasi-hydrostatic conditions up to the final pressure of 12.5 GPa. This observation is supported

by the results of high-pressure experiments using water from Piermarini et. al [63] which could

not detect effects due to localized nonhydrostatic stresses or to pressure gradients across their

sample up to 20 GPa and from Olinger et. al [68] which found that H2O supported a localized

nonhydrostatic stress of only 0.6 GPa at 9.2 GPa and virtually no pressure gradient up to 10

GPa.
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5.2 Results

In this section, we report the results obtained from the Raman spectrum of graphene supported

by Teflon substrates at high-pressure conditions (up to 12.5 GPa). Figure 5.3 shows the evolu-

tion of the G band spectrum of a double-layer graphene obtained with two distinct laser lines,

namely, 532 nm (green symbols), and 488 nm (blue symbols). All spectra were obtained using

water as the pressure transmitter medium (PTM). The solid lines are the Lorentzian fit of the ex-

perimental data. Due to the superposition of the D and 2D band with the first- and second-order

bond-stretching peaks from diamond, respectively, the G Band was the only observable Raman

feature from graphene as can be seen in Fig. 5.4. All intensities in Fig. 5.3 were normalized to

show the same value. As, expected, the G band frequency undergoes a blueshift with increasing

pressure for both, 488 nm and 532 nm incident laser lines. Recalling that both, hydrostatic strain

(Sec. 3.2.1) and doping effects (Sec. 3.2.2), cause a frequency blue-shift of the G band. The

determination of these contributions separately could be obtained by analyzing the correlation

between the G and 2D band frequencies (ωG and ω2D, respectively), as explained in Ref. [69].

However, a precise contribution of these effects is very difficult to be determined since it was

not possible to observe the 2D band frequency variation with pressure.

Figure 5.5a shows the plot of ωG as a function of the pressure P. From this figure it is clear that

ωG values obtained from the two different laser lines start to split from each other around 5 GPa.

This result can be better visualized in Fig. 5.5b which shows the difference ∆ω between the G

band frequencies obtained with the 488 and 532 nm laser lines as a function of P. Between 5

and 9 GPa, the frequency difference is ∼ 3cm−1, becoming ∼ 7cm−1 for pressures above 9 GPa.

This dispersion behavior is reversible upon pressure release, as shown in Fig. 5.5a.

It is interesting to notice the behavior of the ωG×P plots for the data obtained from the different

laser lines. Both curves show a linear behavior until 6.0 GPa approximately, after which they

both saturate until 9 GPa. At 9.5 GPa there is an abrupt increase in frequency followed by a

saturation near the highest pressure. Another remarkable effect shown in Fig. 5.3 is the G band

broadening when the pressure increases above 2GPa. This effect is clearly seen in Fig. 5.5c,

which shows the plot of the G band’s full-width at half-maximum (ΓG) as a function of pressure.

The plot also shows that, for pressures above 6 Gpa, the ΓG increment is smaller for the blue

laser (488 nm) when compared to the green (532 nm). Figure 5.5d exhibits the difference in

ΓG (∆ΓG) between the data obtained with the 532 nm and 488 laser lines. The variation of

ΓG is partially reversible, with ΓG reducing upon pressure release for both laser lines, but not
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Figure 5.3: Spectra of a double-layer graphene obtained using two different laser lines: 532 nm
(green symbols), and 488 nm (blues symbols). The spectra were obtained at different pressure
values (indicated at the right), and water was used as PTM. All intensities were normalized to
G band amplitude.
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Figure 5.4: Spectrum of a double-layer graphene at ambient pressure inside the DAC using
water as the PTM obtained with a 532 nm laser line. The G band is the only observable Raman
feature of graphene since the D and 2D bands are superposed by the first (D1) and second-order
(D2) diamond peaks.

completely returning to their original values. Moreover, ΓG is smaller for the blue laser when

compared to the green laser all over the pressure dropping trajectory.

Figure 5.6a shows the Raman spectrum of the double-layer graphene over the Teflon substrate

(top spectrum), and the Raman spectrum obtained from the bare Teflon substrate (bottom spec-

trum). For the sake of comparison, two peaks of Teflon named as T1 and T2 in Fig. 5.6a , had

their normalized frequencies [frequency(P) − frequency(P0)] plotted as a function of pressure

along with the normalized frequencies of the G band in Figs. 5.6b, 5.6c. Contrasting with

graphene, no dispersion behavior with the excitation laser wavelength, or saturation plateaus

were observed for both Teflon bands.

It was also observed the rise of a new band at ∼ 620cm−1 around 1 GPa and above as shown

in Fig. 5.7a. After pressure release, this band disappears. Its frequency is plotted as a function

of pressure for both laser lines in Fig. 5.7b, in which one can note an initial linear behavior up

to 5 Gpa, followed by a saturation plateau occurring up to 9 GPa, which is a similar behavior

as observed for the double graphene layer. At 9.5 GPa, an abrupt increase in frequency occurs,

after which the frequency increases linearly with pressure for both laser lines. No systematic
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(a) (b)

(c) (d)

Figure 5.5: Evolution of G band parameters along a cyclic pressure run for both 488 and 532 nm
laser lines. (a) The G band frequency, ωG.(b) The difference between the values of ωG obtained
with the 488 and 532 nm laser lines. (c) Full width at half maximum, ΓG.(d) Difference between
the values of ΓG obtained with the 532 nm and 488 laser lines.
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(a)

(b) (c)

Figure 5.6: (a) Raman spectrum of the double-layer graphene over the Teflon substrate (top
spectrum), and Raman spectrum obtained from the bare Teflon substrate (bottom spectrum).
Two Teflon peaks named as T1 and T2 are identified. In (b) and (c) the normalized frequency,
that is ω(P) − ω(P0), of the G band is compared to the normalized frequencies of the T1 and T2

bands, respectively.
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(a) (b)

Figure 5.7: (a) Raman spectra of the double layer graphene obtained at different values of
pressure (increasing from bottom to top), and using the 532 nm laser line. The blue ellipse
highlights the rise of a new at ∼ 620cm−1 for prassures above 1Gpa. (b) Frequency of the new
band as a function of pressure for both 488 and 532 laser lines.

dispersive behavior with laser wavelength is observed.

5.3 Discussion

The main results observed in the last section are summarized as follows:

• Reversible dispersion of G peak with excitation laser wavelength starting at approx. 5

GPa.

• Increase in ΓG with excitation laser wavelength at approx. 6 GPa.

• Change of régime of the ωG × P curve starting at approx. 6 GPa.

• Reversible broadening of ΓG starting at 2 GPa.

• The rise of a new band at ∼ 620cm−1 at 1 GPa.

The first three results are consistent with a phase transition to a mixed sp2 − sp3 phase around

5 − 6 GPa. Since the G band is associated with the in-plane bond stretching mode with E2g

symmetry, the fact that this peak is still measurable after that pressure range means that sp2

carbons are still present in the system, otherwise there would be no G band scattering signal.
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Figure 5.8: A mixed sp2 − sp3 system where sp2 clusters (in gray) are inserted in a sp3 matrix
(in blue). The sp2 clusters exhibit different band gaps and the smaller the cluster is, the wider is
the band gap. Wider band gaps will become resonant with incident lasers with higher excitation
energies (blue laser) and smaller band gaps will become resonant with incident lasers with lower
excitation energies (green laser).

The G band dispersion with the laser wavelength, blueshifting for shorter wavelengths, is a

strong indication of the presence of sp3 carbon. The G peak does not disperse in graphite,

nanographite, graphene or glassy carbon [70]. This band only disperses if the sample has the

simultaneous presence of sp2 and sp3 clusters. In this case, the dispersion is proportional to the

degree of disorder [70]. The reason for this behavior lies within the fact that there is a range

of configurations with different band gaps and different phonon modes in the system due to the

different domains with different fractions of sp3 carbon as illustrated in Fig. 5.8. The presence

of sp3 clusters breaks the original translational symmetry of the graphene system, opening a

band gap. The dispersion arises from a resonant selection of sp2 clusters with wider π band

gaps, corresponding to higher vibration frequencies [70].

However, to the best of the author’s knowledge, there is no reference in the literature addressing

why a wider band gap is associated to a higher vibration frequency in graphene. A possible

explanation can be obtained by considering the breakdown on the Khon anomaly due to a gap

opening in the electronic dispersion. As seen in Sec. 1.4.3, the phonon can decay into an

electron-hole pair due to the electron-phonon (e-p) interaction. This interaction modifies the
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phonon energy, which can be written as:

~ω = ~ω0 + ~ωp, (5.3)

where ~ω0 is the unperturbed phonon frequency without considering the e-p interaction and

~ωp is the quantum correction to the phonon frequency due this interaction. The latter term is

given by second-order perturbation theory [28]

~ωp = 2
∑
~k

| 〈eh(~k)|Hep|ω〉 |
2

~ω0 − Ee − Eh + iΓ
× [ f (Eh(~k) − EF) − f (Ee(~k) − EF)]. (5.4)

In Eq. 5.4 the factor 2 comes from spin degeneracy, the term 〈eh(~k)|Hep|ω〉 is the matrix element

for creating an electron hole pair with momentum ~k by the e-p interaction with a ~q = 0 phonon,

Ee (Eh) are the electron (hole) energy and Γ is the decay width. Due to the linear dispersion

of graphene near the K point, the E2g phonon with energy ~ωq, can resonantly decay into an

electron-hole pair with energy Ee − Eh, as illustrated in Fig. 5.9 (a). In this process, the term

in the denominator in Eq. 5.4 vanishes (except for the damping term Γ), and the correction

term ~ωp due to the e-p interaction is appreciable, giving rise to a strong softening of the E2g

phonon as shown by the black curve in Fig. 5.9 (b). This resonant decay of the phonon into an

electron-hole pair gives rise to the Khon anomaly for the E2g mode in graphene. However, when

there is a gap opening, the contribution of the ~ωp term to the phonon frequencies becomes less

important since the electron-hole pair energy will become greater than the E2g phonon energy

in Eq. 5.4. And the wider the band gap is [Figs. 5.9 (c) and (d)], the greater this difference will

be and the smaller the correction ~ωp to the E2g phonon will be, as can be seen in Fig. 5.9 (b).

The increase of ΓG with the excitation laser wavelength can also be assigned to the formation

of sp3 bonds [70]. The reason is similar to that of ωG dispersion: the sp2 clusters with wider

band gaps are selected by resonance for shorter laser wavelengths (higher excitation energies).

However, again, it was not found any reference in the literature for the explanation for this

phenomena. A possibility lies in the fact that, as seen in Sec. 1.4.3, the phonon decays into an

electron-hole pair. Therefore, if εF is increased by a band gap which is wider that the phonon

energy (~ωG), the creation of the electron-hole pair will be forbidden due to the lack of states

with half of the phonon energy (±~ωG/2) and, according to the Uncertainty principle ∆E∆t ∼ ~,

the lifetime of the phonon is increased, resulting in a decrease of ΓG.

The change of régime of the ωG×P curve is an indication for the occurrence of phase transition.

As seen in Sec. 3.2.1, the ωG × P curve has a contribution from mechanical strain. Therefore
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Figure 5.9: Illustration of the breakdown of the Khon anomaly in graphene due to a gap opening.
(a) For the infinite graphene sheet, the electronic dispersion is linear close to the K point and
the E2g phonon with energy ~ωq, can resonantly decay into an electron-hole pair, with energy
Ee − Eh. This strong e-p interaction gives rise to the anomalous softening of the E2g phonon
mode according to Eq. 5.4 and is represented by the black curve of the phonon dispersion of
graphene in (b). (c)-(d) For finite size sp2 clusters, the electronic dispersion exhibit band gaps
and the correction to the E2g phonon frequency due to the e-p interaction will be less significant.
The wider the band gap is, the greater the difference between the energy of the electron-hole pair
and the E2g phonon will be. And according to Eq. 5.4, this will result in a smaller correction to
the E2g phonon frequency, as can be seen in the dispersion curves in (b) for the blue and green
lasers.
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if the elastic properties of the system are changed due to the formation of sp3 bonds, this will

affect the strain response of the system upon compression, thereby reflecting on the ωG × P

curve. Even though the G band is associated with the displacement of carbon atoms in sp2

clusters, the fact that these clusters are surrounded by sp3 regions could change their strain

response. From Eq. 3.27 the strain ei j is evaluated as

ei j =
∑
k,l

γi jklσkl.

If small bond length variations and distortions are neglected in these sp2 clusters, the compo-

nents of the elastic tensor γi jkl can be regarded as unaltered. However, the stress components

σkl are no longer related to the hydrostatic pressure P because the system is no longer homo-

geneous and the stress within the material is now represented by a local stress field. Due to the

strong covalent bonds of sp3 structures, it is reasonable to assume that they possibly act as a

stress screening for the sp2 clusters. As a result, the sp2 clusters are subjected to stress levels

which are lower than the pressure of the system, and therefore a lower value for ∂ωG/∂P is

expected. Indeed, a drastic reduction of ∂ωG/∂P is observed in Fig. 5.5a, being close to zero

from 6−10 GPa, followed by a rapid increase, and reaching zero level again for the last pressure

measurements.

The broadening of ΓG is consistent with the existence of a sp2− sp3 phase because the reduction

of the sp2 area is accompanied by a relaxation of the ~q = 0 rule according to the Uncertainty

Principle ∆~q∆~x. However the onset of this broadening starts at approximately 2 GPa, a much

lower pressure than the transition threshold of 5 − 6 GPa. There are at least two explanations

for that observation. One explanation is that 2 GPa is the pressure of phase transition of water

from Ice VI to Ice VII [67], therefore the broadening in ΓG could be assigned to the presence

of shear components in the medium. This can be understood by analyzing Eq. 3.25:

ω = ω0 − 2λω0eh ± βes,

where eh and es are the hydrostatic and shear components of the strain, respectively. When the

strain is not hydrostatic, both components contributes to the ω displacement, and the second

term is the responsible for G band splitting. It is possible that a strain field is created in the

graphene sample, with different regions being subjected to different shear components, therefore

having different degrees of splitting. As a result, an overall broadening of the G band would be

observed instead of a single split. However, it must be emphasized that these non- hydrostatic

components must be small since water is quasi-hydrostatic up to 10 GPa.
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Another possibility is that when water solidifies, it adheres to the graphene surface, and the

closer contact may favor the formation of chemical bonds between OH groups (from water)

and the carbon atoms of graphene. The crystal structure of Ice VII would allow only specific

sites to be capable to react with graphene. The number of these sites would increase as the

pressure is increased, and the distance between the water molecules and the carbon atoms is

reduced. Each covalent bond formed between a carbon atom and an OH group would act as a

point defect. If the number of point defects is increased, phonon confinement takes place. This

is analogous to reducing the size of the sp2 cluster, with the difference that some phonons are

limited by the distance between point defects. This would relax the ~q = 0 Raman selection

rule, resulting in a increase of ΓG. Moreover, the presence of point defects would increase the

intensity of the D
′

Band (∼ 1620cm−1 at ambient pressure). The D
′

peak is given by a double

resonance intravalley process, that is, connecting two electron states belonging to the same

Dirac cone around K or K
′

[17]. Since it is a one phonon process, it needs an elastic scattering

by a defect for momentum conservation. Thus, the D
′

band is activated by the presence of

defects, and the observed broadening of G band could actually have a contribution from the

superposition of the G and D
′

bands. In fact, Hanfland et al. [3] observed an abrupt broadening

of G band in graphite about 10 GPa, which they attributed to the formation of sp3 bonds upon

approaching the phase transition at 14 GPa.

Thus far, there are strong evidences for the formation of a mixeds sp2 − sp3 structures. But

nothing has been said about the nature of the sp3 configurations. We propose that the sp3

structure formed is the diamondol [18]. The fact that the transitions were observed using a

water PTM gives the main motivation for the diamondol hypothesis, since previous works using

different PTM [15, 13, 14, 11, 12] did not report any phase transition at such lower pressures.

Reference [18] propose two mechanisms for the formation of diamondol from water

CN + 1/2 H2O + 1/4O2→ CNOH

CN + H2O→ CNOH + 1/2H2,

where CN indicate the N carbon atoms of a few-layer graphene unit cell, and CNOH indicate

the unit cell of the resulting hydroxylated-diamondized structure. In our case (double layer

graphene) N = 4, even though the two carbon layers do not present AA or AB stacking. In fact,

the lack of AA or AB stacking is not a deterrent to the diamondol formation, since it can be

formed independently of the relative orientation of the graphene layers [18].

Our hypothesis is that diamondol was synthesized at the pressure threshold of 5 − 6 GPa, and

above 9.5 GPa it gets detached from the Teflon substrate allowing the hydroxyl (OH) groups
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Figure 5.10: Representation of the different stages of the system during the high-pressure ex-
periment. From 0 − 5 GPa, the system consists in the double layer graphene sitting on a Teflon
substrate being compressed by the water PTM. At 5 − 6 GPa diamondol is synthesized and at
9.5 GPa, it detaches from the Teflon substrate resulting in a hydroxylation of the bottom layer.

to covalently bond to the carbon atoms of the bottom layer, which are extremely reactive due

to the presence of dangling bonds. This process is illustrated in Fig. 5.10. This hypothesis is

consistent with the content of sp3 carbon inferred from the experimental data. The ∆ω and ∆Γ

quantities are proportional to the disorder degree of the system [70]. Since the starting point

of our system is pure sp2 hybridized atoms, the origin of the disorder can be assigned to the

formation of sp3 sites, therefore an increase of both ∆ω and ∆Γ indicates an increase of the sp3

content of the system. From Figs. 5.5b and 5.5d, the values for ∆ω and ∆Γ at the pressure range

of 9.5 − 12.5 GPa are greater than in the 5 − 9 GPa range, indicating a higher content of sp3

carbon. In fact, diamondol would find itself in between the two hard surfaces of ice and Teflon.

In this case, as the pressure is increased, the interactions between the diamondol surface and

ice tend to be comparable or stronger (due to hydrogen bonding) to that between the diamondol

and Teflon (Van deer Walls). Adding the contribution of non hydrostatic stress components to

this factor , it is physically sound to suppose that diamondol should not be preferably adhered

to Teflon with increasing pressure. This approach is in accordance with Proctor et al. [15]

and Filintoglou et al. [14] who attributed some features observed in their experiments to the

debonding and poor adherence of graphene on SiO2 substrate with increasing pressure, and to

the debonding of graphene upon solidification of the PTM, respectively. As a matter of fact,

after the DAC opening the water inside the gasket hole evaporates. And in our case, we observed

darker regions with varying intensity (Fig. 5.11a), in contrast with the homogeneous gray tone

of the sample before the experiment [Fig. 4.3 (d)]. The Raman spectra confirm that the darker

regions are actually graphene (Fig. 5.11b), indicating that the graphene (or the diamondol) have

been detached from the Teflon substrate at some stage of the experiment being accumulated in

the darker regions after the water evaporate.
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(a)

(b)

Figure 5.11: In (a): Image of the sample at ambient pressure after pressure run out of the DAC.
Two different regions of the sample are highlighted: Spot 1 and Spot 2. In (b) :Comparison
of the Raman spectra of graphene before and after the high pressure run out of the DAC. The
spectra after the high pressure run were acquired at Spot 1 and Spot 2. All intensities were
normalized to the same arbitrary value.

One can raise the question of whether the presence of sp3 carbon could be generated by a

amorphization process due to laser heating. However, this hypothesis can be discarded because

the ωG dispersion is reversible upon pressure release, as shown in Figs. 5.5a and 5.11b. The

later compares the G band spectra of the samples obtained before and after the high-pressure

experiment takes place, at ambient pressure out of the DAC. The results reported in Ref. [18]

also point to a reversible formation of diamondol.

To further test the diamondol hypothesis, mono and double layer CVD graphene on Teflon

substrates were compressed with a DAC using water and Nujol (mineral oil) as the PTMs,

respectively. The same experimental procedures detailed in Sec. 5.1.2 were repeated in both

cases. The results are exhibited in Figs. 5.12 and 5.13. We did not observe a systematic

frequency dispersion for the G band with excitation laser wavelength, neither for the monolayer

in water (mono/H2O), (Figs. 5.12a and 5.12b) nor to the double layer in Nujol (double/oil)

(Figs. 5.12c and 5.12d). Moreover, it was not observed any net decrease in ΓG for the 488 nm

laser line when compared to the 532 nm in both cases (Figs. 5.13a and 5.13b for the mono/water,

and Figs. 5.13c and 5.13d for the double layer/Nujol).
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(a) (b)

(c) (d)

Figure 5.12: Plots of G band frequency (ωG) and G band dispersion (∆ωG) as a function of
pressure for two different systems. In (a) and (b): mono-layer graphene on Teflon with water as
the PTM. In (c) and (d): double- layer graphene on Teflon with mineral oil (Nujol) as the PTM.
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(a) (b)

(c) (d)

Figure 5.13: Plots of G band full width at half maximum (ΓG) and ΓG dispersion (∆ΓG) as a
function of pressure for two different systems. In (a) and (b): mono-layer graphene on Teflon
using water as the PTM. In (c) and (d): double-layer graphene on Teflon with mineral oil (Nujol)
as the PTM.

These observations are in agreement with the diamondol hypothesis, since they reinforce that

the changes in the Raman spectra that give evidence for the diamondol formation can only be

observed for double layer graphene with water as PTM. In fact, the diamondization of single

layer graphene in water is expected to occur at much higher pressure levels then the maximum

achieved in the present work [18]. Besides, in order to achieve a phase transition to the sp3

phase within the pressure range employed in the current work, the use of water as the PTM is

absolutely necessary, since it provides the hydroxyl groups which covalently bond to the carbon

atoms of the top layer, canceling the dangling bonds, and stabilizing the whole structure.
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(a) (b)

Figure 5.14: Phonon dispersions of graphene featuring the out of plane (OZ) optical mode at the
M point of graphene’s Brillouin Zone with frequency around 620cm−1. In (a) : Figure adapted
from reference [71]. In (b): Figure adapted from reference [72]

As a final remark, we report for the rise of a new band at ∼ 620cm−1 appearing at and above

approximately 1 GPa. The initial hypothesis was that this peak corresponds to an Ice VI mode

since 1 GPa is the transition pressure from liquid water to ice VI [67]. However, this peak

was also detected for the mono/H2O and double/oil samples, which then excluded this initial

hypothesis. Another hypothesis is that this mode is associated to the out-of-plane (OZ) optical

phonon branch at the M point of graphene’s B.Z at ∼ 620cm−1 [71, 72] (Figs. 5.14a and 5.14b).

Since this is a ~q , 0 phonon, a defect scattering is necessary for momentum conservation.

However, no report of the presence of this mode was found in the literature. A third hypothesis

is that this mode could actually be the superposition of the small peaks of Teflon around 574

and 596cm−1 . This is the least probable hypothesis, because the new peak rises at 620cm−1.

Thus, if the third hypothesis was true, the small peaks would have to be shifted by 20− 40cm−1

in a pressure interval of 0.3 GPa. Such abrupt discontinuity would be possible if Teflon went

through a phase transition, however, the change should also be observed in the Raman spectra

of the T1 and T2 Teflon peaks, which is not the case (Fig. 5.6b and 5.6c). Therefore, from all

hypothesis, the second one seems to be the most reliable, specially by taking into account the

comparison between the frequency × pressure plots of the new peak and the G band. However

further experiments are needed for a solid understanding about the nature of this new mode.
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Chapter 6

Conclusion

In this work, the effect of high pressures on double layered graphene supported by a Teflon

substrate was studied via Raman spectroscopy using water as the pressure transmitting media

(PTM). The Raman spectra were acquired with both 488 and 532 nm excitation laser lines.

Initially, a detailed study of the electronic and vibrational properties of graphene, as well as

the interaction between both, was performed. This studied was followed by an investigation

(via a quantum approach) of the Raman scattering process and the mechanisms that give rise

to strong perturbations of the G band frequency and shape. A value for the slope of the G

band frequency with pressure (∂ωG/∂P) of ∼ 5cm−1/GPa was obtained via a combination of

theoretical analysis and experimental data. This value agrees with experimental observations

for free-standing graphene samples subjected to high pressures.

Due to the experimental conditions, the G band was the only Raman feature of graphene ana-

lyzed in the high-pressure experiments. As expected, G band frequency (ωG) blueshifted with

increasing pressure, because it is sensitive to both strain and doping effects. However, a pre-

cise contribution from each of these effects to ωG could not be determined due to the lack of

information about the 2D band signal. The experimental results provide strong evidence of a

phase transition from a pure sp2 to a sp2 − sp3 mixed structure from 5 − 6 GPa. The main

evidences are the dispersion of the G band with excitation laser wavelength (blueshifting for

shorter wavelengths), the enlargement of G band’s full width at half maximum (ΓG) with laser

wavelengths and the change of slope of the ωG × P curve. The origin of the dispersion of
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ωG with laser wavelength comes from a resonant selection process where the sp2 clusters with

wider band gaps are selected for shorter excitation wavelength. The wider the band gap is,

the higher the G band frequency takes. The explanation provided to that is that the wider the

band gap is, the less significant the correction to the E2g phonon due to the electron-phonon

interaction will be. The changes on ΓG with the excitation laser wavelength also comes from a

resonant selection process and the explanation given to tis phenomena is that a wider band gap

increases the phonon lifetime by prohibiting its decay into an electron hole pair. The change

of régime of the ωG × P curve, achieving two plateaus occurring in the pressure ranges from

6 to 9.5 GPa and from 10 to 12.5 Gpa, was attributed to the change in the elastic properties

of the system due to the formation of sp3 bonds. A broadening of ΓG was also observed, and

this is consistent with the clustering of the sp2 phase, which relax the ~q = 0 selection rule.

However this broadening started at a relatively low pressure (around 2 GPa), which is bellow

the expected transition threshold. The reason for this broadening might be related to the loss of

hydrostacity of the medium or to the formation of sp3 bonds acting as point defects, leading to

phonon confinement evidenced by a simultaneous increase of the defect-induced D
′

band.

We hypothesized that the sp3 structure formed was the diamondol, a theoretically proposed 2D

hydroxylated diamond and experimentally studied in Ref. [18]. We propose that the top layer

was hydroxylated at 5−6 GPa followed by a detach from the Teflon substrate at 9.5 GPa, which

led to a hydroxylation of the bottom layer. This hypothesis is consistent with the sp3 content

of the system inferred from ∆ωG and ∆ΓG data, and also with the fact that graphene was indeed

found to be detached from Teflon in some regions after the DAC was opened, and the water

was evaporated. To test the diamondol hypothesis, mono and double layer CVD graphene on

a Teflon substrate were compressed with a DAC using water and Nujol (mineral oil) as PTMs,

respectively. No dispersion of the G band, change in the ωG × P curve or any net decrease in ΓG

with excitation wavelength were observed for both systems, which agrees with the diamondol

hypothesis.

It was also observed the rise of a new band at ∼ 620cm−1 under 1 GPa and above. Two possibili-

ties were raised about the origin of this band. It could either be a mode from Teflon or graphene.

The hypothesis that it is a graphene mode is the most reasonable due to the identification of a

mode occurring at the same frequency in the out of plane (OZ) optical branch at point M in the

phonon dispersion of graphene , for which a high-density of states is expected due to its flat dis-

persion. Also, there is a resemblance between the ωG ×P curves of the new band and graphene.

No previous report about the appearance of this band in the Raman spectrum of graphene was
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found in literature.

To confirm the diamondol hypothesis, the duplicate of the original experiment should be carried

out. Also, first principle DFT calculations could be performed to understand if diamondol

would be possible to exist at the pressure levels achieved in the current experiment. Further

experiments should also be performed to understand the origin of the new band at ∼ 620cm−1.

A simple experiment would be to compress Teflon (with no graphene on it) using water as the

PTM, since the absence of this peak would be a strong evidence that it is indeed a graphene

mode.

If the diamondol hypothesis is confirmed, this work will open up directions for synthesizing new

2D materials with remarkable properties under high pressure conditions. Indeed new electronic

devices able to explore such high pressure transitions could be designed as well as new pressure

sensors. For instance, a Pressure Effect Transistor (PET), in which the current is modulated by

the application of a local pressure instead of an electric field as in a Field Effect Transitor (FET),

could be envisioned. Moreover, one could think of a combination of High Pressure Raman and

quantum transport measurements by the construction of a DAC which allows transport mea-

surements, providing a broad picture of the effects of doping and strain in materials subjected

to high pressures.
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