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ABSTRACT

Numerical modeling of flows is an important tooledsbefore building proper physical
models of hydraulic structures. In some projectsenvthe construction of physical models is
not economically feasible, numerical models aredusedirectly evaluate the performance of
these structures and to determine final detailth@ir design. A large variety of numerical
methods and turbulence models has been developdeitast three decades seeking to
represent the enormous range of types of flowstiagisn nature or in industry. Although,
there is still a gap between the foretold poteriathis models and the assurance of their

accuracy for different cases.

Accordingly, the aims of this study are to set upr@e-dimensional numerical model and to
evaluate the accuracy of different turbulence n®déreproducing the flow characteristics of
a 90° open channel confluence, which, though cingisf a common and simple geometry,

produces a roundly three-dimensional flow, not éadye reproduced in numerical models.

OpenFOAM, a free and open source CFD software, wsed in this research. The

experimental data used for validating the numenicatiels was taken from the experiments
made by Weber et al. (2001). The most three dimeasiflow scenario was analyzed, when
g* = main channel inflow / total outflow = 0,25. Meity fields were compared to evaluate
the accuracy of simulation results from three dédfe turbulence models [the Re-

Normalization Group (RNG) k-model, the ks model and a Large Eddy Simulation (LES)
model]. The water-surface was treated by a rigicapproach.

The general flow behavior generated by the numlentalels was in good agreement with
the experimental results, regardless of the rigldapproach’s natural inability of modeling
the free-surface. However none of the turbulencealeiso could reproduce properly the
secondary current or the helicoidal current dovaastr the junction. Though the LES model
was meant to be more powerful, its accuracy wassevdinan the two-equation turbulence
models’. No big difference was found in the perfance of the RNG k-and the ke models.

However, since the RNG «better predicted the separation zone, it can igetlsat it was the

most efficient turbulence model for the case aredyin this research.




RESUMO

Modelagem numérica de escoamentos é uma imporfentementa utilizada antes de
construir modelos fisicos adequados de estrutudaduticas. Em alguns projetos, quando a
construgcdo de modelos fisicos ndo é economicameaiesl, modelos numéricos séo
utilizados para avaliar diretamente o desempentssadeestruturas e para determinar os
detalhes no projeto executivo. Uma grande varieddenétodos numéricos e modelos de
turbuléncia tem sido desenvolvida nas Ultimasdétsadas pretendendo representar a enorme
variedade de tipos de fluxo existentes na natunezaa industria. Entretanto, ainda ha uma

lacuna entre o potencial desses modelos e a gatkntua precisao para casos distintos.

Assim, 0s objetivos deste estudo sdo: montar unetnotumérico tridimensional e avaliar a
precisdo dos diferentes modelos de turbulénci@pmduzir as caracteristicas do escoamento
livre em uma confluéncia 90° que, embora consttyidr uma geometria comum e simples,

srg 7

produz um fluxo tridimensional e helicoidal que ®éfé&cil de ser modelado.

O OpenFOAM, um software de codigo CFD livre e aheffoi utilizado. Os dados
experimentais utilizados para validagao foram astide Webeet al. (2001). Foi analisado o
cenario de escoamento de maior caracteristicangusional, no qual g* = vazao de entrada
no canal principal / vazdo de saida = 0,25. Canggoselocidade foram comparados para
avaliar a precisdo dos resultados de simulacdo rar e trés diferentes modelos de
turbuléncia [o model&e-Normalization Group (RNG) k€, 0 modelo k& e um modeld.arge
Eddy Smulation (LES)]. A superficie da agua foi tratada como uamapa rigida e sem atrito.

O comportamento geral do fluxo gerado pelos modaloséricos é de boa concordancia com
0s resultados experimentais, independentementeadgacidade natural da abordagem da
tampa rigida em modelar a superficie da agua. Nantmn nenhum dos modelos de
turbuléncia pdde reproduzir precisamente a correateindaria ou a corrente helicoidal a
jusante da juncdo. Embora o modelo LES tenha siheebido para ser mais eficaz, sua
precisao foi pior do que a dos modelos de turbidéde duas equacdes. Nao foi encontrada
grande diferenca entre o desempenho dos modelosk_IN&k-w. No entanto, uma vez que o
RNG k< melhor representou a zona de separacdo, podezse glie foi 0 modelo de

turbuléncia mais eficaz para o caso analisado pestguisa.
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1 INTRODUCTION

1.1 Overview

The desire of understanding and predicting natpf@nomena is apparently intrinsic in
human nature. Since ancient times people work seming nature and elaborating scientific
models of some of its features. A scientific modat the aim to make a particular part or
feature of the world easier to understand, defquentify, visualize, or simulate. When it
comes to designing hydraulic structures, predictlag features is not only a desire, but a

requirement.

In hydraulic engineering, as in other fields, stowes can be designed by applying four
different modeling resources: simple calculatioasdal on analytical (theoretical) equations;
calculations based on empirical (experimental) #gns; numerical models; and small scale
physical models. The first two categories are uguated to make the conceptual design
providing the necessary dimensions of a structuhde the two last are applied when a better
understanding of the flow patterns is necessargroperly design the details of a structure

and its protection.

A numerical model employs numerical methods andrélyns to solve mathematical
equations that aim to reproduce a physical phenoménto a geometry, given certain
boundary and initial conditions. Thanks to the texthgical development of computational
resources, the numerical models, some developestaedecades ago, could recently start
being applied by industry and common users to siteutomplex fluid flows. As a result,
numerical models became an important tool usedrédfailding proper physical models in
order to reduce the overall project cost. In someler projects, when the construction of
physical models is not economically feasible, nuoa¢models are used to directly evaluate
the performance of hydraulic structures and torddates final details in their design.

A large variety of numerical methods and turbulenwedels has been developed seeking to
represent the enormous range of types of flowstiagisin nature and in industry.
Nevertheless, there is still a gap between thetdtwtepotential of this models and the
assurance of their accuracy for different casegrdfbre, the more study cases available in

literature, the more secure users may get whensohgthe settings.




It is important to mention that successful modelggot guaranteed by the usage of powerful
softwares. It is rather better pursued by seekmgrderstand the physical phenomena, i.e.
expected flow patterns, as well as the numericablehoi.e. governing equations and

numerical methods. In fact, a computational modebust or not, in the hands of an

inexperienced user has the potential to do greah.h@his project was born, therefore, from

the desired of the author to gain experience in ttleme and to get acquainted to its
difficulties and limitations.

The study case modeled was a 90° open-channeluemck. The reasons for such a choice
are: a confluence is a very common hydraulic stmactit consists of simple geometry, easier
to be set in a model; it reproduces a challengily three-dimensional flow; and the results

of physical model studies are available in literatu

OpenFOAM, a free and open source ComputationaldARynamics (CFD) software, was
used in this research. This software has been wigsdd specially by academia, what may be
explained by its no cost and its extended variétpals and methods. Nevertheless, there are
few studies applying this software to simulate epkannel flows and maybe nothing on
confluences. Comparisons of velocity componenteweade from three turbulence models
[the Re-Normalization Group (RNG) &kimodel, ke» model, and a Large Eddy Simulation
(LES) turbulence model]. The rigid lid approximatiavas adopted as the water-surface

treatment method.

1.2 Goals

The study case that subsidize this research cotestitn very practical engineering work. It
was not intended here to present new findings edfitld of numerical modeling. Rather, in
other to contribute to the scientific frontier, theope is to evaluate the capabilities of a free

and open CFD software also considering former magplications in the same theme.

1.2.1 General goal

The main goal of this research was to set up aettirmensional numerical model and to
evaluate its capability of reproducing the flow @deristics of a 90° open channel

confluence, by comparing results obtained to phblilsexperimental data.




1.2.2 Specific goals

« To make a parametric study comparing the performaoic different turbulence
models — RNG I€, k-0 and a LES; and

* To utilize OpenFOAM and evaluate its capabilitiesl aser friendliness.




2 LITERATURE REVIEW

In the first subchapter here, it is intended taeevsome facts of the history of research on
confluence and the development of its models. | &ty subchapters introduce the governing
equations of fluid motion as well as important aspeof turbulent flows and turbulence
models, what provide the mathematical basis foromprehensive general-purpose CFD
(Computational Fluid Dynamics) model. Lastly, aedd@ture review is made about the

application of CFD in industry and in confluencssidies.

2.1 Open-channel confluences

Confluences are present everywhere in natural tapds or in urbanized areas. Both river
junctions and prismatic open-channels, in canalghi country side or in urban water
systems, present complex flow features governedh bgrge number of parameters. The
systematic hydraulic treatment of a confluence oabe made by applying simple theoretical
equations as it is made in straight open-chanrséhge the effects of bottom slope and

boundary roughness are of minor influence on ttae flew field of a junction.

Weberet al. (2001) examined a 90° open-channel junction fanckels of equal width in a
physical model study that provided a high qualiéyadset of 3D velocity, water-surface and
turbulence measurements useful for understandieglgdhe flow in a confluence and for

validation of numerical models.

ZONE OF
RE-CIRCULATION

Figure 2.1: Schematic of flow structure in a subcritical confluence (Weber et al., 2001)




The flow structure in the vicinity of the junctidior a subcritical flow regime is shown

schematically in Figure 2.1. The main charactassof the flow patterns are: a separation
zone with internal recirculation, high turbulenaeddower water level just downstream the
contribution of the branch; a resultant contractedtion with higher velocities; a stagnation
point nearby the upstream corner; a clockwise belad along the downstream channel due to

the reflectance of the side channel flow againsftinction-opposite wall.

Much earlier, Taylor (1944) presented the firstdgton simple junction flow, with tests on
45° and 135° junctions of prismatic rectangular nttes in subcritical conditions, and
provided a momentum analysis that yields an eqouatoy the depth ratio between the

upstream branches and downstream channel.

Later, Webber & Greated (1966), by relating différBow variables, also provided predictive
equations for the depth ratio in subcritical coidi$ (better accuracy than Taylor (1944)). In
addition, they presented energy loss relationsaiystheoretical flow patterns by the method

of conformal mapping.

Mamedov (1989) went further by making on-site inigagions in a natural confluence on the
Kura River (ancient Soviet Union, now Georgia) tady the characteristics and extent of
channel deformation. The same author developedraalpmethods of calculating the plan of
the currents, stability of the channel, useful paters of the contracted section (location,
depth and average velocity) and the separation Zteregth and width). In addition,
laboratory experiments in a rectangular flume weanducted for a more detailed
investigation of the problem of the effect of thegke of confluence and relationship of
discharges in the confluence.

Gurramet al. (1997) also made laboratory experiments and peavidxpressions for the
momentum correction coefficients, the lateral wakssure force, and the ratio of the flow
depths in the lateral and upstream branches oberisigal confluence. In addition, a rational
approach for the momentum contribution of the Etbranch was presented and applied for

the prediction of the backwater effect across gkrunction.

Many one-dimensional numerical models of open-ckhnetworks apply mass conservation

and energy conservation principles at the juncti@isce energy losses and differences in




velocity heads are difficult to evaluate, the ideboundary conditions may simply diminish
to the equality of water-surface elevation anddbetinuity of discharge. HEC-RAS, maybe
the most popular and free one-dimensional numencalel, also gives the option of applying
the conservation of momentum, instead of energg@mation, but it still assumes equality of
upstream depths. In order to fill this gap, Shakageal. (2002) developed a 1D model that
does not assume equality of the upstream depthsagplying mass and momentum

conservation and considering an improved set efmal boundary conditions

These analytical and empirical models (Taylor, 294%&bber & Greated, 1966; Gurragh
al., 1997; and Shabaye#t al., 2002) are useful to be applied in one-dimensiomaherical
models of open-channel networks, where the intésastreproducing the free-surface profile
in the channels with some approximation. However, matter how advanced these 1D
models are, when the interest is in understandiegfiow behavior at the vicinity of the

junction, it is clear that it becomes necessagpyply 2D or 3D numerical models.

2.2 Conservation laws of fluid motion

The equations presented in this subchapter arelalsic governing equations of fluid motion
analyzed three-dimensionally. This subchapter isetbaalmost entirely on the content
presented in chapter 2 of Versteeg & Malalasek2@®¥). The main fluid properties are
noted aau, u, v, w,p, p, andr, for the velocity vector, scalar velocities in tke y-, and z-

direction, density, pressure, and viscous stregsspectively. The governing equations of

fluid flow represent mathematical statements ofdbieservation laws of physics:

* The mass of a fluid is conserved — what leadsdarhss conservation equation

* The rate of change of momentum equals the sum eoffdites on a fluid particle
(Newton’s second law) — what leads to the momerggoation

* The rate of change of energy is equal to the sutheofate of heat addition to and the
rate of work done on a fluid particle (first law thermodynamics) — what leads to the
energy equation

According to Versteeg & Malalasekera (2007), liquidnd gases flowing at low speeds
behave as incompressible fluids. Without densityati@n there is no linkage between the

energy equation and the mass conservation and ntomeequations. The flow field can
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often be solved by considering mass conservatiohnaomentum equations only. Since this
Is the case treated in this research, and the wetgperature was held constant, the energy

equation is not treated here.

2.2.1 Mass conservation in three dimensions

The first step in the derivation of the mass covesgwsn equation is to write down a mass

balance of the fluid element:

Rate of increase of massin fluid e ement = Net rate of flow of mass into fluid €l ement

The rate of increase of mass in the fluid elem&nt i

O (p5x6ysz) = 2L sx8ys
g POXOYOZ) = Gy 0X0YOZ

2.1
The mass flow rate across a face of the elemegiven by the product of density, area and

the velocity component normal to the face, astitted in Figure 2.2.
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Figure 2.2: Mass flows in and out of fluid element (Versteeg & Malalasekera, 2007)

If all components are summed up, arranged and eduat equation 2.1, it is yielded the
unsteady, three-dimensional mass conservation otincoty equation at a point in a

compressible fluid:




dp  0(pu) d(pv) d(pw) dp . _
6t+ o + dy + 57 =0 or at+dlv(pu)—0

2.2
For an incompressible fluid, e.g. the water flovainonfluence as studied in this research, the

densityp is constant and equation 2.2 becomes:

6u+6v+aw_0 di _0
ox "oy T oz = or ivu =
2.3
2.2.2 Momentum equation in three dimensions
Newton’s second law states that:
Rate of increase of momentum of fluid particle = Sum of forces on fluid particle
The rate of increase of x-momentum per unit volwie fluid particle is:
<6u+ 6u+ 6u+ 6u>_ 6u+d_ (ww) = Du
P ot "% ax TV TWaz) TP g THVW TPy
2.4

The rates of increase in the y- and z-direction lmariound similarly. There are two types of
forces on fluid particles: surface forces (pressun@ viscous forces) and body forces (gravity,
centrifugal, Coriolis and electromagnetic forcels)is common practice to highlight the

contributions due to the surface forces as sep&eates in the momentum equation and to
include the effects of body forces as source teffhe. state of stress of a fluid element is

defined in terms of pressure and the nine visctresses components shown in Figure 2.3.
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Tyl‘ \ :\sz ’ ()y 2 i | Y
1 —_—
¥, ‘ A | 1 .
AR h ey T, ¥ _dp }:Sx \ ! p+ ;_p be
g T We x 2 N X
| N e v —_— ——— } ST N—
] Tux — |
K7 A I by SRCi T VA IS R - BN
] T.Y >~ xx ox 2 ‘.-----1-:\\\ X ax 2

z N ; .'A rzy \\\ Z \\\
S | h | \
y LR d I, 1

X - =6z
B dz 2

(a) (b)
Figure 2.3: Stress components on all faces of a fluid element, (a) in all directions, and (b) in the x-
direction (Versteeg & Malalasekera, 2007)




The magnitude of a force resulting from a surfaoess is the product of stress and area. The

total force per unit volume on the fluid due to theface stresses in the x-direction is:

a(_p + Txx) + a(Tyx) + a(sz)
0x dy 0z

2.5
Without considering the body forces, such as gyaaitd Coriolis forces, in further detail their
overall effect can be included by defining a sousgg of x-momentum per unit volume per

unit time.

So, the x-component of momentum equation is fougdsétting equation 2.4 equal to
equation 2.5, plus\i:

% — a(_p + Txx) + a(Tyx) + a(sz)

P Dt dx dy az T omx
2.6
In the same way, the y-component of the momentwmatémn is obtained:
Dv a(Txy) o(—-p+ Tyy) a(TZJ’)
- — S
Pt ax dy T oz oMy
2.7
and the z-component of the momentum equation engoy:
Dw a(sz) a(Tyz) a(_p + Tzz)
POt~ "ox oy T oz Sz
2.8

2.2.3 Navier-Stokes equations for a Newtonian fluid

The governing equations contain as further unknoasishe viscous stress componet)ts
The most useful forms of the conservation equatitorsfluid flows are obtained by
introducing a suitable model for the viscous se&ess;. All gases and many liquids are
isotropic, so in these cases the viscous stressede expressed as functions of the local
deformation rate or strain rate, which has nine poments in three dimensions, comprised of

three linear elongating deformation components:

u ov ow
W= WTE =T
2.9

and six shearing linear deformation componentsgpeddent in isotropic fluids:




1/0u OJv 1/0u Jw dw Jv
so=om = 3(5yt5) e = 3(Gta) ST s z(ay+az)
2.10
The volumetric deformation is given by:
Ju N v N Ju di
ox dy 0z v
2.11

In a Newtonian fluid the viscous stresses are ptapwl to the rates of deformation. The
three-dimensional form of Newton’s law of viscosftyy compressible flows involves two
constants of proportionality: the first (dynamig¥aosity, U, to relate to linear deformations,

and the second viscosity,, to relate stresses to the volumetric deformatiosyally

approximated ta = —gp. (Schlichting, 1979). The nine viscous stress camepts become:

ou v ow
2,ua—+ldwu 2u@+ldwu 2,ua—+Adwu
du OJv Ju oJow dv  Jdw
Txy”yﬁﬂ(@*a) sz”zﬁﬂ(&*%) Tw:sz:“(&*@)

2.12
Substituting equations 2.12 into equations 2.68-\2elds the Navier-Stokes equations (for

compressible fluids with variable viscosity):

Du  dp 8[2 ou +1di ] 6[ (6u+8v)]+6[ (6u+8W)]+S
Pt~ Tax TaxlFax T M T 5 MGy T el T az 1M\ T ok )| T om

Dbv 6p+ 8[ (6u+8v) d [2 +Adi ] [ ( 6W>]+S
Pt~ dy ax ¥ dy Ox 6y # v oy My

bw ap [(au OW)]_I_O[ (617 6W>]+ [2 b4 di ]+S
Por = "oz T ax ax )|l TayM\az T oy # W[ omz

2.13
In the case studied in this research, the flow assiered incompressible, so the mass

conservation equation &v u = 0. Additionally, the viscosity is adopted as const&tence,

the Navier-Stokes equations can be simplified to:

0
_9% + udiv(grad (w)) + Syx

Du op 0*u 0%u 0%u
= MX: ax

pE“&“‘ 6x2+6y2+622
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Dv op 0%v 0%v 0%v

op .
DL —@+u(ax2 + 352 + aZ2> + Suy = —@+udw(grad () + Suy

TR PR P P N P

Dw op 0w 9w 0w op ]
+ Sy, = ~ 3 + pdiv(grad (w)) + Sy,

2.14
It is clear from the equations 2.2 and 2.14 thatdhare significant commonalities among the

various equations. Accordingly, a general transpquation for incompressible fluids can be
written in the form:

¢ . I
— +div(¢u) = ) dlv(F¢, grad (¢)) + S

at
2.15
Versteeg & Malalasekera (2007) described this eguat words as:
Rateof increaseof ¢ of + Netrateof flowof ¢ = Rateofincreaseof + Rateof increase of
fluid element out of fluid element ¢ dueto diffusion ¢ dueto sources
(rate of change term) (convective term) (diffusion term) (source term)

2.3 Turbulence

A flow is laminar when it is smooth and adjacentels of fluid slide past each other in an
orderly fashion, what can be expressed by valuéswbéhe so-called critical Reynolds
number Rgi.. At values of the Reynolds number above,Rehe flow behavior becomes

chaotic and random, what is defined as turbulemnt fl

Velocity gradients, i.e. velocity differences beemeadjacent layers, are one of originators of
turbulence. Figure 2.4 illustrates a flow transitig from an incoming laminar flow to a fully
developed turbulent one. Due to friction, veloat®oser to the plate decrease and viscous

stresses appear generating turbulent kinetic energy

Turbulent fluctuations always have three-dimendiospatial character (Versteeg &
Malalasekera, 2007). Visualizations of turbulewmi$ reveal rotational flow structures, so-
called turbulent eddies. These vortices have thpatulity of transporting and exchanging
heat, mass and momentum by diffusion. They ranga frery large eddies, i.e. at the size of

the shear flow which creates the primary vortendtires, until very small ones.
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Figure 2.4: Longitudinal view sketch of transition processes in boundary layer flow over a flat plate
(adapted from Frei, 2013)

By the break-up process, kinetic energy is tramstefrom larger structures to smaller and
smaller ones, in a process called energy cascédmelafger eddies are the most energetic, for
they acquire their energy through strong interastiovith the mean flow. The smallest eddies
present a local Reynolds number equal to 1, ie.irikrtia and viscous effects are of equal
strength. At these smaller scales, work is perfaragainst the action of viscous stresses, so
that the energy associated with small-scale eddiyiom® is dissipated and converted into
thermal internal energy. Therefore, the more twbuthe flow is, the more energy dissipation

occurs.

According to Schlichting (1979), flows in the larairregime, with low Reynolds number, are
completely described by the continuity and the We#tokes equations. Simple laminar
flows can be analytically solved, while more complaminar flows should be solved
numerically with CFD techniques without additionabproximations. In most practical
engineering applications, however, the flow presehigher Reynolds numbers where
turbulence is observed. In these cases, fluid eeginneed access to viable tools capable of
representing the effects of turbulence. Turbulemoelels can be grouped into the following

three categories:

* Turbulence models for Reynolds-Averaged Navier-8sofRANS) equations: Navier-
Stokes equations are time averaged, and its negudtitra terms, related to turbulent
fluctuations, are solved by classical models askthenodel and the Reynolds Stress
Model (RSM).

* Large Eddy Simulation (LES): It tracks the behawdérarger eddies through space

filtering of the Navier-Stokes equations prior t@ongutations. Unsteady flow

12



equations have to be solved, increasing the cortipngh costs, but it has already
been used to address CFD problems with complex gems.

* Direct Numerical Simulation (DNS): It computes theean flow and all turbulent
velocity fluctuations. It is highly costly in ternmdf computing resources, unfeasible

for industrial flow computations.

The first two groups will be treated here, sinceytlare directly related to the object of this

research.

2.3.1 Turbulence models for Reynolds-Averaged Navier-Staés equations

In turbulent flow regime, the motion is intrinsigaunsteady even with imposed boundary
conditions and the velocity and all other flow peapes vary in a random and chaotic way. If
the velocity is measured at a point in such a flavtypical time-series graph is obtained as

represented in Figure 2.5.

t

Figure 2.5: Typical point velocity measurement in turbulent flow (Versteeg & Malalasekera, 2007)

For most engineering purposes the details of thieutent fluctuations of the flow is not
necessary to be known, as only the mean properater. Through the so called Reynolds
Decomposition, a turbulent flow can be characterizeterms of the mean values of flow
properties (denoted in upper case symbols: U, V,RVD etc.) and their deviation (or
fluctuation) from the mean (denoted as: u’, v', @', ¢’ etc.). Note that the fluctuating part

has a mean value equal to 0. In a general form:

H(D) =D+ /(D)
2.16
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Considering the continuity equation 2.3, it cannis¢ed that diw = div U, what yields the

continuity equation for the mean flow:

divU =0
2.17

Time-averaging the Navier-Stokes equations 2.14 esmlranging the extra terms of
fluctuating velocities, it is obtained the Reyneligeraged Navier-Stokes (RANS) equations

for incompressible flow:

aU+d' wo) = 16P+ div(grad(U)) +
iv = v div(grad(U) p Fp 3y P

1 a(—Pu'Z) d(—pu'v') d(—pu'w’)
+ +
Jat p 0x

aV+d' ) = 1aP+ div( dV)+1
T iv =05 vdiv(grad(V) p

A(—pu'v") N d (—PV'Z) N A(—pv'w’)
dx dy 0z

1

ow 10P a(—pu'w’) a(—pv'w’) 0 _PF
E‘Fdiv(WW):—l—) E+vdiv(grad(W))+l—) (=p )+ (=p )+ ( )

dx dy 0z

2.18
The fluctuating velocity terms are associated ® gb-called Reynolds stress, comprised of:

a) three normal stresses

Txx = _pu’2 Tyy = _pv12 Tzz = _pwlz

2.19
and b) three shear stresses
Ty = Tyx = —pu'v’ Tyz = Tz = —pu'w’ Tyy = Tzy = —pV'W’

2.20

By the Boussinesq assumption, the Reynolds streaeesproportional to the rates of
deformation. Using a suffix notation, it can be egsed as:

— Tl — L J kS:: = u,.S kS
Lij = =Py = U ) ; 9x; 3.0 ij = He9ij 3p ij
2.21

With: & = 1ifi=j, andd; = 0 if i #].

Similar extra turbulent transport terms arise wiegnation 2.15 is derived, considering an

arbitrary scalar quantity(t) = @ + ¢’(t):
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1 [9(=pw'¢) L 0pv'$D)  Opu'dT)
p dx dy 0z

f 1)) 1
-t div(@U) = l—)div(l“q, grad(®)) + + 5o

2.22
Now it is necessary to apply turbulence modelsrexigt Reynolds stresses and the scalar
transport terms and close the system formed by rfi@arequations 2.17, 2.18 and 2.22. The
most common RANS turbulence models are shown ineTakl, classified based on the

number of additional transport equations needebfletsolved along with the RANS flow

equations.
Table 2-1: Most common turbulence models classified by extra transport equations
No. of extra transport equations Name
Zero Mixing length model
One Spalart-Allmaras model
Two k-e model
k-o model
Algebraic stress model
Seven Reynolds Stress Model

On this research a variation of the: land the ks models were applied (as well as a LES
model) to calculate the flow in a confluence. Theme, they are described briefly as it

follows.

2.3.1.1 The k€ model

The instantaneous kinetic energy, k(t), of a twhtulflow can be also decomposed as:

k(t) = K+ k, for the mean kinetic energif,= %(U2 + V2 + W?2), and the turbulent kinetic

energyk = %(W +Vv'2 +w2),

The mean kinetic energy equation is obtained bytipiyihg the mean velocity component U,
V or W by the x-, y- or z-component of RANS equat{@.18), respectively. After adding the
results and a good effort on rearranging the teitnsan be obtained the time-averaged

equation governing the mean kinetic energy of ke:f

d(pK)
at

+ div(pKU) = div(—PU + 2uUS;; — pUu,'w,") — 2uS;;. Sij + pu,'w,". Sy
2.23
The turbulent kinetic energy equation can be y@ldet simply, by the multiplication of

each of the instantaneous Navier-Stokes equati@rist)( by the appropriate fluctuating
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velocity components and addition of all the resutifowed by a repeat of this process on the
RANS equations (2.18), subtraction of the two rsgl equations and very substantial
rearrangement (Versteeg & Malalasekera, 2007):

a(pk) . . 1
T + div(pkU) = div (—p’u’ + 2uu's;; — piu{]'uiju{]) = 2psy). Sy = PUyy ;. Sij
2.24
Versteeg & Malalasekera (2007) described this eguath words as:
Rateof change + Transport = Transport + Transportof + Transportofk - Rate of + Rateof
of turbulent of k by of k by k by viscous by Reynolds dissipation production
kinetic energy k convection pressure stress stress of k of k

The rate of dissipation per unit volume is normaliytten as the product of the densipy,

and the rate of dissipation of turbulent kinetieyy per mass;, so:

€ = 2vs;.5],
2.25

This property is the destruction term in the tuemtlkinetic energy equation, of the same
order of magnitude as the production term. WhenRbagnolds number is high, the viscous
transport term is always very small compared with turbulence transport term and the
dissipation (Versteeg & Malalasekera, 2007).

The standard k- model (Launder & Spalding, 1974) was developednfrine simplistic

concept that k anglare related to a velocity scae,and a length scalé, according to:

9 = k1/?
2.26

k3/2

P =—

&
2.27

Using these equations, by dimensional analysisedlay viscosity can be described as:

2.28

Finally, the standard k-model transport equations are developed to:
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d(pk) (ut

—— +div(pkU) = div —grad(k)) + 2ueSij. Sij — pe
ot Ok

2.29
d(pe) | . (e € e’
SFT + div(pel) = div (G—sgrad(£)> + C15E2ﬂt5ij-5ij - ngp?

2.30
In words,
Rate of change  + Transportofkor = Transportofk + Rateofproduction - Rate ofdestruction

ofkore & by convection or & by diftusion ofkore ofkore

Some adjustable empirical constants were usecesetbhquations:
¢, = 0,09 o, = 1,00 o, = 1,30 Cie = 1,44 Cye = 1,92

2.31

The k€ model is the most widely used and validated tweheg model, used with reasonable
accuracy in a general-purpose way. Neverthelesse switics were raised to the standarel k-
model especially about the strong linkage betwemayrtion and destruction of turbulent
Kinetic energy, what says that the dissipation taite large where production of k is large.
This behavior happens in confined flows, but itglaet happen in some unconfined flows, or

flows with large extra strains, or rotating flows.

In response to that, some advanced two-equatidnlence models were developed. Yakhot
et al. (1992) devised the renormalization group (RNG)rkeodel equations for high Reynolds

number flows:

% + div(pkU) = div(ayperrgrad(k)) + t;;.Sij — pe
2.32
2
% + div(pel) = div(acp.srgrad(e)) + Ci, zfij_gi]. — CZsp%
2.33
With:
2
Hepr = K+ He e =pCu—
2.34
C,=00845 @ =a,=139 C.=142 (=168
Cle = Cre = % n =§ 28;;. 5y no = 4,377 £ =0,012
2.35
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They consist of a variation of the standard kodel equations that systematically removes
the small scales of motion from the governing eilguatby expressing their effects in terms
of larger scale motions and a modified viscosityer@leeg & Malalasekera, 2007). It is

interesting to note that the model changes ¢hequations also by containing a strain-

dependent correction term in the constantafthe production term.

2.3.1.2 The kw model

The most prominent alternative to trying to overeosome limitations of the &model (and
variants) is the ks model, which is also a two-equation turbulence ehodeveloped by
Wilcox (1988). As the name says, besides the viariaht uses the turbulence frequeney:

¢ | k as the second variable. Then the eddy visgcbsitomes:

He = pk/w
2.36

And the transport equations for k andor high Reynolds turbulent flows are developed as

d(pk
% + div(pkU) = div [(u + ?) grad(k)] + P, — B pkw
k
2.37
. au;
2.38

And; 2l div(pwU) = div [(,u + 5—:) grad (a))] +v (ZpSij.Sij - Epwi—:&j) — Bpw?

Jat 3

2.39
In words,
Rate of change  + Transportofkor = Transportofkor + Rateofproduction - Rateofdestruction
ofkor w w by convection w by diffusion ofk or w ofk or w

The adjustable empirical constants are:

0.=20 0,=20 y,=0553 B, =0075 B*=0,09

It is not really clear in literature whether theokmodel is more suitable for general purposes
than the ke model. Versteeg & Malalasekera (2007) says thakt has a similar range of
strengths and weaknesses as the rkedel and fails to include accounts of more subtle

interactions between turbulent stresses and meam When compared with the RSM.
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Nevertheless the computational costs of the RSMigreficantly higher, since it is necessary

to solve 7 extra turbulence equations.

2.3.2 Large-Eddy Simulation

A different approach to the simulation of turbulfiotvs is the Large Eddy Simulation (LES).
Its idea is that the larger eddies need to be ctedlpior each problem with time-dependent

simulation.

Through a decomposition, a flow variable can berattarized as the sum of (i) the filtered
function U, v, w, p etc.) with spatial variations that are larger thia@ cutoff width and are
resolved by the LES computation, and (ii) the uolesd spatial variations (u’, v’, w’, p’ etc.)

at a length scale smaller than the filter cutofdithi In a general form:

P(x,t) = p(x, ) + ¢'(x, 1)
2.40

Instead of time-averaging (as in the RANS turbudenwodels) LES uses a spatial filtering

operation (indicated by the overbar) to separadatger and smaller eddies.

The initial procedures consist in selecting theefihg function and a certain cutoff width that
separates the information related to the largeriesd@to be resolved) from the smaller
turbulent eddies (to be rejected and destroyed. filter function is defined as &(x’, A)
applied in the following equation:

Bxt) = f j f G(x, %', N)p(x, £)dacl dx)dx,
I 2.41
Where:
¢(x,t) = filtered function
o(x,t) = original (unfiltered) function
A = filter cutoff width

The cutoff width is intended as an indicative measaf the size of eddies that are retained in
the computations and the eddies that are rejetteel. most common selection is to take the

cutoff width to be of the same order as grid simey= 3/Ax. Ay. Az.
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Filtering of equation 2.3 easily yields the LES touity equation for incompressible flows:

div(u) =0
2.42
While filtering of equations 2.14 vyields the LES JN&-Stokes equations for an

incompressible flow:

ou

5t + div(uu) = —%g—f + v div(grad(n)) — (div(uu) — div(uu))

%+ div(om) = —=2L 4y div(grad() - (div(7@) - div(w)
PR iv(vu) = 53y vdiv(grad(v)) — (div(vu iv(vu))
ov . 10p . _ P o
s + div(wu) = —;g + v div(grad(w)) — (div(wu) — div(wu))

0] (I (1 (V) V)
2.43
Versteeg & Malalasekera (2007) name the terms edelequations as: (I) the rate of change

of filtered x-, y- and z-momentum; (llI) and (IV)dltonvective and diffusive fluxes of filtered
x-, y- and z-momentum; (lll) the gradients in the y¥- and z-directions of the filtered

pressure field; and (V) the extra terms causedbyiltering operation (just like the Reynolds
stresses in the RANS equations that arouse as seqoence of time-averaging). The last

terms (V) can be considered as a divergence of af séresses;;, written as:

d(puu — pu,u) N d(pu,v — pu,v) N d(puw — puw) _ 0ty

0x dy 0z 0x;

(div(pTh — pia) =

2.44
Where:

Tij = pUU — pUU = pUU; — pULLY
2.45
These stresses are normally called the LES Sub®&ade (SGS) stresses. Using the

decomposition equation 2.40 into equators, the SGS stresses are obtained:

1y = (Pl — piLiy) + (P + puiy) + puiy)

0 (1 (1
2.46
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The SGS stresses contain three groups of conwimitithe Leonard stresses (I), due to the
effects at resolved scale; the cross-stressesd(if,to interactions between the SGS eddies
and the resolved flow; and the LES Reynolds steefi$, caused by convective momentum

transfer due to interactions of SGS eddies.

Just like the Reynolds stresses in the RANS equstitie SGS stresses (equation 2.46) must
be modeled. Detailed information about these modgisesent by Chai & Mahesh (2010) or
by Versteeg & Malalasekera (2007).

The necessity to resolve unsteady equations mak&rhuch more costly computationally
than the two-equation turbulence models. When coedpavith the RSM, however, this

difference is very modest. For some cases whersigent large-scale vortices have a
substantial influence on flow development, as infeences, the accuracy of an LES model

and its capability of reproducing some time-dependeatures might be worth the price.

2.3.3 Law of the wall

Near solid walls, the flow behavior and turbulesteicture are considerably different from
free turbulent flows. The turbulent flow near solidundaries is composed of four specific

regions, as illustrated in Figure 2.6:

Free-stream
flow region

Log-law region
1006 u(y) u(y)

Buffer layer

Viscous sublayer

Figure 2.6: Typical mean velocity profile close to a solid boundary (Frei, 2013)

e Linear, laminar or viscous sub-layer: a very thaydr closer to the wall where the
viscous forces dominate and the velocity variesdrty with distance from the wall,
starting from 0O at the wall.

« Buffer layer: a thin region where the flow begingransition to turbulent.
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* Log-law layer: a fully turbulent region where thesgage velocity is related to the log
of the distance to the wall.
* Free-stream region, or outer layer, or law-of-trekevlayer: a turbulent region where

the gradient of the average velocity is zero.

Before representing the flow behavior in these fdayat is necessary to define the

dimensionless velocity,"uand the dimensionless distance to the wilay:

4+ _ Py
U

U
ut = —=f (6'AD) y
T
2.47
Where:

U = mean velocity

u, = shear velocity= \/t,,/p

w= Shear stress at the Wadlug—l;

According to Versteeg & Malalasekera (2007), thecous sub-layer is in practice extremely
thin, located at about®y< 5. By integrating the shear stress with respect to y and
application of boundary condition U = 0 if y = @,i3 obtained a linear relationship between

the mean velocity and the distance to the wall:

y =Y
u
2.48
Or, after some algebra} = y*.
2.49

In the log-law layer, 30 <*y< 500 (Versteeg & Malalasekera, 2007), anotherticglahip
betweeru” andy" is derived:

ut = %ln(Ey*)

2.50
Where:
k = von Karman’s constart0,4

E = additive constant 9,8 (for smooth walls)
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It is possible to compute the flow field in all foof these regimes. However, in order to avoid
having to use a very refined mesh closer to thé, Wed RANS as well as the LES turbulence
models make use of wall functions, which relate libeal wall shear stress to the mean

velocity, turbulent kinetic energy and rate of giasion.

More details on the phenomenon of turbulence asgmt in the works of Schlichting (1979),
White (1991) and Versteeg & Malalasekera (2007).

2.4 CFD modeling

2.4.1 CFD inindustry

Computational Fluid Dynamics, or CFD, is a bran€Hhlwd mechanics that uses numerical
methods and algorithms to solve mathematical matelsdescribe any kind of fluid flow. In

the words of Versteeg & Malalasekera (2007), CFihésanalysis of systems involving fluid
flow, heat transfer and associated phenomena bysnelacomputer-based simulation. The
technique is very powerful and spans a wide rarigedoistrial and non-industrial application

areas. Some examples are:

» aerodynamics of aircraft and vehicles: lift andgdra

* hydrodynamics of ships

* power plant: combustion in internal combustion aegiand gas turbines

* turbo-machinery: flows inside rotating passagef$uskers etc.

» electrical and electronic engineering: cooling gfipment including microcircuits
» chemical process engineering: mixing and separgolymer moulding

» external and internal environment of buildings: evloading and heating/ventilation
* marine engineering: loads on off-shore structures

» environmental engineering: distribution of polluand effluents

* hydrology and oceanography: flows in rivers, esasroceans

* hydraulics: flow in channels, weirs, locks and othgdraulic structures

* meteorology: weather prediction

* biomedical engineering: blood flows through arte@@d veins
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The availability of affordable high-performance qmuiting hardware and the introduction of
user-friendly interfaces have led to a recent upswf interest, and CFD has entered into the

wider industrial community since the 1990s (Vergt&eValalasekera, 2007).

CFD codes are structured around the numerical ihges that can tackle fluid flow
problems. In order to provide easy access to tkelving power all commercial CFD
packages include sophisticated user interfacaspiat iproblem parameters and to examine the
results. Hence all codes contain three main elesnéhta pre-processor, (i) a solver and (iii)

a post-processor.

In solving fluid flow problems it is necessary te laware that the underlying physics is
complex and the results generated by a CFD codatabest as good as the physics (and
chemistry) embedded in it and at worst as goodsagperator.

It is impossible to assess the validity of the medd physics and chemistry embedded in a
program as complex as a CFD code or the accuradg @ihal results by any means other
than comparison with experimental test work. Anyanghing to use CFD in a serious way
must realize that it is no substitute for experitagon, but a very powerful additional

problem solving tool and crucial to reduce desigsts.

2.4.2 CFD in confluences

Though the performance of a CFD model of a conftees potentially great, its application
to practical large-scale problems or open-chanm#vorks is costly and in some cases
unfeasible. With that in mind, one may choose tdgpe 2D models instead, which apply the
governing equations of fluid motion in two dimenscaveraging the parameters in the depth
axis, becoming the formally known depth-averagedsBBllow water flow equations.

Thanhet al. (2010) performed four different types of deptlemaged 2D models without and
with effects of secondary current in a sharp-edgeenechannel junction using the
experimental data of Webet al. (2001) for validation. The most distinctive feasirare
captured by the models with effect of secondaryenir indicating high applicability to an
open-channel confluence flow in practice. Since,definition, it does not reproduce 3D
currents and vertical mixtures, further applicatifor other problems such as sediment

transport (not analyzed by them) might be a meungha@pproximation.
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A few three-dimensional numerical model studiesjwfctions have been performed and
reported, each one testing different modeling taold adding some interesting findings. Two
researches performed numerical models in a prismattangular open-channel confluence
also using the physical model results of Wedteal. (2001) to validate them: Huareg al.
(2002) and Dordevic (2012).

In literature there is perhaps no research thatiges results of physical model studies of
confluences as complete as that available from Webeal. (2001). According to these
authors, the collected data in previous studiedimited to 1D or 2D velocities and are often
dependent on dye trace visualization for flow dgsion. The data set presented comprised a
fine grid of 3D velocity and turbulence measureraeiorr six flow conditions along with
water-surface mappings for four of these six coon#, constituting a benchmark very useful
for the validation of 3D CFD models.

The following graphs show the different types opesmental data provided: longitudinal
velocity distributions (u*, nondimensionalized thetoutlet average velocity,: 8 0,628 m/s,

as in Figure 2.7), vertical profiles of velocitymaponents [u* and v*, as in Figure 2.8 (a)],
velocity vectors [as in Figure 2.8 (b)], water-aud mapping [as in Figure 2.9 (a)], and
turbulent kinetic energy (k) distribution [as irgkire 2.9 (b)]. The graphs are all related to one
flow discharge ratio scenario, which is definedjas Qn (main channel discharge) 4 otal
outflow) and equals to 0,25 in this case, thouglesdlifferent scenarios were studied. The
coordinates are nondimensionalised when dividedWay the width of the flume. The
experimental results of Webet al. (2001) are better exposed on Huang (2000), wheze t
data is obtained from.
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Figure 2.7: Experimental u* velocity distribution in (a) plan view (z/W = 0,278) and (b) cross-

section (x/W = -2) (Huang, 2000)
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Figure 2.8: (a) Experimental vertical profile of transversal velocities (x/W = -2) [adapted from

Huang (2000)] and (b) cross-section of experimental velocity vectors (x/W = -2) (Weber et al., 2001)
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Figure 2.9: Exp. (a) water-surface mapping and (b) k distribution (z/W = 0,278) (Huang, 2000)

From these and other graphs of different regiorts fan different flow scenarios, it can be

said that a complete description of the flow stoetn the vicinity of a junction is possible to

be made. The main characteristics of the flow pastare:

The separation zone (reddish region in Figure B.9enerated in the left wall, just
downstream the junction. It is constituted of anmdation zone in the middle, where
positive velocities (upstream motion) are foundy@aunded by an outer layer of very
low velocities that makes the separation from theasnwise flow.

The largest longitudinal velocities (bluish regionFigure 2.7) occur just downstream
of the junction at x/W = -2, in the main channelilregion contracted by the zone of
separation.

As g* decreases, i.e. as less discharge enters tlhenmain channel, the separation
zone increases in width and length, causing a higbetraction of the main channel
and, therefore, higher velocities in this contrdategion. This trend continues up to a
certain limit when so much flow enters from theetat branch that the reflection of
the lateral flow off the opposite wall collapseg tthownstream end of the separation
zone, effectively shortening it. In those experitseonly g* = 0,083 displayed this
feature, so scenario g* = 0,250 presented the $asgparation zone from the seven.
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* The flow patterns close to the bottom are differeain those close to free-surface.
The separation zone is larger near the surfacd ibotvidth and length, with more
recirculation inside it.

* Though not properly represented in the former figura stagnation point is present
around the upstream corner of the channel junctidmere the velocities are very
small.

» A clockwise helicoidal current is created along dosvnstream channel, which can be
noticed in Figure 2.8. This is generated due togheck of the side channel flow
against the junction-opposite wall that reflects flow downwards, since the higher
velocities are in the surface, and downstream,hieyancoming main channel water.
On its return, when the flow is closer to the bed approaching the downstream
channel left side wall, the flow is also deflectgaward into the zone of separation.
Eventually, the entire channel is engulfed in gdaclockwise secondary current that
is diminished on its way downstream.

» For all flow conditions the water-surface [showrFigure 2.9 (a)] generally displays a
drawdown longitude profile as the flow enters tbatcacted region and then exhibits
a depth increase as the flow expands to the ecitm@nel width downstream of the
separation zone. For scenario g* = 0,250, the Isighdepth upstream in the main
channel is 1,104§(H, = tailwater depth = 0,296 m) or 31 mm higher tikenwhile

the lowest depth at the contracted region is 0,3,16H25 mm lower than §

From the information above, it is clear that thitical reach to be modeled is located in the
downstream channel in between x/W = -1 to -4, whikeeflow is more three-dimensional,

intense and turbulent, consisting the focus on@RE model validation.

So, with these experimental results in hand, Huaira. (2002) developed and validated a
confluence CFD model that discretizes the govereigations by the finite-volume method,
appling the standard «turbulence model for closure and models the freéase by a sort of
mesh-regeneration method, which allows the gritbhéomolded according to the calculated
water-surface during the iterations until reachvesgence. This method claims to be able to
capture the water-surface behavior without the nefe@erforming the costly Volume of
Fluids method, which deals with a multiphase flavafer and air). The research also carried

out an investigation on the effect of the junctiangle on the flow characteristics. The
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following figures present a few of the extensivenparisons between the physical and the
numerical model for a 90° confluence, better exgaseHuang (2000). Here, only the results
of the scenario g* = 0,25 are presented.

Figure 2.10 shows that this mesh regeneration vids @ roughly reproduce the water
surface, though underestimating both the elevatiahsthe upstream channel and the

depression around separation zone, what becomestlsognot distant from a constant level
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Figure 2.10: Plan view comparison of experimental and calculated free-surface mapping from
Huang (2000)
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Figure 2.11: Plan view comparison of experimental and calculated u* velocity distribution at z/W =
0,278 from Huang (2000)
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Figure 2.12: Cross-sectional comparison of experimental and calculated u* velocity distribution at
x/W = -1,67 from Huang (2000)
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Most of the important hydrodynamic characterist€ghe junction flow was reproduced by
the model, specially the streamwise velocitiesit @an be seen from Figure 2.11 to Figure
2.13. The model predicted well the size of the roegarion zone at the top, though

overestimating its size at the bottom (Figure 2.12)

Vertical velocity profiles confirm that streamwiselocities were accuratly captured in most
of the confluence. Nevertheless, some mispredistiagain can be found, for example at
cross-section x/W = -2 [inside the critical reaElgure 2.13 (a)] and, in a smaller degree, at
x/W = -6 [farther downstream, Figure 2.13 (b)].
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0 0 H _j
- -wU, -u/U,
(a) x/W=-2 (b) x/W=6

Figure 2.13: Comparison of experimental and calculated vertical profiles of streamwise velocity
from Huang (2000)

Analysing the vertical profiles of transverse vdies, it can be realised that the model is not
as effective in capturing the transversal motiodetails. In Figure 2.14 (a), for example, it is
also noted that the reflection of the side charfleet against the right-wall of the main
channel is quite underpredicted. Consequently/\&t x -6 the modeled clockwise helicoidal
is nearly over, when, in reality, it still has somféects in the transverse velocities [Figure
2.14 (b)]. In Figure 2.15, plan views of velocitgators confirm that the model really has
some difficulties in replicating the reflection dine right-wall, since the measured vectors
point towards the wall at z/W = 0,278 and off thallvat z/W = 0,014, when the numerical
results give an approximate straight track aloreyta wall.
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03 03
202 B 02
N
0,1
0
wU0 viU,
(a) x/W=2 (b) X/W=-6

Figure 2.14: Comparison of experimental and calculated vertical profiles of transverse velocity from
Huang (2000)
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Figure 2.15: Plan view comparison of experimental and calculated velocity vectors at two different

elevations from Huang (2000)

Comparison of velocity vectors is made by HuangO@Oconfirming that the model
underestimates the strength of the secondary fldwsally, numerical turbulent kinetic
energy, k, is evaluated and also found to be umdeéigted, specially in the surroundings of

the separatio zone where there is a high productidn

Huanget al. (2002) conclude suggesting the use of a highegrotdrbulence models to

improve prediction, what motivates the use of tB&SLmodel in this research.

The second cited research that assessed conflU@RBPe modeling on confluences was
Dordevic (2012), who analyzed three study cases:etkperimental data of Webet al.
(2001); another experimental data, a 30° confluexidgiron et al. (1996); and the author’s
field data on Danube River in Belgrade, with ther@asing complexity of the confluence
morphology. The software SSIIM2 was performed, dased on the finite-volume method,
appling the standard &turbulence model for closure but treating the sadace as a rigid

lid, which considers the surface as constant amdfrictional.

The analysis made by Dordevic (2012) focused oncthraparison of the measured and
calculated velocity profiles. Very few graphs weresented on the validation of the prismatic

90° confluence. In this case, only one scenaritoof ratio was studied, g* = 0,583.

Figure 2.16 shows velocity vector fields and trattes separation zone at some elevation,
unfortunately not mentioned, where the width osthone was captured well but its length

was underpredicted in about 20%.
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Figure 2.16: Comparison of measured and calculated velocity vector fields from Dordevic (2012)

In Figure 2.17, it can be seen the good approxonabf the measured and calculated
streamwise velocity distributions. However the weities magnitudes were underpredicted,
especially at the contracted zone, as shown byl@sof/W = 0,375 and 0,875 at cross-section
x/W = -1,67. Another weakness is that the moddkfto describe circulation within the
separation zone, as it is concluded from the prafiside the separation zone (y/W = 0.056 at
x/W = -1,67). Figure 2.18 brings the transverseoei®y profiles and shows that this

component, of smaller magnitudes, was appropriasgyoduced by the model.
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Figure 2.17: Comparison of experimental and calculated vertical profiles of streamwise velocity
from Dordevic (2012)
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Figure 2.18: Comparison of experimental and calculated vertical profiles of transverse velocity from
Dordevic (2012)

It is interesting to note in Figure 2.17 and Fig@r&8 that the measurements’ values have
some significant deviation, which should be tak&o iaccount when judging the accuracy of
the numerical model results. Therefore, from tHermation provided, it can be concluded
that the model was able to reproduce satisfacttimgymain flow features, even by adopting
ffgeometry’s top boundary (rigid lid) was locatdxlit apparentely it was adopted higher than

it should be, what could be one of the reasonB@finderestimated streawise velocities.

Ramamurthyet al. (2013) presented an interesting research thatigthmot on confluences,
was very helpful for the work developed here. Teeyyup a model for a channel bend flow,
which is highly three-dimensional due to the coredireffects of secondary flow and flow
separation along the inner bend wall, charactesistiso present in confluences. Comparisons
with experimental data of flow separation and sdeoy flow were made from three
turbulence models (RNG &-RSM and LES), and four water-surface treatmeRigi¢l Lid
(RL) assumption, Porosity (POR) concept, Height@@fiids (HOL) concept, and Volume Of
Fluids (VOF) method]. Phoenics and Fluent weredbiwares used for calculationBable

2.2 summarizes some important bend flow charatiesisneasured and calculated for all

scenarios.

It is clear that the VOF was the best free-surtaeatment method. Its great performance can
also be noticed by comparing experimental and nizadgplan views of horizontal velocities

in Figure 2.19 and Figure 2.20, respectively. Gadocontours are related to the horizontal

velocity magnitude (namedd# Vu? + v?) divided by the inflow average velocity jU

32



Table 2.2: Measured and predicted bend flow characteristics at z/Z = 0,83 (Ramamurthy et al., 2013)

Source Grid Turbulence Water Length of  Umax Umin Kmax
type model surface separation (m/s) (m/s)  (m?/s?)

Experiment 15,0 0,65 -0,09 0,018
Phoenics BFC RNG k- POR 8,9 0,62 -0,067 0,005
BFC RSM POR 9,2 0,63 -0,08 0,009

BFC RNG ke RL 0,0 0,56 0,000 0,003

BFC RNG ke HOL 7,2 0,62 -0,062 0,005

CAR RNG ke POR 3,2 0,63 0,053 0,007

Fluent BFC RNG ke RL 0,0 0,56 0,000 0,003
BFC RSM RL 0,0 0,58 0,000 0,004

BFC LES RL 12,4 0,61 -0,03 0,048

BFC RNG ke VOF 11,2 0,63 -0,08 0,007

BFC RSM VOF 13,4 0,63 -0,09 0,011

Note: BFC = body-fitted coordinate; CAR = Cartesian
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Figure 2.19: Experimental u-v vectors and Ug/U; contours at (a) z = 0,05 cm and (b) z=10,5cm

Z7=0.13m,

Figure 2.20: Numerical u-v vectors and Ug/U; contours for the Fluent model with RSM and VOF at
(@) z=0,05cm and (b) z=10,5cm
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Figure 2.21: Numerical u-v vectors and Ug/U; contours for the Fluent model with LES and RL at

(@) z=0,05cm and (b) z=10,5cm

(b)
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When the results of the three models that assumgadidh lid are compared, it becomes
evident that the LES was the best turbulence moblevertheless, some significant
imperfections can be noticed in Figure 2.21, asuhéer predicted velocities closer to the
bottom and the underestimation of the separatiovezdhe latter aspect is attributed by the

authors to the lack of water surface variation authe rigid lid assumption.

From Table 2.2, it can also be noticed that resfittsn the RNG ke, a two-equation
turbulence model, were not much worse than thobeetled by the RSM, a seven-equation
turbulence model, what is a good remark since dhedér demands much less computational
efforts.

Based on the studied applications, it is thoughtbégoroductive to test OpenFOAM, a free
and open-source CFD software, on the simulatioa 80° confluence flow for scenarios of
modeling methods different from those already testeliterature, validating them with the
experimental data of Webetral. (2001).

2.4.3 OpenFOAM

The OpenFOAM® CFD Toolbox is a free, open soure®Goftware package. According to
OpenFOAM (2014), the software has a large user basess most areas of engineering and
science, from both commercial and academic orgdoim It has an extensive range of
features to solve anything from complex fluid floimsolving chemical reactions, turbulence
and heat transfer, to solid dynamics and electrowtacs. Its solvers are based on the Finite
Volume Method.

One of the biggest advantages of OpenFOAM is itsasb of acquisition, which allows small
companies, individual professionals and studentsadoess such a powerful tool without
having the considerable cost of purchasing the G&fware or its annual license. The main
disadvantage is that, though its package comesangfiod post-processor called ParaView, it
does not include a user interface that would empoeuser to easily pre-process the model,
like all commercial CFD packages.

OpenFOAM was developed to be operated exclusivehLinux, which poses an extra
difficulty for those not used to it. The basic di@y for an OpenFOAM case is structured as

shown in Figure 2.22.
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Figure 2.22: OpenFOAM case directory structure (OpenFOAM, 2014)

Into this operating system, for each modeling csepuser has to create a directory of folders
and edit standardized files. Domain and mesh haveetedited into thelockMeshDict file
inside thepolyMesh folder, which after running thblockMesh command generates other
geometry files foints, faces...). The turbulence model chosen is detailed inesfinside the
folder Properties. Boundary and Initial conditions are set ititme directories in files inside
the sub-directory 0, since the case is set updd at time t = 0. Control parameters are
defined into thecontrolDict file inside thesystem directory. The numerical schemes are
specified into the file$vSchemes andfvSolution, also in thesystem directory. After running
the case, time directories (as many as the times stefined intocontrolDict file) will be
automatically created with the modeling results.

The good side of not being able to “push buttons® In the commercial software is that the
user is forced to go deep into the modeling featwed numerical methods, which may

qualify him/her as a mindful and sensible user.

OpenFOAM has been widely used in hydraulic simafegj even in very complex cases.
Nevertheless, unfortunately, in literature there aery few researches on OpenFOAM

modeling of open-channel flows and maybe none odetimg of confluences.

All this aspects challenge the new OpenFOAM usspeeially those pioneering in open-

channel modeling, to thrive in a learning curvéneatsteep but, hopefully, also rewarding.
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3 METHODOLOGY

3.1 Study case

In this chapter, the experimental details of thgsptal model study of Webet al. (2001),

used for the numerical model validation are diseds§hey examined a 90°, sharp edged,
smooth-wall, open-channel junction for channelegfial width (Figure 3.1). Head tanks on
both the main and the side channels supplied gehdrge. To ensure a uniform flow entering
into the junction branches, perforated plates @@rhim thick honeycomb were placed at the
main and side channel inlets. The steepness dfdtiem was zero. The tailwater depth in the

downstream channel was controlled by an adjustabtgate.

The origin of the coordinate system is locatedchatlied at the upstream corner of the channel
junction, as shown in Figure 3.1 and Figure 3.2 didtances were normalized by the channel
width, W = 0,914 m (3 ft). The velocity measurensehave been nondimensionalized by the
outlet average velocity, (U= 0,628 m/s. The upstream main channel, branchnehaand
combined tailwater discharges are denoted gsand Q, respectively. The flow ratio g* is
defined as @/ Q. The total combined flow, 0,170 m3/s, and the tailwater depth, #
0,296 m, were held constant, which results in astdal flow of Froude number,.E 0,37,
and a tailwater average velocity, £/0,628 m/s. Seven different scenarios of flowosatvere
tested from g* = 0,083 to 0,917.

Depth measurements were made using a point gaui¢ge wetocity measurements were taken
using acoustic Doppler velocimeter over a grid rsdi throughout the junction region. The
average velocity and turbulence intensity werewated from a time series of velocities that
were recorded at each location. In addition, a 2ippmng of the water-surface was performed

on a 72,2 mm square grid throughout the channetipm

Figure 3.2 and Figure 3.3 illustrate the locatiohsll velocity measurements. In the former,
it is shown where the cross-sections were locaad,in the latter, the vertical profiles are
positioned. In total, fifteen to seventeen pointsasured in each vertical profile (located at
heights: 0,2-0,6-1,2-25-3,8-5,1-686-10,1-12,6-15,2-17,8-20,3 - 22,8 325,

- 27,9 cm - and 30,4 cm, wherever necessary).
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3.2 Numerical modeling

The numerical modeling was carried out using thitwswe OpenFOAM. Initially, it was
necessary some time to get used to the systenfalipenFOAM, the available tools and how
to properly apply them.

An important task was to decide which solver to. #Sestly, it was intended to simulate a
multiphase flow, using thenterFoam solver (for two incompressible, isothermal immidei
fluids using a Volume Of Fluid (VOF) approach), ttheould capture also the water-surface
variation. However, it was not possible to achiphgsically correct results with the Volume
Of Fluids method, maybe due to some mistakes irbtwndary condition settings that were
not found in due time. For that reason, it was dlettito change the solver to thisoFoam
(transient solver for an incompressible singledjuand treat the surface as a rigid lid, which
means that the free-surface would be fixed at &aicedepth by adopting a top boundary
(“lid”) with no friction — the same approach useg for example, Dordevic (2012).

The turbulence models adopted in this paramettdystre the RNG k- model, the ko
model and a LES model.

The finite volume method has many categories of enwcal discretization schemes to be
selected from a set of options offered by OpenFO®M). These are not discussed deeply in

this study. Table 3-1 presents which numerical sesewere adopted.

Table 3-1: Numerical schemes adopted in the finite volume method
Type OpenFOAM keyword Adopted
Interpolation scheme interpolationSchemes linear
Surface normal gradient scheme snGradSchemes eirec
Gradient scheme gradSchemes Gauss linear
Divergence scheme divSchemes Gauss limited linear
Laplacian schemes laplacianSchemes Gauss linaactst
Time scheme timeScheme Euler
Flux calculation fluxRequired none

The pre-processing work, described in this chaptensisted on building an optimal
geometry, then setting the appropriate boundargitions, and finally defining the adequate
control parameters. Though there were many inteiatedcenarios, only the final settings

are described in detail.
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3.2.1 Geometry

3.2.1.1 Domain

The lengths and widths of the domain adopted imtimeerical model were exactly the same
of the flume built by Webeet al. (2001) for the physical model study, shown in F&gG@.1.
As mentioned previously, the water-surface wasteceas a rigid lid. The height of the
numerical geometry was, therefore, fixed at thieveer depth, = 0,296 m, i.e. 0,031 m
lower than the highest physical water level atrtt@n channel inlet, and 0,025 m higher than

the lowest water level occurred at the contraceggbn.

3.2.1.2 Mesh

An optimal mesh refinement was pursued, with tme af economizing computational costs
besides maintaining accuracy. It was pursued Yifsyl searching for an appropriate mesh
grading and, later, by carrying out a mesh indepeog analysis. These two procedures are

treated as follows.
Mesh grading
Constructing the mesh close to boundaries reqturéser consideration.

Keylock et al. (2012) say that close to the free-surface in a ttieSsize of the grid cell in the
vertical direction should not be larger than 1/26he channel depth. In this region ideally the
shape of the cells should be as close as possildectibe, apart from the case of a shallow

flow dominated by large quasi two-dimensional eddie

Simulations, especially LES, must have a suffidiefihne mesh to resolve the flow near the
channel bed and banks. If wall functions are engdipyhe case of this research, the first grid
point (middle of a cell, in the finite volume metyashould be placed in the logarithmic layer.
Keylock et al. (2012) also say that in practice this first gran should be at about 30 £y
300. On the other hand, Sagaut (2006) mentionghledirst point has to be into the range 20
< y" < 200, while Rodkt al. (2013) and Versteeg & Malalasekera (2007) inditia#e it has

to be into the range 30 < ¥ 500.

Taking all that in mind, a first coarser mesh waseagyated, shown in plan view and cross-

section in Figure 3.4 and Figure 3.5, respectively.

39



Figure 3.4: Plan view of coarser mesh

Figure 3.5: Cross-section of coarser mesh

It can be noticed in Figure 3.4 that in the moretigam and downstream parts of the
channels, the length of the cells are larger timathé confluence surroundings. This choice
could be justified by the fact that in this regidhe streamwise velocity gradients are not high
and, therefore, a fine grid is not necessary. @natiher way, in the reach of the separation
zone a higher refinement was kept.

Mesh independency analysis

The experimental data used in most of the compa$woesults was provided in more details
by Huang (2000). Figure 3.6 shows in red the locetiof the velocity vertical profiles
available. In total there are 291 points of measerg available (6 cross-sections, times 3

vertical profiles, times 15 to 17 points in eacbfppe).

After having defined an optimal and appropriate Imgsading, the first scenario (S1) was run
with 101.760 cells. Then, a finer mesh (S2) wadt bwyi multiplying the number of cells in all
directions by 1,5, keeping the same mesh gradimgt esulted in 343.440 cells. Finally, a
third scenario (S3) was built from the first on@wndoubling the number of cells in all
directions, totalizing 814.080 cells.
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Figure 3.6: Velocity vertical profiles data provided by Huang (2000)

All three scenarios were run using the LES turbckemodel and the same parameters, and
compared to the experimental results. On this stdgeaccuracy was evaluated simply by
comparing 90 values of streamwise velocities: gach vertical profiles, located at heights:
1,2;5,1; 10,1; 17,8; 25,3 cm.

Figure 3.7 presents the dispersion diagram togetltbran ideal function line, where y = x. It
can be seen that the finer the mesh is, the cthegooints are to the line. In a perfect model,
all points would be above the line and all numérresults would equal the experimental

results.
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Figure 3.7: Dispersion diagrams of velocities for mesh independency analysis

By calculating the sum of residuals, i.e. the surthe relative differences between numerical
and experimental values, it can be evaluated gasingly how was the improvement in

accuracy. Figure 3.8 plots the sum of residualimction of the number of cells adopted in
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each scenario. It can be seen that there was aiggwdvement in accuracy from S1 to S2.
On the second step, from S2 to S3, however, theadpyy was much less significant. It can
be estimated that a forth finer scenario would havadopt an unfeasible amount of cells in
order to enhance the quality of the model somehidverefore, it was decided to stop the
refinement and use S3 mesh (Figure 3.9) in theimaing of this research (parametric study
of turbulence models).
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Figure 3.8: Sum of residuals related to the total cells adopted
Figure 3.9: Cross-section of the finer and final mesh

After computations were finished, the OpenFOAM tgBlusLES was applied in order to
check values of y(dimensionless distance to the wall). It was fotimak the average of'y
values for mesh S1 was 16,7, for S2 was 12,5, an83 was 9,8.

3.2.2 Boundary conditions and turbulence models

The confluence domain contains four types of botieda- the inlets, the outlet, the walls,
and the top of the channel (atmosphere) —, eactaioomy one or more faces. The initial and

boundary conditions had to be specified for eacthed$e boundary types.
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3.2.2.1 Velocity

In this research, the flow ratio g* = 0,25 was @&o# be studied, since it is the most extreme
scenario in terms of three-dimensional flow pateras discussed in section 2.4.2, and
consequently the most challenging scenario to peodeiced in modeling. Accordingly, the
flows at the inlets had to be set as 0,0425 m3/3 &Qd 0,1275 m?3/s pfor the main channel
and the branch channel, respectively. In order gplyathat, the velocity at the inlet
boundaries were set asfi@zedValue condition (a constant value, as the name sayd) wit
uniform velocity vectors of components (-0,157;0);and (0; 0,471; 0) m/s for the main
channel and the side channel, respectively. Thesamwise velocity components {land

V) were calculated by the following equations:

Q Qp
Um = A—T: and Vb = A_C
3.1
Where:

A. = cross-sectional area of the (computational}sme0,2707 m?

The choice of setting uniform velocities at theetslcan be justified by the fact that the inlet
boundaries of the physical model where built wighfprated plates, intending to promote the
most uniform flow possible, as mentioned in subétdaP.1. Along the inlet channels, both in
the physical and the computational domain, it ipeeted that the flow is developed to a
certain level before reaching the junction. Thegitgl model study data provided by Weber
et al. (2001) or Huang (2000) does not provide enoughrin&tion to define how developed

the flow is before entering the junction. At thisimt, due to the short lengths of the inlet

channels, it is not expected that the flow reaehiesl developed flow.

The outlet face was givenzaroGradient boundary condition for velocity, which says that

“the normal gradient of velocity is zero”.

A no-slip velocity condition is assumed at the wddy applying dixedValue condition with a
uniform value of (0; 0; 0), meaning that the velpat the wall is zero, according to section
2.3.3.

A dip boundary condition for the velocity was adoptedhet top, which implies that the
normal component iBxedValue zero, and tangential components zer@Gradient.
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A command calledetFields was used to define the initial velocities into ttemain. For the

whole main channel cells, the velocity of (-0,1870) was set, while for the branch channel
cells, before the junction, it was (0; 0,471; OhisT'tool is optional and it was useful to
improve the stabilization of the flow to its unifor state, controlled by the boundary

conditions, after some simulation time.

3.2.2.2 Pressure

The pressure was set zsoGradient at all boundaries of the domain except at theegutl
where the pressure was considerediyasiVValue with zero value. The initial pressure at all

boundaries was defined as zero.

3.2.2.3 Turbulent kinetic energy

The turbulent kinetic energy at the inlets was aeiieed by a boundary condition called
turbulentIntensityKineticEnergylnlet in OpenFOAM. It is based on user-supplied turbcden

intensity, defined as a fraction of the mean vejoci

k, = 1,5(1|U|)?
3.2

Where:
kp = turbulent kinetic energy at the patch
| = turbulence intensity &'/U

|U| = magnitude of the velocity vector

A turbulence intensity of 10% was adopted in ortderepresent the turbulence generated by

the effect of the perforated plates at the inlets.
A zeroGradient boundary condition for k was assumed at the autlet

At the walls a boundary condition call&gRWallFunction provides a suitable condition for k
fields for the case of high Reynolds number flowngsvall functions. It is a simple wrapper

around thezeroGradient condition.

At the top face, aeroGradient condition for k was adopted.
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The initial turbulent kinetic energy at all bounigarwas defined as 0,015 kd/gi. This value
was found by insertingJ] of 1 m/s and | of 10% into equation 3.2.

3.2.2.4 SGS kinematic viscosity (for LES)

The last parameter to have its boundary conditawised in the LES model is the sub-grid
scale kinematic viscosityscsor nuSGS (OpenFOAM terminology).

At the walls a boundary condition calledtkWallFunction provides a turbulent kinematic
viscosity condition when using wall functions, basen turbulence kinetic energy. At all
other boundaries zeroGradient condition was adopted. The initiagsat all boundaries was

defined as zero.

3.2.2.5 Turbulent viscosity (for RNG k-and k)

In the RNG ke and keo models, instead, it was necessary to define thmdery conditions

for the turbulent viscosity field; or nut (OpenFOAM terminology).

At the walls a boundary condition also callaatkWallFunction, as in the LES model, was
applied forv;. At all other boundaries, a boundary condition edrmalculated was chosen,

which implies that fieldisgsis derived from other fields. The initigf at all boundaries was
defined as zero.

3.2.2.6 Rate of dissipation of kg, (for RNG k<)

The last flow parameter to have its boundary coonit defined in the RNG &-model is the

rate of dissipatiorg or epsilon (OpenFOAM terminology).

At the inlets, the boundary condition fowasturbulentMixingLengthDissi pationRatel nlet, as
called in OpenFOAM. It is based on a specified mgxiength. The patch epsilon values,
are calculated using:

0,757,1,5
_ Gk

ln

3.3
Where:

C. = model coeficiente, set to 0,09

Im = mixing length (m)
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The mixing length was assumed as the same aswhjet) is accounted ag E 0,09L, where
L is the half of the jet width, i.e. half of thearimel width in this case (equals to 0,457 m). So
Im was supplied as 0,0411 m.

A zeroGradient boundary condition fos was assumed at the outlet.

At the walls a boundary condition callegpsilonWallFunction provides a turbulence
dissipation wall function condition for high Reydsl number in turbulent flow cases. It
calculates both and G, the turbulence generation field.

At the top face, a@eroGradient condition fore was adopted.

The initial rate of dissipation at all boundarieasadefined as 0,0073 m?2/s3. This value was
found by inserting k of 0,015 kg#s® into 3.3.

3.2.2.7 Turbulence frequency (for k-m)

The last flow parameter to have its boundary comakt defined in the k model is the

turbulence frequency or omega (OpenFOAM terminology).

At the inlets, the boundary condition far was turbulentMixingLengthFrequencylnlet, as
called in OpenFOAM. It is based on a specified mgxiength. The patch omega valuesg,
are calculated using:

kO,S
Wp = 025
u ‘m

3.4
The mixing length, ), was supplied as 0,0411 m, similarly to what wascdbed in the

previous section.
A zeroGradient boundary condition fo® was assumed at the outlet.

At the walls a boundary condition callemmegaWallFunction provides a wall function

constraint on turbulence frequency.

At the top face, a@eroGradient condition fore was adopted.
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The rate of dissipation at all boundaries was @efias 0,0073 m2/s3. This value was found by
inserting k of 0,015 m2/snto 3.3.

3.2.3 Control parameters

The control parameters for running the case in GE&M are set into a file called

controDict.

As mentioned in section 3.2.1, the more refined meslled S3, was used later in the
parametric study of turbulence models. All runghis phase had to be done by the Flemish

Supercomputer Center (abbreviated in Dutch as VSC).

A Courant number smaller than one was pursued, kwewing that it was not necessary for
achieving temporal accuracy and numerical stabibipce the time discretization scheme
adopted is implicit. The Courant number, Co, idrdef for one cell as:

_ 6t|U]|
0= ox

35
Where:

ot = the time step
|U] = the magnitude of the velocity through thdk ce

ox = the cell size in the direction of the velocity

By estimating the worst case, with the highest #dgumed 1,5 m/s (based on experimental
data plus a safety gap), and the smalestequal to 0,99 cm (taken from computational

mesh), it was possible to choose the appropstatequal to 0,006 s, which maintains Co < 1.

Some virtual probes where inserted at some pomis the computational domain and
collected the velocity variation through time, alog the observation of the flow

development.

The LES model was run for 77 seconds, before th€ $¥@ercomputer stopped. Figure 3.10
(a) shows the development of longitudinal veloeaitypoint (W; 1/2W; 3/4k) located in the
main channel before the junction, and (b) showatipoint (-2W; 1/6W; 3/4k) into the

separation zone.
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Figure 3.10:  Virtual probes at points (W; 1/2W; 3/4H,) and (-2W; 1/6W; 3/4H,) in LES model first
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The velocity oscillations captured by the LES modgbical of a turbulent flow, can be seen
clearly in the graphs of Figure 3.10, even moreeatt@ted in the separation zone (b), as
expected. In order to analyze the results of th&,LEwas necessary to obtain the average
velocity in a certain time-window after the flowsgabilized (oscillating around a fixed mean

value).

Since the probes’ graphs did not give the totaumswe of flow stabilization, neither
provided a time-window long enough to extract mealues, it was decided to run the LES
model for a second time, starting from the resaftghe first run. Figure 3.11 shows the
longitudinal velocity oscillations for the secondhr This time, the run lasted 62 s and had its
values averaged between 30 and 62 s. This timeomirsgems to be sufficient for the flow to
reach a stochastic steady-state, since it was eldefick some probes in crucial locations that
the difference between the average velocity fronto387 s and the average from 30 to 62 s is

not significant.
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Figure 3.11:  Virtual probes at points (W; 1/2W; 3/4H,) and (-2W; 1/6W; 3/4H,) in LES model

second simulation
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In the RANS equations, since time averaging ignsic, there is no velocity oscillation. The
simulation needs to be run long enough to havefltve stabilized (no significant velocity
variation) dispensing the need to run an extra tivirelow to extract averages. That can be
seen in Figure 3.12 and Figure 3.13, which showea&svely both RNG ke and ke»o models
running long to reach flow stabilization. These teguation turbulence models computations

spent each less than 65% of the running time gpEmtomputational time on the LES run.
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Figure 3.12:  Virtual probes at points (W; 1/2W; 3/4H,) and (-2W; 1/6W; 3/4H,) in RNG k-¢ model
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3.2.4 Validation of numerical model

As mentioned before, the water-surface variationldcoot be captured. Since a rigid lid
approach was adopted, the free-surface was coedidiled at the high of the downstream
water level (0,296 m) measured in the experimérisrefore, the validation of the numerical
models here consists basically in comparing vefadistributions and magnitudes (averaged
in a time window of 32 seconds, in the case ofltE& model) for different components and

in several sections and plans.
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4 RESULTS AND DISCUSSION

4.1 Velocity vectors

Velocity vectors are useful parameters to startuawmg the behavior of the models’ since
they enable visualization of the main charactesstif the flow. If eventually something goes
wrong with the model the problem can be quicklyedetd by picturing a plan view of vectors
or flow tracks. This evaluation was also made byahty (2000), Thantet al. (2010),
Dordevic (2012) and Ramamurthtyal. (2013).

Therefore, the comparison of velocity vectors irplan view located at z/W = 0,278 is
presented in Figure 4.1. It was not possible tbaae the numerical plots with the same
formatting as the numerical plot presented by HU@0@O0). Still, it is possible to evaluate the
flow track features. Accessing this graph, it beesrolear that the general flow behavior was
correctly reproduced by all three turbulence madels interesting to see the separation zone
well delimited, while on the right side the flowrpeles are concentrated inside the contracted
region. The models, however, fail to describe thigection of the lateral flow against the
right-sided wall of the main channel, as the pleticoming from the branch channel, after
approximating the main channel wall, flow paratedownstream channel wall, in agreement
with the results of Huang (2000) (Figure 2.15).

In order to make a first comparison, two charastigriangles can be extracted: the angle of
entrance of the side channel flow into the mainndles and the angle of the recirculation
zone. In Figure 4.2, it is noticed that the two-atpn turbulence models present about the
same performance, but the LES model was the oriebds predicted the flow behavior in

this point of view.
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Figure 4.2: Comparison of (a) the angle of recirculation zone and (b) the angle of entrance of side

channel flow

4.2 Longitudinal velocities

Velocity component u is defined in the x directiomhich is positive pointing upstream.
Therefore, u velocity is negative in most of thamhel except in the separation zone where
the flow is reversed. Since longitudinal velocythe most significant component in the flow,

next sections present comparisons in different $orm

4.2.1 Vertical profiles of longitudinal velocities

Firstly, it is made a comparison similar to whatswaade in the mesh independency analysis
(section 3.2.1.2), by comparing streamwise velesiticollected from vertical profiles.
However, this time not only 5 but all (15 to 17)mis in each vertical profile were used in the
comparison, totalizing 291 points of measuremengjufeé 4.3 presents the dispersion
diagrams comparing the experimental results withs¢hobtained by the three different

turbulence models.
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Figure 4.3: Dispersion diagrams of velocities for turbulence models evaluation
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As discussed previously in section 3.2.1.2, the bn the graphs is not a regression line, but
an ideal line, where x =y, drawn to help visudima of the model accuracy. The sum of
residuals were 33,4 for the LES, 28,5 for RN& &ad 27,5 for ke model.

At first hand, it can be said that the LES modelsented less accurate results. Nevertheless, a
more in depth analysis should be made in ordevatuate the real accuracy of the turbulence
models. In Figure 4.4 to Figure 4.9, the vertiaafipes of longitudinal velocities are shown,

comparing experimental and numeric data, at 6 esessons located as shown in Figure 3.6.

Figure 4.4 and Figure 4.5 display the values obthiat the cross-sections located at the main
(x/W = 1) and branch upstream channels (y/W =rd9pectively. The models reproduce the
correct shape of the profiles, but always highantthe experimental, what is caused by the
10% difference in water level, a negative impactpplying the rigid lid approach. Figure
2.17 shows that this is in agreement with the figdiof Dordevic (2012).

At cross-section x/W = 0 (Figure 4.6), the 10% wddgel difference is still present, causing
again a negative impact. Nevertheless, the prefigpe is again well represented by both

RNG k< and ke» models, what cannot be said about the LES model.

At cross-section x/W = -1 (Figure 4.7), the watevdl difference almost disappears. In this
case, it can be perceived that the turbulence radmdter predicted the velocity patterns. The

two-equation turbulence models seem to be moreraiscu

Figure 4.8 presents the results collected at seston x/W = -2, the critical one where the
separation zone is the widest and the velocitiethatcontracted region reach the highest
values. Even presenting a peculiar behavior, tiperexental left-sided vertical profile (y/W
= 0,25), located inside the separation zone, cdoddsurprisingly well captured by the
numerical models, especially the RNG kaodel. The other profiles (y/W = 0,50 and y/W =
0,75), placed in the contracted zone, were alspgrty represented. It is good to remember
that the model of Dordevic (2012) behave poorlyuacbthis section for a higher flow ratio
scenario [Figure 2.17 (a)] and less three dimemsidhcan also be said that the numerical
results at this section were even better than thos#uced by Huang (2000) [Figure 2.13 (a)],
who avoided the simplification of the rigid lid appch by applying a sort of mesh-
regeneration method to try to reproduce the fretase.
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In Figure 4.9 it can be seen that at cross-segtidh= -6, closer to the outlet, the shape of the
experimental profile in the right side differs frotime one in the left-side, probably due to
helicoidal currents, as explained in section 2.#.2eems like the numerical models could not
characterize it properly, mainly the LES model,utjo the left sided profile was very well
represented by k- model. Huang (2000) also had some difficultieghis section [Figure
2.13 (b)]. At this cross-section and also at thiets it is observed that the LES model

developed here for some reason underpredicts theities near the bottom.
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Figure 4.4: Vertical profile of streamwise velocities at x/W =1
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Figure 4.9: Vertical profile of streamwise velocities at x/W = -6

4.2.2 Plan views of u velocity distribution

Figure 4.10 and Figure 4.11 display plan viewsh#f tmeasured and calculated u velocity
contours at two water depths, z/W = 0,278 and z/W044, respectively. These plots present
velocities nondimensionalized, divided by the duthean velocity, becoming u* = u{/INote

that there are blank spots in the experimentab@stmeasured data are not available in those

areas.

The separation zone can be easily identified bypthstive values in red, characterizing the
reverse flow. A contour dash line was drawn delutimig this region in Figure 4.10 for every
model. The lengths and the maximum widths were aredsand they are presented in Table
4-1. It is clear that the RNG &«imodel was the one which better reproduced theratpa

zone, while it was overstretched in theknodel and too shortened in the LES model.

Table 4-1: Separation zone dimensions comparison
Model Length (I/W) Dif. to Exp. Max. width (b/W) Dito Exp.
EXp. 2,14 - 0,26 -
RNG k< 2,12 -1% 0,28 8%
K-o 2,48 16% 0,24 -9%
LES 1,71 -20% 0,32 22%

Comparing the plan view of the RNGekmodel in Figure 4.10 to the one of the model of
Huanget al. (2002) (Figure 2.11), who applied the: kurbulence model, it can be realized
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that the simplification of the rigid lid approaciddcot affect the reproduction of the main

flow features in the confluence.

The experimental results in Figure 4.11 indicatt tiear the bottom the recirculation zone
tends to disappear. However, all turbulence modedsestimated the separation zone at the
bottom part. The RNG k-model was the one which less did that. The samedreed with
Huang’s model (Figure 2.12).

Looking at the main channel inlet, it can be obedrthat the LES model really underpredicts
the velocities near the bottom and, consequentigrppedicts those near the water-surface.
This is in agreements with the findings of Ramaimyet al. (2013) (Figure 2.21).

Experiments say that the area of higher veloc{ireblue) near the bottom is larger than near
the surface. The numerical model’s results, howesteow the opposite, which is a smaller
high velocity area near the bottom, especially lo@ LES model. This weakness is also

present in Huang's model.
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Figure 4.10: Plan view of u* velocity distribution at z/W = 0,278
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Figure 4.11: Plan view of u* velocity distribution at z/W = 0,014
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4.2.3 Cross-sections of u velocity distribution

By looking at u velocity distributions in cross-8eas (Figure 4.12 to Figure 4.15) other
remarks can be made. These plots also presentitiedatondimensionalized, divided by the
outlet mean velocity, becoming u* = y/Ihe blank spots in the experimental plots appear

again as measured data are not available in thheas.a

In cross-section x/W = 0 (Figure 4.12) it is obsehthat due to the affluence of the branch
channel flow just downstream the flow already stamigrating to the right side. It is

interesting to note here the evidence of a stagmatoint in the confluence upstream corner
represented by the low (even reversed) velocitiethe left side of the main channel cross-
sectional plot. Since there is a lack of experimmenteasurements in this region, it is not

possible to determine which numerical model wasenaaccurate.

Cross-section x/W = -1 (Figure 4.13) is alignedhwiite left wall of the branch channel and
where the flow from both channels are added togeftes section is in the imminence of the
start of the separation zone. The u distributiore lveas slightly better represented by the k-

model.

The cross-section where the separation zone igrlasgocated around x/W = -1,67. Figure
4.14 shows that the results of the numerical modklseesemble a lot, though it can be said
that the RNG ke model provides the best approximation, and evétebthan that captured
by Huang (2000) (Figure 2.12).

Finally, at cross-section x/W = -7 (Figure 4.15¢anthe outlet, it can be seen the velocities
tending to a more uniformly developed flow as theaaof higher velocities decreases.
Physically this process happens faster than imtimeerical models. Though difficult to judge,

in this case, it seems like thawkis more closely related to reality.
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4.3 Transversal velocities

In this section, only vertical profiles will be us® present the results of transversal velocities
(Figure 4.16 to Figure 4.19). Velocity componeniswdefined in the y direction, which is

positive pointing to the right-wall of the main cireel (looking downstream).

Different from section 4.2.1, in this section pledi at cross-sections in the upstream channels
(x/W =1 and y/W = -1) are not presented, sincefifpgres where the experimental results
were collected from Huang (2000) do not presenbadgscale. Anyway, the magnitude of
these velocities is not significant to be evaluated

At cross-section x/W = 0 (Figure 4.16), though titemsversal velocities are small, it is noted
that the main channel flow at the upstream readady starts being conducted to the right
side of the main channel, due to the approximatiothhe side channel. A good accuracy was

achieved by the numerical models, especially by_ 88 model.

Figure 4.17 shows the transversal velocities at x\Al, which are very large due to the
entrance of the side channel flow. The numericall@®did not behave well, especially at the
right-sided profile (y/W = 0,75), where it is deted that the reflection of the lateral flow
against the right-wall is already present, as #leatties at the bottom start pointing to the left
(negative values). The model of Huasi@l. (2002) also do not capture this negative values.

At x/W = -2 (Figure 4.18), the agreement was gaothe left and middle profiles, especially
by the ke» model. However, near the right-wall (y/W = 0,78) models could not replicate
the intensity of the reflection from the right-walhich is stronger at this section. This
weakness of not being able to properly reprodueerdilection is also present in theek-

model of Huangt al. (2002), as revealed in Figure 2.14.

Lastly, by evaluating Figure 4.19, it can be realithat at x/W = -6 the secondary current had
most of its energy dissipated, since now the trars®s velocities have much smaller
magnitudes. Nevertheless, it is evident that ahalicoidal current of small velocities was
actually formed upstream and it is still presenthéd reach, as the velocities at the bottom
flow to the left and at the surface to the righicls pattern is a consequence of the reflection

at the right-wall and, as already mentioned, the@®were not precise in this flow pattern.
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5 CONCLUSIONS

The fluid dynamics in a confluence is not simplemnte of its challenging flow patterns to be
modeled are: the formation of a separation zortegrmain channel left wall downstream the
junction; the appearance of a point of stagnatiothé confluence upstream corner; the shock
and deflection of the side channel flow againstrttan channel right-wall; the magnitude of
the longitudinal velocities in the contracted regia the right side of the main channel; and

the clockwise helicoidal current created alongdbenstream channel.

In this research, a three-dimensional numericalehotia 90° open channel confluence was
set up and three cases applying different turb@lenadels were evaluated for g* = 0,250. By
comparing the velocity fields simulated by numdricaodels to those available in the

experimental data, it can be concluded that mostteflow characteristics in this confluence

was captured and, therefore, the main goal ofrgsarch was achieved.

Though the general flow behavior generated by thmaarical models was in good agreement

with the experimental results, some limitationsevierund:

» The rigid lid approach caused a small but negatijeact on the velocity magnitudes
[in accordance with Dordevic (2012)] — especialiyhe inlets, where the water level
difference is about 10%, what possibly diminishes accuracy of the models along
the structure.

* Moreover, none of the turbulence models could mpce properly the secondary
current or the reflection of the branch channeWwflagainst the right-wall and its
consequent helicoidal current downstream the jong¢twhat also happened in the
model of Huanggt al. (2002).

* Looking at the main channel inlet, it can be obsdrthat the LES model really
underpredicts the velocities near the bottom aadsequently, overpredicts those near
the water-surface. This is in agreements with tineifigs of Ramamurthyet al.
(2013).

The comparison of the turbulence models accuracy made throughout the discussion.
Since this comparison was long and usually qualéatit is not easy to conclude which

turbulence model was the most effective. Howevanesaspects were clear:
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e Though the LES model was meant to be very poweduteproduce eddies and
secondary currents, and in fact it showed a capa€itapturing some unique details
of the flow current, at most locations its accuratyerms of magnitude was worse
than the two-equation turbulence models’. Quamigdt it was found that its
separation zone was 20% shorter and more than 26&¢ than in the physical model.
It is also clear that the LES model underestimétedvelocities closer to the walls and
bottom, what might influence negatively the flovegiction as a whole.

* No big differences could be found between the RN&akd the ko models. Their
velocity magnitudes were very similar. The separatzone, though, was better
predicted by the RNG k-model. Since this is the main concern when desgai
confluence, it can be said that the RN® was the most accurate model.

Other remarks can be extracted when the numeriodeta developed here are compared to
those available in literature that modeled the sgammetry:

* The rigid lid approach did not affect the reprodrctof the main flow features in the
confluence. Except for the difference in velocityagnitudes at inlets, no other
important feature was significantly affected bystsimplification, since basically the
same quality of results were found by Huastgal. (2002), who applied the -
turbulence model and tried to capture the freeasaroy a sort of mesh-regeneration
method. Actually, at some critical locations, swashthe recirculation zone, the two-
equation turbulence models developed here performash better than Huang's
model.

» Though the focus of this research was to discussirttpact of applying different
turbulence models and different surface treatmeethods, the accuracy of a
numerical model indeed does not depend only orethes variables, but on a range
of modeling settings and numerical methods to bwptedl. This conclusion is based
on the fact that the results obtained by Dordew#01f) are satisfactory but
significantly worse than the results from the RN&G knodel developed here. The
same author also adopted a rigid lid and appliedstandard k-turbulence model (as
robust as the RNG &) for g* = 0,583, which is a flow scenario lessfidiilt to
reproduce than g* = 0,250.
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OpenFOAM was crucial for the development of thigkvdt could be seen along the research
that the software has a wide range of tools thatccessed appropriately, can be very useful
to simulating different flow cases. Neverthele$® lack of interface in the pre-processing
phase and the lack of in-depth material about tlegram tools might stop the user from

building his model quickly and correctly.

For future studies it is recommended the developnm@nnew numerical models of
confluences that perform Large Eddy Simulationswedl, in order to confirm if LES
turbulence models are really not suitable for rdpoing the flow patterns of a confluence, or
to deny the suspicious findings of this researgarging the bad accuracy of the LES model.

It would be also interesting if future studies abdkevelop similar works that apply solvers to
simulate multiphase flows. Though the rigid lidngde fluid) approach could be used in this
study case without significant damage, since theemlavel difference was small along the
structure, in nature or in most hydraulic strucsuttee big water level variation does not allow
the rigid lid approach to be used. The simple miovi of detailed settings of a successful
multiphase subcritical flow on a hydraulic struetwvould be of great contribution to the field
of CFD modeling and would enhance the attractiverefsOpenFOAM for the design of

hydraulic structures.
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