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ABSTRACT 
Cancer and bacterial infectious diseases are major cause of deaths globally and molecular 

biomarkers are essential tools for screening, diagnosis, prognosis, and therapy of these diseases. 

Various strategies have been employed to identify biomarkers over years. In this research, five 

novel bioinformatics strategies have been used to identify biomarkers in human diseases 

(especially cancer) and genomic targets in human pathogenic bacteria. (I) A novel in silico 

reverse-transcriptomics strategy based a panel of sub-type specific lung cancer biomarkers have 

been identified and validated in patients’ blood samples using qPCR. An upregulation of TFPD1, 

E2F6, IRF1, and HMGA1 + NO expression of SUV39H1, RBL1, and HNRPD in blood sample 

are characteristics of Adeno and Squamous cell lung carcinomas. E2F6 is found a novel marker 

in lung cancer. The strategy can be useful in any other complex diseases and can explore novel 

insight of the disease pathogenesis, identification of early markers, and will be helpful in 

developing personalized medicine. (II) The second method describes “miRegulome”-a manually 

curated novel miRNA knowledgebase that gives entire regulatory modules of miRNAs and thus 

provide comprehensive understanding of miRNA regulatory networks and miRNA functions. 

Exploration of new and novel biological events and discovery of biomarkers and therapeutics 

can be achieved with high precision using Chemical-disease, miRNA-disease, Gene–disease, and 

Disease-chemical/miRNA analysis tools that are integrated with miRegulome. (III) In third 

bioinformatics strategy is on a novel computational methodology/pipeline (consensus of six 

network inference algorithms along with graph theory) for identification of miRNA-miRNA 

interactions based disease-specific and common miRNA Signatures (miRsig) in cancers or other 

diseases. The miRsig is powerful enough to identify early deregulated pan-cancer miRNA 

networks and therefore such miRNAs may be useful as screening or early diagnostic tools in 

cancer. miRsig can equally be applied in other diseases too. (IV) To identify common conserved 

targets in M. tuberculosis, C. pseudotuberculosis (Cp), C. diphtheriae, C. ulcerans, Y. pestis, and 

pathogenic E. coli, a novel integrated bioinformatics approach combining protein-protein 

interactions (PPI), host-pathogen interactions, and subtractive genomics is presented in the forth 

strategy. Using this method, first time we have developed intra-species PPIs Cp strains and 

acetate kinase (Ack) as a common conserved target for all these pathogens. Piperdardine and 

Dehydropipernonaline from Piper betel target Ack more effectively than Penicillin and Ceftiofur 

in silico and in in vitro, Piperdardine inhibits E. coli O157:H7 growth similar to penicillin. (V) In 

the fifth strategy, comparative and subtractive exoproteomics and secretomics in combination 

with modified reverse vaccinology approach, ompU, uppP and yajC were identified as novel and 

common conserved targets in 21 V. cholerae serotypes. Seven Piper betel compounds show 

inhibitory effects against these targets in in silico and anti- Vibrio effects in vitro. Although these 

bacteria are predominantly associated with various infectious diseases, they are also reported to 

be associated with tumor/ cancer. The M. tuberculosis infection increases the risk of lung cancer, 

and several human miRNAs are deregulated in both lung cancer and pulmonary tuberculosis; 

The future scope of this research is to develop bioinformatics strategies to identify the common 

signature associated with both pulmonary tuberculosis and lung cancer so that common cause 

and common management strategies can be developed against pulmonary tuberculosis and lung 

cancer.  

 

Keywords: Biomarkers, targets, bioinformatic strategies, genomics, transcriptomics, miRNA, 

cancer, infectious diseases, M. tuberculosis  
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I.2 Thesis Delineation 

This thesis is divided into Introduction (based on three review articles), Objectives (general, 

specific, and future objectives), five Chapters (based on five research articles), General 

conclusions, Future perspectives, Bibliography, and Appendix. 

 

i. The Introduction gives the overview and rationale of the research in brief. It comprises of 

three articles. The first article is a book chapter that presents overview, technologies, and 

strategies associated with molecular biomarkers. The second article is also a book chapter 

on the challenges, applications, and future perspectives of next-generation molecular 

markers. The third article is a review paper that provides an overview of genomics 

approaches towards identification of targets in human bacterial pathogens. 

ii. The Objectives section provides the general, specific, and future aims of this research. 

iii. The first chapter presents a research article showing a novel in silico reverse-

transcriptomics strategy to identify sub-type specific biomarkers in lung cancer and blood 

based experimental validation of the identified markers. The strategy can be equally 

applied in any other human disease also. At the end of the chapter, the conclusions form 

this research are summarized and the media attentions on the research outcomes are 

provided. 

iv. In second chapter, the research article describes novel miRegulome knowledgebase along 

with its integrated analysis tools that can be used to explore miRNA regolome, novel 

functions of miRNAs, and miRNA based biomarker and therapeutics discovery in any 

disease. The summary of the outcomes from the research and the media highlights on this 

work are given at the end of this chapter. 

v. The third research chapter demonstrates miRsig: a consensus-based network inference 

methodology that can identify pan-cancer miRNA-miRNA interaction and therefore can 

predict miRNA based early biomarker signatures in cancers. The conclusions form this 

research are summarized at the end of the chapter.  

vi. The fourth chapter describes a novel integrated bioinformatics approach that includes 

PPIs, host-pathogen interactions, subtractive genomics, and pangenomics identify common 

conserved and novel targets in pathogenic bacteria (C. pseudotuberculosis, C. diphtheriae, 

M. tuberculosis, C. ulcerans, Y. pestis, and E. coli). Further Piper betel compounds were 

tested if they are potential to target those identified targets. The conclusions form this 

research and the media highlights are summarized at the end of the chapter. 

vii.  In fifth chapter presents a novel bioinformatics strategy for identification of board 

spectrum drug and vaccine targets in V. cholerae and Piper betel derived phytochemicals 

are tested in silico to target the identified Vibrio targets and their anti-Vibrio activities were 

validated in vitro. Like the other chapters, the conclusions form this research and the media 

highlights of both chapters (Chapters four and five) are also given at the end of this chapter. 

viii. The General conclusions section describes the summary and main outcomes of the entire 

works represented in this thesis 
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ix. Under Future perspectives, the future extension of the entire work is pointed out with a 

focus on developing screening or early diagnostic markers for tuberculosis patients who are 

going to develop lung cancer or vice versa. 

x. In Bibliography section, the references used in Introduction and conclusions and future 

perspectives sections are listed out.  

xi. The Appendix section lists out all the other publications, seminar, courses, etc. that are 

carried out /attended related to the research presented in this thesis 
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II.1 General Objectives 

The general aim of this research is to develop novel bioinformatics approaches to identify 

biomarkers that could be used as diagnostic and target (bacterial pathogens) for effective 

management of cancer and infectious diseases, respectively.  

II.2 Specific Objectives 

 

Cancer 

i. Develop bioinformatics strategy (novel in silico reverse transcriptomics) to identify lung 

cancer diagnostic/ screening biomarkers, lung cancer sub-type specific markers selection, 

and experimental validation of in silico identified markers. 

ii. Development of an miRNA regulomics knowledge-base and miRNA analytics as a readily 

available resource for discovery of miRNA, gene, and protein based biomarkers and 

therapeutics in human diseases, specifically in cancers. 

iii. Development of bioinformatics approach towards identification of pan-cancer miRNA-

miRNA interaction based miRNA signatures towards screening and early diagnosis of 

cancers. 

 

Bacterial pathogens 

 

i. Development of an integrated bioinformatics strategy (PPI, host-pathogen interactions, 

subtractive genomics) to identify common conserved targets in M. tuberculosis, C. 

pseudotuberculosis, C. diphtheriae, C. ulcerans, Y. pestis, and E. coli. 

ii. In silico analysis of Piper betel derived phytochemicals to target the identified common 

conserved targets. 

iii. Checking the efficacy of Piper betel compounds as potential antibacterial agents against 

these pathogens using E. coli O157:H7 system. 

iv. Identification of broad spectrum drug and vaccine targets using comparative, subtractive, 

pan-proteomics, and reverse vaccinology strategies applied to exoproteome and secretome 

of twenty one V. cholerae serotypes. 

v. Epitope and peptide vaccine design using the identified vaccine targets in V. cholerae. 

vi. Virtual screening of Piper betel derived phytochemicals against the identified drug targets 

in V. cholerae. 

vii. Experimental validation of Anti-Vibrio activity of Piper betel derived phytochemicals.  

 

II.3 Future Objectives 

The future perspective of this research outcomes is to identify common markers in cancers and 

infectious diseases especially in lung cancer and tuberculosis.  
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III.1 Preface  
 

Biomarkers are biological factors or molecules that generally indicate a biological state, process, 

event, or a condition such as a disease state or the cause of the disease.  Markers also indicate a 

biological process, disease process, or a response to a particular therapy. Based on their 

applications or utility, biomarkers can be classified as diagnostic, prognostic and therapeutic 

biomarkers and are essential tools for these purposes. Biomarkers can also be classified as 

imaging biomarkers like X-Ray, ECG, CT, MRI etc. or non-imaging biomarkers such as 

molecular biomarkers with biophysical or biochemical properties. Such non-imaging molecular 

biomarkers are DNA variations, chromosomal aberrations, gene/ mRNA and protein expression 

profiles, microRNA expression and variations, metabolites, enzymes, antigens, and hormones 

among others [BARH ET AL. 2012].  

Cancers and infectious diseases are two major global health problems. According to WHO, 

approximately 23% deaths across the world are due to various cancers [WHO, 2010] and lung 

cancer is the leading cause of all cancer related deaths that is estimated to be 1.6 million deaths 

worldwide [JEMAL ET AL., 2011].  The high incidence of cancer associated deaths is due a 

combination of lack of effective early diagnostic, prognostic, and therapeutic markers [WANG 

ET AL., 2010] and gold standard therapeutic regimens [GRANVILLE & DENNIS, 2005]. 

Further, bacterial infectious agents are also etiological factors for several cancers. For example 

Mycoplasma in prostate cancer [ROGERS, 2011], Robinsoniella in pancreatic cancer [SHEN ET 

AL., 2010], S. typhi, H. bilis, H. hepaticus, and E. coli in carcinoma of the gallbladder [NATH 

ET AL., 2010], and Chlamydia in cervical cancer. Several reports have documented co-existence 

of tuberculosis and lung cancer [SKOWRONSKI ET AL., 2015; YU ET AL., 2008; LIANG ET 

AL., 2009; WU ET AL., YU ET AL., 2011; EL-SHARIF ET AL., 2012] and pulmonary 

tuberculosis is a risk factor for developing lung cancer [YU ET AL., 2008; LIANG ET AL., 

2009; WU ET AL., YU ET AL., 2011]. Pulmonary tuberculosis caused by M. tuberculosis is 

itself a global health problem which is a major causes of death among the infectious diseases and 

according to WHO 2013 report, it is estimated that 9 million people are infected and 1.5 million 

are died from tuberculosis in 2012 [GLAZIOU ET AL., 2015]. Apart from these pathogens, C. 

pseudotuberculosis, C. diphtheriae, C. ulcerans, Y. pestis, E. coli, and V. cholerae are 

significantly contribute to the total infectious disease prevalence all over the world. These 

pathogens are also reported to be associated with tumor or cancer with unknown etiology 

[TABLE-1]. Although, the vaccines and drugs are available against most of these pathogens, the 

infections remain frequently uncontrolled due to the emerging antibiotic resistance of these 

pathogens and therefore new and novel targets need to be identified and novel drugs/ vaccines to 

be developed against these pathogens [MANDAL ET AL., 2011].   

 

With the advent of omics data, the current considerations of molecular biomarkers discovery are 

commonly based on genomics, proteomics, metabolomics, or transcriptomics approaches. 

However, in each strategy, bioinformatics is an integral part and gene/protein/miRNA and 

metabolite based markers have better utilities, sensitivity, and specificity [KULASINGAM & 

DIAMANDIS, 2008; PLUMP & LUM, 2009; COHEN FREUE ET AL., 2013; ZHANG ET AL., 

2015]. Bioinformatics approaches mainly comprise of (1) Data-driven approaches, and (2) 

Knowledge-driven approaches. In data-driven approaches, trend analysis, clustering, 
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classification, visualization, and network analysis are key strategies. On the other hand, in 

Knowledge-driven approaches, text mining, protein-protein interactions (PPIs), pathway 

analysis, and gene-set enrichment analysis are mainly followed [Kim ET AL., 2011; 

MCDERMOTT ET AL., 2013; BAKHTIAR ET AL., 2014]. While the said strategies are 

effective for biomarker discovery in human diseases; systems approach, comparative and pan- 

genomics, structural proteomics, and host-pathogen interaction network analysis are generally 

followed for pathogenic bacterial target identification [ALI ET AL., 2015; RADUSKY ET AL., 

2015; DIX ET AL., 2016].   

 

TABLE-1: Infectious bacterial pathogens that are reported to be associated with 

neoplasms/ cancers 

Bacteria Genus Species/ Strain/ 
Serogroup 

Main 
infectious 
disease 

Species/ Strain/ 
Serogroup 

Associated 
neoplasm/ 

cancer 

Reference 

Mycobacterium  tuberculosis Tuberculosis tuberculosis Lung cancer LIANG ET AL., 2009; 
SKOWROŃSKI ET AL., 
2015 

Yersinia  pestis Plague enterocolitica,  Lymphadenitis ZIŃCZUK ET AL., 2015 

Corynebacterium  diphtheriae Diphtheria diphtheriae Bladder and 
other cancers 

MATTOS-GUARALDI 
ET AL., 2001; GOMES 
ET AL., 2009 

Corynebacterium  ulcerans Diphtheria-like ulcerans Skin ulcer MOORE ET AL., 2015 

Corynebacterium  pseudotuberculosis Caseous 
lymphadenitis 

pseudotuberculosis Granulating 
ulcer 

YERUHAM ET AL., 
1997; ALMEIDA ET AL., 
2016 

Escherichia coli Diarrhea coli Bladder cancer EL-MOSALAMY ET AL., 
2012 

Vibrio  cholera Cholera non-O1 Hepatocellular 
carcinoma, 
Pancreatic 
cancer 

CHEN ET AL., 2015 

 

In this research, various novel bioinformatics strategies have been developed to identify gene/ 

protein and miRNA bases biomarkers in human diseases (especially in cancer) and genomics 

based targets in pathogenic bacteria. The following three review articles provide the background 

of this research where the first article presents overview, technologies, and strategies associated 

with molecular biomarkers; the second article provides the challenges, applications, and future 

perspectives of next-generation molecular markers; and the third article signifies the overview of 

genomics approaches towards identification of targets in bacterial pathogens. 
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III.2 Article I: Literature Review  
 

Molecular Biomarkers: Overview, Technologies, and Strategies  
 

Mukesh Verma, Debmalya Barh, Sandeep Tiwari, Vasco Azevedo 

 

Book Chapter: Molecular Biology and Biotechnology, 2015; 6th Edition, ISBN: 978-1-84973-
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CHAPTER 13

Molecular Biomarkers: Overview,
Technologies, and Strategies

MUKESH VERMA,a DEBMALYA BARH,*b SANDEEP TIWARIb,c AND
VASCO AC AZEVEDOc

a Epidemiology and Genomics Research Program, Division of Cancer
Control and Population Sciences, National Cancer Institute (NCI), National
Institutes of Health (NIH), 9609 Medical Center Drive, Rockville,
MD 20850, USA; b Centre for Genomics and Applied Gene Technology,
Institute of Integrative Omics and Applied Biotechnology (IIOAB),
Nonakuri, Purba Medinipur, West Bengal-721172, India; c Departamento
de Biologia Geral, Instituto de Ciências Biológicas (ICB), Universidade
Federal de Minas Gerais, Pampulha, Belo Horizonte, Minas Gerais, Brazil
*Email: dr.barh@gmail.com

13.1 INTRODUCTION

Biomarkers can be specific cells, molecules, images, genes, gene products,
enzymes, hormones, or receptors.1 The term ‘‘biomarkers’’ is sometimes
replaced by ‘‘actionable biomarkers’’ to describe biomarkers that can inform
that clinical practice can be applied for disease diagnosis, prognosis, and
treatment. Most of such actionable biomarkers exist in cancer although in
other diseases progress has also been made in the last few years. Sometime
entirely different kinds of biomarkers exist, for example, temperature is a
biomarker of abnormal physiology of the body (fever) possibly due to in-
fection, and blood pressure is a biomarker for stroke. To evaluate the current
status of the biomarker field in disease diagnosis and therapy, we analyzed
published literature starting from 1985 until April 2013 and summarized

Molecular Biology and Biotechnology, 6th Edition
Edited by Ralph Rapley and David Whitehouse
r The Royal Society of Chemistry 2015
Published by the Royal Society of Chemistry, www.rsc.org
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in Table 13.1. The total number of publications in the biomarker field was
601 401. The number of publications in the biomarker diagnosis field was
almost double those in therapeutics. This seems reasonable because more
biomarkers exist which can be used for disease diagnosis but it takes time to
find biomarkers for therapies. Metabolomics disease biomarkers are fewer
compared to cardiovascular disease markers.2 Another important point in
such meta-analysis is the proper use of terms for the analysis. For example,
when we used ‘‘infectious agent biomarker’’, the number of publications was
much less than using the term ‘‘bacterial biomarkers’’ or ‘‘viral biomarker’’
(see Table 13.1). In some diseases, a single biomarker is sufficient to diag-
nose a disease whereas in other diseases multiple biomarkers are needed for
diagnosis. The utility of multiple biomarkers is determined based on their
combined sensitivity and specificity, which should be superior to a single
marker. In this chapter biomarkers of immune diseases, cardiovascular
diseases (CVDs), metabolic diseases, infectious diseases, neurological dis-
eases, and cancer are discussed (see Tables 13.2–13.7).

13.2 OVERVIEW OF BIOMARKERS

Biomarkers are often used in clinics where they are derived from biological
fluids that are easily available. Biomarkers show characteristic biological
properties that can be detected and measured in parts of the body such as
organs or body fluid (blood, urine, saliva, nipple aspirate, pleural lavage,
pancreatic juice).1,3 They represent the normal or disease state of the body

Table 13.1 Publications of biomarker studies indicating investigator interest in the
field.

Topic Number of Publications

Biomarker 601401
Biomarker and diagnosis 373653
Biomarker and therapy 173756
Biomarker and cancer 215529
Biomarker and neurological disorders 46330
Biomarker and cardiovascular disorders 57744
Biomarker and metabolic disorders 521
Biomarker and immunologic disorders 73417
Biomarker and infectious agents related diseases 159
Biomarkers of viruses in diseases 11445
Biomarkers of bacteria in diseases 14538
Biomarker and breast cancer and epigenetics 45
Biomarker and breast cancer and methylation 381
Biomarker and breast cancer and histone 247
Biomarker and breast cancer and microRNA 209
Biomarker and breast cancer and proteomics 419
Biomarker and breast cancer and imaging 1094

The analysis was PubMed-based, and references up to April 2013 were considered.
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and can be used to follow up treatment in the disease state. A number of
assays have been developed to identify biomarkers. These assays include
immunohistochemistry, imaging, gene constitution (amplification, mu-
tation, and rearrangement), gene and protein expression analysis such as
single gene or protein expression, methylation and histone profiling, miRNA
polymorphism and miRNA profiling.3–6 Biomarkers play a major role in
medicinal biology.4–7 In medicine, a biomarker generally refers to a specific
protein concentration in blood that may in turn reflect the presence, pro-
gression or severity of a disease and guide the treatment.8 Biomarkers have
been used for more than half a century but their application has increased
remarkably since the 21st century. A diseased state indicates a structural
change in the proteins or enzymes. The physiological changes between the
normal and diseased state is compared to look out for biomarkers. This is
because the gene and protein expression profiles along with the metabolic
expression profiles change in a diseased state. The researchers study the up-
regulated and down-regulated genes, proteins and metabolites and under-
stand the genetic patterns closely associated with a particular type of disease
that leads to the discovery of a biomarker. Once identified, the biomarkers
are validated in a large number of samples and possibly at two different
laboratories. Microarrays—RNA, DNA, protein or antibody—play an im-
portant role in analyzing a biomarker. The comparison of plasma protein
concentration levels in normal and diseased states is often used in bio-
marker analysis. For example, various new forms of glycoproteins are formed
during glycosylation wherein polysaccharides or sugars are added to the
polypeptides (proteins). Any abnormal concentration of glycoproteins can
act as a biomarker for various diseases such as muscular dystrophy or acute
chronic inflammation. In case of pancreatic cancer, RNAase-1 is used as a
biomarker for disease diagnosis. An obvious alteration in the pattern of
glycolysation of the enzyme was observed in the urine and blood serum in
tumorous pancreatic cells. In molecular terms, a biomarker is the subset of
markers that can be discovered using various omics or imaging technolo-
gies. We have selected biomarkers in cancer, cardiovascular disease,
neurological disorders, infectious agents related diseases, metabolic dis-
eases and immune diseases to cover wide-spectrum of diseases and up to
date information about biomarkers associated with these diseases and
disorders.

13.3 TYPES OF BIOMARKERS

13.3.1 Based on Utility

Physicians and scientist use various types of biomarkers to study human
diseases either to track the progression of a disease, or to detect the effect of
a drug. The use of biomarkers in the diagnosis of infections, genetic dis-
orders and cancer is well known. The expansion of lab technology and
growth of molecular biology increases the feasibility of biomarkers that are
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technically advanced. Biomarkers play a very important role in personalized
medicine as they facilitate the combination of therapeutics with diagnostics.
In contrast, big pharmaceutical and biotechnology companies use bio-
markers as a drug discovery tool. Biomarkers are important in drug devel-
opment as they help to determine the pharmacodynamic effects of the drug
being developed and assess the safety and the efficacy of the drug. Safer
drugs with better efficacy can be developed in a cost effective manner by
using biomarkers.

Biomarkers include tools and technologies that can be used in prediction,
progression and outcome (survival, recurrence, multiple diseases) of a dis-
ease. Biomarkers can be classified based on detection techniques (imaging
and non-imaging), properties (molecular, cellular, and nuclear), and utility
(diagnosis, prognosis and therapy). Because of the latest high-throughput
omics technologies in genomics, epigenomics, proteomics, metabolomics,
and transcrptomics, a large number of potential biomarkers have been
identified that can be utilized in various ways for disease management and
patient care.2,3 Biomarkers can be classified as diagnostic, prognostic, and
therapeutic biomarkers based on their utility.8 Early detection of biomarkers
are used to detect a particular disease in its early stage. Diagnostic bio-
markers are those, which are used to identify the presence or absence of a
disease or diagnose a disease. Predictive biomarkers are those that are
present prior to an event occurring and that predict the outcome and the
efficacy of the drug in a treatment. Prognostic biomarkers give valid infor-
mation about the outcome without using a therapy. They are used to de-
termine how such a disease may develop (etiology of the disease) in an
individual and increase survival of the patient. Disease prognosis bio-
markers are related to measures of a disease state. Efficacy biomarkers re-
flect the effects of a particular treatment using a specific drug. Since they
correlate with the desired clinical outcomes, they can be used to obtain
provisional regulatory approval of a drug. Surrogate biomarkers are used to
measure the clinical outcomes. Toxicity biomarkers, as their name reflects,
measure the toxicity of drugs or interventions. Target biomarkers reflect the
presence of a specific drug target and indicate the drug target interaction
and outcome. Lastly, pharmacodynamic biomarkers (pharmacogenomics
and pharmacoepigenomics) belong to the category of biomarkers that are
used in drug development for intervention and/or treatment.

13.3.2 Based on Diagnosis Approaches

Based on diagnostic approaches, biomarkers can also be classified as im-
aging biomarkers or non-imaging biomarkers. Imaging biomarkers are
those biomarkers which are detectable by using imaging techniques, such
as X-ray (mammograms), electrocardiogram (ECG), ultrasound imaging,
computed tomography (CT) and CT scanning, magnetic resonance imaging
(MRI) and quantum dots.9 Imaging biomarkers give reproducible results
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and have tremendous potential in diagnosis as well as therapy and
prognosis.

Non-imaging biomarkers can be molecular biomarkers with biophysical
properties. They may include nucleic acid based biomarkers such as gene
mutations or polymorphisms, alterations in copy number (copy number
variance or CNVs), changes in mitochondrial genome, chromosomal ab-
errations, gene and protein expression profile, microRNA, metabolites, en-
zymes, antigens, hormones, etc.1,4–7 Serum levels of IL-27, IL-29, IL-31, BALF
were high in lung cancer patients.10 Higher levels of miR-21 and lower levels
of miR-451 and miR-485 were observed in lung cancer.11

If a combination of biomarkers (biomarker profiles) can detect a disease
early, it provides an opportunity for developing intervention and therapeutic
approaches.3 For example, if biomarkers can discriminate pre-rheumatoid
arthritis subjects from normal subjects, intervention and therapeutic ap-
proaches can be applied in high-risk individuals because such drugs exist
which can treat rheumatoid arthritis. Biomarkers are also useful in detecting
secondary cancers (recurrence).

13.3.3 Based on Therapy

Biomarkers are used to follow up therapy and their levels indicate the host’s
response to therapy. Due the recent development in genomics, it is possible
to make therapy personalized. The identification of biomarkers represents a
fundamental medical advance that can lead to an improved understanding
of a disease, and holds the potential to define surrogate diagnostic and
prognostic end points.

Understanding biomarkers in a complex system such as central nervous
system (CNS) is extremely valuable to develop therapeutics in brain and
neurological disorders. Brain parenchyma is a highly complex micro-
vasuclar structure and it undergoes a variety of changes during tumor
formation. Neo-angiogenesis starts in tumors and if anti-angiognesis
therapy is planned for such brain tumors, biomarkers should be known
which can be used to follow therapy. Some biomarkers in this category
are vascular endothelial growth factor (VEGF), phosphatidylinositol
glycan biosynthesis class F protein (PIGF), angiopoitin-1, and integrin.12

In Alzheimer’s disease, glutamate levels are increased (in the hippocampus
region of the brain) after treatment with galantamine.13 Therefore,
glutamate can be considered a therapeutic biomarker of Alzheimer’s
disease. Galantamine is a cholinesterase inhibitor that is generally used in
the treatment of this disease.14

An ideal biomarker should indicate whether a treatment is non-toxic and
effective. Molecular biomarkers are required to predict the likelihood of an
individual tumor’s responsiveness or of toxicity in normal organs and to
advise optimized treatments with improved efficacy at reduced side effects
for each cancer patient. Biomarkers with prognostic value concerning
treatment response and patient survival can then be used as targets to
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develop optimized drugs. For example: (i) chemo-selective treatment of
tumors with 9p21 deletion by L-alanosine; (ii) treatment of multidrug-
resistant P-glycoprotein-expressing tumor cells by non-cross-resistant
natural products or by inhibitors of P-glycoprotein to overcome multidrug
resistance; and (iii) natural products that inhibit the epidermal growth factor
receptor (EGFR) in EGFR-over expressing tumor cells.15

In cancer cells, cyclic AMP dependent protein kinase (PKA) is secreted into
the conditioned medium. This PKA, designated as extracellular protein
kinase A (ECPKA), is markedly up-regulated in the sera of patients with
cancer. The currently available tumor biomarkers are based on the antigen
determination method and lack specificity and sensitivity. An ECPKA auto-
antibody detection method for a universal biomarker that detects cancer of
various cell types has been reported. The receiver-operating characteristic
(ROC) plot showed that autoantibody enzyme immunoassay exhibited 90%
sensitivity and 88% specificity, whereas the enzymatic assay exhibited 83%
sensitivity and 80% specificity. These results show that the autoantibody
method distinguished between patients with cancer and controls better than
the antigen method could. Serum biomarker measurement in body fluid
immuno assays has been the most widely used approach, generally of
established tumor-associated markers as carcinoembryonic antigen (CEA),
alpha feto protein (AFP), human chorionic gonadotropin (hCG), prostate spe-
cific antigen (PSA), and carcinoembryonic antigen 125 (CA125). These bio-
markers have low specificity and sensitivity; therefore, they are either not used
in screening and diagnosis or used in combination with other biomarkers. The
limitations of the presently available serum tumor biomarkers, based on the
antigen determination method, indicate the need for other means of screening.

Plasma and urinary concentrations of two members of the vascular
endothelial growth factor (VEGF) family and their receptors as potential
response and toxicity biomarkers of bevacizumab with neoadjuvant che-
moradiation in patients with localized rectal cancer were evaluated by dif-
ferent groups of investigators.16 Of all biomarkers, pretreatment plasma
sVEGFR-1—an endogenous blocker of VEGF—and PlGF—and a factor linked
with vascular normalization—were associated with both primary tumor re-
gression and the development of adverse events after neoadjuvant bev-
acizumab and chemoradiation. Plasma sVEGFR-1 should be further
evaluated to establish as a potential biomarker to stratify patients in future
studies of bevacizumab and/or cytotoxics in the neoadjuvant setting.

13.3.4 Imaging Biomarkers and Non-Imaging Biomarkers

Mammography is the process of using low-energy X-rays to examine human
breast cancer and is used as a screening and diagnostic tool. Mammography
is applied in clinic for breast cancer screening and has helped in reducing
breast cancer mortality.17 We should, however, keep in mind that the radi-
ation exposure associated with mammography has a potential health
risk.18,19
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Imaging is an enabling scientific discipline combining advanced tech-
nology and complex computational and analytic methods to provide unique
ability to extract spatially and temporally defined information from
humans.20,21 It allows us to investigate intact biological system (without
isolating samples or taking biopsies) across the spectrum from sub-cellular
to macroscopic and from discovery to clinical decision making. By this
technology early breast cancer is detected via characteristic masses and/or
microcalcification. Thus, mammography is considered as a non-invasive
biomarker of cancer diagnosis. For the average woman between the age of 50
to 74 years, mammography is recommended every two years. This helps in
avoiding unnecessary surgery, treatment, and anxiety. On a cautionary note,
mammography has a false-negative rate of approximately 10% due to dense
tissues obscuring the cancer and also due to the fact that the appearance of
cancer on the mammogram has a large overlap with the appearance of
normal tissues.22 Quantum dots technology (nanotechnology) is also based
on imaging and has been successfully used for cancer diagnosis.23

Another technology called positron emission tomography (PET) scan
was used to evaluate the treatment response in breast cancer patients.24

Although reasonable success could be achieved, the main problem with
imaging technologies (along with health hazards of multiple exposures) is
that tumor heterogeneity interferes with interpretation of results and a
combination of other biomarkers and patient related information is needed
to infer any clinical value. It is re-emphasized here that multiple biomarkers
should be used to achieve high sensitivity and specificity (discussed below in
other sections of this article).

13.3.5 Invasive and Non-invasive Biomarkers

Tissues are the best source of material to assay early detection cancer bio-
markers because they represent true expression of biomarkers during dis-
ease development.9,10 However, tissue collection is a noninvasive procedure
and it is difficult to get healthy tissue for comparison. Therefore, such bio-
markers are preferred which can be assayed in samples collected non-
invasively.10 Biofluids (urine, blood, sputum) and exfoliated cells are good
examples of noninvasive source of biomarkers for early diagnosis of the
disease. After identifying biomarkers, the assay and the biomarker have to be
approved by the Food and Drug Administration (FDA) so that these bio-
markers can be assayed in clinical samples.25 The FDA has provided
guidelines in this direction (www.fda.gov). If biomarkers, assays or devices
are planned for clinical use in patient samples, they should be reviewed by
the FDA’s Center for Devices and Radiological Health (CDRH) for their
ability to analytically measure the biomarker.26 Biomarkers and devices for
quantification are expected to yield equivalent results. Biomarkers should
have passed analytical and clinical validation tests specified by the FDA.
Analytical validity in this context is defined as the ability of an assay to ac-
curately and reliably measure the analyte in the laboratory as well as in the
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clinical sample. Clinical validation requires the detection or prediction of
the associated disease in specimens from targeted patient. Biomarker
qualification by the FDA enables collaboration among stakeholders, reduces
costs for individual stakeholders and provides biomarkers that are useful for
the general public and private parties.

Sometimes biomarkers fail to show reasonable sensitivity and specificity
when validation is conducted.27 Although noninvasive biomarkers are the
best for breast cancer detection but when these biomarkers are validated in
large number of samples, some of them do not show reasonable sensitivity
and specificity.28 The traditional treatment options for breast cancer are
radiation, chemicals, and surgery (lumpectomy, quadendroctemy, mast-
ectomy). Surgery is usually combined with adjuvant therapy (hormonal
and/or chemical therapy). Chemicals used for therapy have considerable
toxicity and hormonal treatment also have long lasting adverse effects.
Surviving patients generally have poor quality of life. Furthermore, resist-
ance to chemotherapy is another problem observed in breast cancer
patients.29,30 Pharmacogenomics is an area of research which may provide
some useful information in these cases.31 By applying diagnostic tests and
knowing the genetic background of an individual, personalized treatments
are possible.

Noninvasive biomarkers may also help in guiding the type of therapy that
is more beneficial for patients. For example, in cases of breast cancer,
women with ductal carcinoma in situ (DCIS), the treatment is by tamoxifen
instead of aromatase inhibitor.32 However, in early invasive stage, as judged
by a panel of biomarkers, aromatase inhibitor proved better for treatment
than tamoxiphen. The use of hormonal therapy changed with the age of the
patient and tumor characteristics. Most of these characteristics correlated
better with early stage than DCIS. This research led to the development of
prevention strategies. Now endocrine therapy is used for preventing new
primary breast cancers and invasive recurrence for women with DCIS or early
invasive breast cancer. The dose used was higher at the early stage but de-
creased with the age of the patient.

Epigenomic biomarkers have enormous potential for clinical implication
in cancer diagnosis and prognosis.3 Because of the availability of genome-
wide methylation, histone, and miRNA analysis technologies, and our rap-
idly accumulating knowledge regarding epigenome, the translation of find-
ings discussed in this article may be possible in near future. Epigenetic
biomarkers may also help in identifying patients who will benefit from the
therapy and will not develop resistance to drugs and ultimately increase
survival.33 Recently developed drugs for disease treatment are based on
specific pathways and may be useful for those individuals where those
pathways are altered. This approach can be designed for personalized
medicine and precision medicine. Epigenetic biomarkers may help in such
approaches. All potential treatment biomarkers for diseases discussed in
this chapter have by no means been exhausted, and it is expected that
additional high penetrance biomarkers will be identified.
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13.4 OMICS APPROACHES IN BIOMARKER DISCOVERY

Omics is an emerging and exciting area in the field of science and medi-
cine.4,5,9,34 In the post-genome era, efforts are focused on biomarker discovery
and the early diagnosis of different diseases through the application of various
omics technologies.3 Numerous promising developments have been elucidated
using omics (transcriptomics, proteomics, metabonomics/metabolomics,
peptidomics, glycomics, phosphoproteomics or lipidomics on tissue samples
and body fluids) in different diseases.32,34 The development of high-
throughput technologies that permit the solution of deciphering a disease
from higher dimensionality may provide a knowledge base, which changes the
face of the disease biology, etiology, and therapeutics. The omics technology
that has driven these new areas of research consists of DNA and protein
microarrays, mass spectrometry and a number of other instruments that en-
able high-throughput analyses at relatively low cost.1,34 High-throughput omic
technologies are being established and validated to create better predictive
models for diagnosis, prognosis and therapy, to identify and characterize key
signaling networks and to find new targets for drug development.34

13.4.1 Immune Diseases

Various applications of omics technology include studying changes in tissue
specific protein expression in normal and disease samples, evaluating changes
in immune response of the proteins in disease states, translating results from
the laboratory to bed side delivery of patient care, and developing an artificial
neural network (ANN) to distinguish high risk individuals from normal sub-
jects. Interferons and cytokines were identified as a big group of biomarkers in
immune diseases.35 Interferons belong to three families: I, II, and III, with
multiple subtypes. In infections and chronic inflammatory diseases, inter-
ferons and their stimulating genes could be utilized to follow up outcome and
survival. Multiple sclerosis is an immune disease with the characteristic fea-
ture of deregulated T lymphocyte apoptosis.36 Biomarkers identified during MS
development are CASP8AP2, IL-23, CD36, ITGAL, OLR1, RNASEL, RTN4RL2,
and THBS1.36 Selected biomarkers are shown in Table 13.2.

13.4.2 Cardiovascular Diseases (CVDs)

Cardiovascular diseases may arise due to psychosocial stress.37 CVD bio-
markers, adhesion and proinflammatory molecules (IL-6, other cytokines,
C-reactive proteins, and fibrinogen), and pathogens were evaluated to assess
their contribution in socioeconomic position (SEP) and CVDs.37 Selected
biomarkers are shown in Table 13.3.

13.4.3 Metabolic Diseases, Metabolomics and Proteomics

A multitude of factors should be considered in selecting the specific tech-
nology to be adopted for metabolomics studies.2 Two major technologies,
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Table 13.2 Biomarkers and their characteristics in immune diseases.

Disease Biomarker Characteristics

Autoimmune disease (rheumatoid arthritis) Antigen arrays Can be used for disease stratification and planning
treatment strategies.73

Autoimmune disease (rheumatoid arthritis,
systemic and cutaneous lupus erythematosus,
SLE)

Annexin-I Annexin-1 exerts its anti-inflammatory effect by
suppressing the generation of inflammatory
mediators and anti-annexin I antibodies are present
in rheumatoid arthritis and SLE patients.74

Autoimmune disease (systemic sclerosis,
systemic and cutaneous lupus erythematosus,
SLE), polymyositis (PM), dermatomyositis
(DM), multiple sclerosis (MS)

Prolactin (PRL), ferritin,
vitamin D, tumor marker
tissue polypeptide
antigen (TPA)

High levels of PRL, ferritin, vitamin D, and TPA were
observed in SLE, PM, DM, and MS although levels of
these markers were different in different diseases.76

Rheumatoid arthritis (RA) IL-17 and Wnt/beta
katenin

In rheumatoid arthritis (RA) bone loss occurs.99

Transcriptomics approaches were applied to identify
genes and pathways that contributed to bone loss in
RA patients. Results indicated IL-17 and Wnt/beta
katenin as transcriptional biomarkers of RA.100

Multiple sclerosis (MS) CASP8AP2, IL-23, CD36,
ITGAL, OLR1, RNASEL,
RTN4RL2, and THBS1

In infections and chronic inflammatory diseases,
interferons and their stimulating genes can be
utilized to follow up outcome and survival. Multiple
sclerosis is an immune disease with characteristic
feature of deregulated T lymphocyte apoptosis.
Biomarkers identified during MS development were
CASP8AP2, IL-23, CD36, ITGAL, OLR1, RNASEL,
RTN4RL2, and THBS1.36

Asthma Nitric oxide Measurements of fractional excretion of nitric oxide
can be used as a biomarker for diagnosing
asthma.161

Rheumatoid arthritis (RA) IL-17 and Wnt/beta
katenin

In rheumatoid arthritis (RA) bone loss occurs.
Transcriptomics approaches were applied to identify
genes and pathways, which contributed to bone loss
in RA patients. Results indicated IL-17 and Wnt/beta
katenin as transcriptional biomarkers of RA.100
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Autism Increased number of mast
cells and serotonin in
urine

High number of mast cells and serotonin in urine are
observed in autism patients. Mast cells produce
inflammatory cytokines in large amounts in autism
patients and the possibility of autoimmunity has
been proposed.110

Multiple sclerosis (MS) HLA DRB1-1*5 haplotype,
SHP-1 hypermethylation

MS is an inflammatory disease in which the fatty
myelin sheaths around the axons of the brain and
spinal cord are damaged. Female specific MS is
associated with HLA DRB1-1*5 haplotype.162 SHP-1
hypermathylation is a biomarker for multiple
sclerosis.144

Asthma Arginine kinase, sarco-
plasmic calcium binding
proteins, and tropomycin

Proteomics approaches identified allergenic proteins,
based on their reactivity to patient’s sera, using
tandem mass spectrometry.160 The most significant
allergens identified were arginine kinase,
sarcoplasmic calcium binding proteins, and
tropomycin that can be used for screening.

Rheumatoid arthritis (RA) Aggrecan fragments,
C-propeptide of type II
collagen

In rheumatoid arthritis (RA) inflammation of joint
synovium is persistent, which leads to erosion of
cartilage and bone. A biomarker, aggrecan fragments,
was identified which was detected in synovial fluid
(SF). Levels of aggregant fragments (structural
components of cartilage) were higher in RA patients
than in healthy individuals. Another biomarker was
C-propeptide of type II collagen and its levels were
directly proportional to the rate of collagen synthesis.
Cartilage oligomeric matrix protein (COMP) is also a
component of cartilage and it can be measured in
serum and SF.

Multiple sclerosis (MS) Neurofilament light pro-
tein (NFL), Glial fibrillary
acidic protein (GFAP)

MS is associated with autoimmune-mediated
inflammation of the central nervous system and may
lead to demyelination and axonal damage. Biomarker
neurofilament light protein (NFL) is a cytoskeleton
component in large myelinated axon and it is released
into the cerebrospinal fluid (CSF) and can be used to
determine the level of axonal damage. Glial fibrillary
acidic protein (GFAP) is another biomarker for MS.
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Disease Biomarker Characteristics

Rheumatoid arthritis and systemic and
cutaneous lupus erythematosus (SLE)

Annexin I, II and V Annexin-I exerted its anti-inflammatory effect by
suppressing the generation of inflammatory
mediators and anti-annexin I antibodies were
present in rheumatoid arthritis and systemic and
cutaneous lupus erythematosus (SLE) patients.74

Annexin II and V were involved in coagulation
cascade because they had affinity towards
phospholipids.

Autoimmune disease (systemic sclerosis,
systemic and cutaneous lupus erythematosus,
SLE), polymyositis (PM), dermatomyositis
(DM), multiple sclerosis (MS)

Prolactin (PRL), ferritin,
vitamin D

Prolactin (PRL), ferritin, vitamin D, tumor biomarker
tissue polypeptide antigen (TPA) levels were higher in
patients with autoimmune disease (systemic sclerosis,
systemic and cutaneous lupus erythematosus, SLE),
polymyositis (PM), dermatomyositis (DM), multiple
sclerosis (MS).76 Granin family is a group of acidic
proteins present in the secretory granules of a wide
variety of endocrine, neuronal, and neuroendocrine
cells. Few important granins, chromogranin A and B,
secretogrannin II, HISL-19 antigen, NESP55, ProSAAS
should be studied further for their clinical
implication.77

Autism Serotonin, inflammatory
cytokines

High number of mast cells and serotonin in urine
were observed in autism patients. Mast cells produce
inflammatory cytokines in large amount in autism
patients and the possibility of autoimmunity was
proposed.110
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Asthma Glutathione S transferase
M1 (GSTM1)

In one meta-analysis glutathione S transferase M1
(GSTM1) biomarker was identified which helped in
screening a cohort of children who were at high risk
of developing asthma.163 In a population-based study
C-reactive protein, fibrinogen, and interleukin-6 were
found useful biomarkers for screening.164

RA CTX-1, CTX-II, C-telopeptide
I and II

Biomarkers of bone and cartilage turnover are collagen
C-telopeptides I and II, which are predictors of
structural damage in RA patients. C-terminal cross-
linked telopeptide of type I collagen (CTX-I) could be
measured in serum or urine after it was released
during bone resorption. Bone erosions and
osteoporosis both occurred as a consequence of RA
and CTX-I levels could be used for prognosis. On the
other hand, increased CTX-II levels were associated
with rapid progression of joint damage. For clinical
implication, investigators of these studies
recommended that new prognostic biomarkers
should supply information beyond that provided by
risk factors in the prediction of disease outcome.165

Note: For the same disease more than one row are mentioned because biomarkers shown in column 2 were identified in different studies.
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Table 13.3 Biomarkers and Their Characteristics in Cardiovascular Disease (CVD).

Disease Biomarker Characteristics

Cardiovascular
disease (CVD)

C-reactive protein In a risk prediction model of cardiovascular disease (CVD) C-reactive protein
levels were implemented.8

Cardiovascular
disease (CVD)

Blood pressure Biomarkers studies of CVD prediction in elderly indicate that mortality and
cardiovascular events are dependent on low peripheral pulse pressure not
on high blood pressure.166

Cardiovascular
disease (CVD)

Lipoprotein associated
phospholipase A2 and
antiphosphorylcholine
IgM

In cardiovascular disease (CVD), the relative contribution of genetic and
environmental effect was studied on two inflammatory biomarkers,
lipoprotein associated phospholipase A2 and antiphosphorylcholine IgM,
in a Swedish population.167

Cardiovascular
disease (CVD)

TNF alpha, IL-6, plasma
vitamin E concentrations,
total and LDL cholesterol,
and antioxidant profiles

Biomarkers discussed in the diagnostic section can be used for follow up of
the treatment. Dietary intervention of CVD by fish oil (salmon, herring,
and pompus) and other nutrients has been demonstrated in a number of
studies. Some of the participants had higher levels of triacylglycerolaemia.
Biomarkers TNF alpha and IL-6 were reduced and level of adiponectin
increased in the treated arm. Thus TNF alpha, IL-6, and adiponectin were
used as therapeutic biomarkers. In another study, argon oil supplement
reduced plasma levels of lipids and antioxidant status. Therapeutic
biomarkers used in this study were plasma vitamin E concentrations, total
and LDL cholesterol, and antioxidant profiles.168

Cardiovascular
disease (CVD)

Atherosclerosis A very well characterized biomarker of CVD.

Cardiovascular
disease (CVD)

IL-6, other cytokines,
C-reactive proteins, and
fibrinogen

CVD biomarkers, adhesion and proinflammatory molecules (IL-6, other
cytokines, C-reactive proteins, and fibrinogen), and pathogens were
evaluated to assess their contribution in socioeconomic position (SEP) and
CVD.37

Atherosclerosis Osteoprotegerin (OPG) Osteoprotegerin (OPG) is such a marker which is independently associated
not only with risk factors of atherosclerosis but also with subclinical
peripheral atherosclerosis and clinical atherosclerosis and is
recommended as a prognostic biomarker for ischemic heart disease and
ischemic stroke.78
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Hypertension Methylated ADD1 gene In hypertension, global methylation profiling and individual gene
methylation status (ADD1 gene) have been used for diagnosis and
outcome.146

Atherosclerosis Hypermethylation of
monoamine oxidae A
(MAOA)

Atherosclerosis can be diagnosed when other biomarkers are combined
with epigenetic biomarkers, such as hypermethylation of monoamine
oxide A (MAOA).145

Atherosclerosis
(early diagnosis)

Carotid intima media
thickness (IMT), circu-
lating oxidized low dens-
ity lipoprotein (LDL), and
flow-mediated dialation
(FMD)

For early diagnosis of carotid atherosclerosis for which obesity is the risk
factor, the early biomarkers are carotid intima media thickness (IMT) and
circulating oxidized low-density lipoprotein.169 To evaluate endothelium
status, flow-mediated dialation (FMD) and IMT have been used as early
markers of atherosclerosis in patients with nonalcoholic fatty liver disease
(NAFLD).170

Atherosclerosis CARD8, Ephs, ephrins Atherosclerosis is a chronic inflammatory disease of the vessel wall.
The gene CARD8, which codes proteins involved in innate immunity in
atherosclerosis patients, is an excellent biomarker for atherosclerosis.
Inflammatory markers also over expressed in this disease. Inflammosomes
produce interleukin 1 beta in response to cholesterol crystal accumulation
in macrophages. Ephs and ephrins also were proposed as biomarkers of
atherosclerosis.108

Atherosclerosis Hypermethylation of
monoamine oxidae A
(MAOA) and ADD1

Atherosclerosis can be diagnosed when other biomarkers are combined
with epigenetic biomarkers, such as hypermethylation of monoamine
oxidae A (MAOA). Along with gene-specific methylation biomarkers, global
DNA methylation biomarkers were identified for atherosclerosis.145

Similarly in other CVDs, such as hypertension, global methylation
profiling and individual gene methylation status (ADD1 gene) were used
for diagnosis and outcome.146,147

Note: For the same disease more than one row is mentioned because biomarkers shown in column 2 were identified in different studies.
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mass spectrometry (MS) and nuclear magnetic resonance spectroscopy
(NMR), are generally considered as they can measure hundreds to thousands
of unique chemical entities. MS is highly sensitive and has the capacity to
detect metabolites with concentrations in the picomole range and above,
requires small biospecimen volumes, enables metabolites to be individually
identified and quantified, and is well-suitable for use in a high-throughput
mode. However, MS requires expensive consumables, has relatively lower
analytical reproducibility, poorly represents highly polar metabolites when
using standard chromatography protocols, and requires more complex
software and algorithms for routine data analysis.2 In contrast, NMR
allows for the comprehensive generation of metabolite profiles by a single
nondestructive method, is fully automated with high-throughput capacity,
inherently quantitative, and highly suitable for metabolite structure eluci-
dation, and has very high analytical reproducibility with a well-established
mathematical and statistical toolbox. The disadvantages to using NMR in-
clude its relative insensitivity in detecting metabolites with concentrations
in the micromole range and below. Furthermore, its validity is dependent on
the quality of sample collection and handling, as well as the available
metadata. Before applying either of these technologies to population-based
studies, investigators must consider the advantages and disadvantages in
relation to the design and aims of the study.

Quantitative proteomics can be used for the identification of disease bio-
markers that could be used for early detection, serve as therapeutic targets, or
monitor response to treatment. Several quantitative proteomics tools are
currently available to study differential expression of proteins in a variety of
types of samples. Two-dimensional gel electrophoresis (2-DE), which was
classically used for proteomic profiling, has been coupled to fluorescence la-
beling for differential proteomics. Isotope labeling methods such as stable
isotope labeling with amino acids in cell culture (SILAC), isotope-coded
affinity tagging (ICAT), isobaric tags for relative and absolute quantitation
(iTRAQ), and 18O labeling have all been used in quantitative approaches for
identification of biomarkers. In addition, heavy isotope labeled peptides can
be used to obtain absolute quantitative data. Label-free methods for quanti-
tative proteomics, which have the potential of replacing isotope-labeling
strategies, are becoming popular. Other emerging technologies such as pro-
tein microarrays have the potential for providing additional opportunities for
biomarker identification. Selected biomarkers are shown in Table 13.4.

13.4.4 Infectious Diseases

Bacterial infection occurs in pneumonia. Community acquired pneumonia
is very common and for proper diagnosis and treatment the other biomarker
which showed promise was procalcitonin.38 C-reactive protein and in-
flammatory biomarkers could be used in combination with procalcitonin to
make intelligent clinical decisions. Selected biomarkers are shown in
Table 13.5.
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Table 13.4 Biomarkers and their characteristics in metabolic diseases.

Disease Biomarker Characteristics

Diabetes Alanine amino transferase (ALT),
gamma glutamyl transferase
(GGT), triglyceride, plasmino-
gen activator inhibitor (PAI-1)
antigen, ferritin, C-reactive
protein (CRP), sex-hormone
binding globulin (SHBG)

Biomarkers of risk for diabetes.

Diabetes IL-6 Inflammation marker of diabetes
(genetic studies on association
of IL-6 with diabetes have not
been completed yet).

Diabetes Adiponectin Some groups of investigators
consider adiponectin as an
excellent biomarker of diabetes
pathogenesis.171

Diabetes Insulin resistance (IR) and blood
glucose levels

The most studies biomarkers
which are used in clinic
routinely.

Diabetes Hemoglobin A1c For the management of diabetes
hemoglobin A1c (HbA1c) is
used which is considered as a
reliable indicator of glycemic
control. In most of the clinical
studies in diabetes, HBA1c
biomarker is used to determine
the glucose control.

Diabetes 1,5-anhydroglucitol (1,5 A) Circulating biomarker used to
measure hyperglycemic
condition

Metabolic
Diseases

Alpha-hydroxybutyrate (aHB) and
linolyl-glycerophosphocholine
(L-GPC)

Alpha-hydroxybutyrate (aHB) and
linolyl-glycerophosphocholine
(L-GPC) were identified as bio-
markers of insulin resistance
and glucose intolerance in a
large population study of more
than 1000 participants from the
Relationship between Insulin
sensitivity and Cardiovascular
Disease (RISC) study.2

Chronic
kidney
disease

Proteomic profiling Differentially expressed peaks in
the spectra are future bio-
markers for chronic kidney
disease.172

Diabetes Proteomic profiling Isobaric tags for relative and
absolute quantitation (iTRAQ)
in combination with two-
dimensional gel electrophoresis
technologies identified a group
of proteins, which were
associated with diabetes,
pancreatitis, and/or pancreatic
cancer.80
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13.4.5 Neurological Diseases

For the diagnosis of seizures, carbohydrate deficient transferrin (CDT) was
evaluated and results indicated that this biomarker alone could not diag-
nose the disease but contribute in better diagnosis when combined with
other biomarkers such as GGT, ASAT, ALAT, and ASAT/ALAT ratio.39 A novel
missense mutation at position 134 T to A resulting in amino acid change at
codon V45E was identified as a biomarker for Norrie disease (ND) which is a
rare X-linked disorder characterized by congenital blindness and sometime
mental retardation, and deafness.40 A novel mutation in ATP7B gene was
used as a diagnostic biomarker for neurological impairment in Wilson’s
disease.41 Selected biomarkers are shown in Table 13.6.

13.4.6 Cancer

Proteomic profiling of samples from cancer and healthy individuals has iden-
tified disease-associated profile, especially in Matrix Associated Laser Ionization/
Desorption Time-of-Flight Mass Spectrometry (MALDI TOF MS) in colorectal
and other cancers which can be used for diagnosis either alone or in combin-
ation with other biomarkers.42 Methylation biomarkers were useful in diagnosis
of almost all major cancers.7,9,43 Defects in the mismatch repair (MMR) genes
such as MLH1, MSH2, or MSH6 or methylation of the MLH1 promoter led to
erroneous replication of segments of simple nucleotide repeats which contrib-
uted to microsatellite instability (MSI). MSI increases the risk of cancer occur-
rence. However, MSI is uncommon in cancers of the breast as compared to
some other cancers such as colorectal carcinoma (CRC). It was observed that
prognosis in MSI-positive breast cancer patients was worse than that of patients
with MSI-negative tumors. Selected biomarkers are shown in Table 13.7.

Table 13.4 (Continued )

Disease Biomarker Characteristics

Diabetes RCAN1, perilipin A and G0/G1
switch gene, G0S2

Glucose response gene, RCAN1,
was over expressed whereas
perilipin A and G0/G1 switch
gene, G0S2, were under
expressed in diabetes-2.102,103

Diabetes
(early
diagnosis)

Dysglycemia, alphahydroxy-
butyrate, linoleyolglycerophos-
phocholine, advanced glycation
end products (AGE), albumin
excretion rate (AR) and SNPS in
epidermal growth factor gene
intron 2

A number of markers have been
described for early diagnosis
of diabetes. Few of them are
dysglycemia, alphahydroxy-
butyrate, linoleyolglycerophos-
phocholine, advanced glycation
end products (AGE), albumin
excretion rate (AR) and SNPS in
epidermal growth factor gene
intron 2.2,173,174

Note: For the same disease more than one row are mentioned because biomarkers shown in
column 2 were identified in different studies.
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Table 13.5 Biomarkers and their characteristics in infectious diseases.

Disease Biomarker Characteristics

Infectious
diarrhea

Calprotectin In cases of infectious diarrheal, fecal
calprotectin is a good prediction
marker.

Fungal
infection

1,3-beta-D-glucan (BG) 1,3-beta-D-glucan (BG) can be used
as a biomarker in invasive fungal
infections (especially infections
involving Candida) in patients
undergoing treatment of candede-
mia with anidulafungin

Community
acquired
pneumonia
(CAP)

Procalcitonin,
C-reactive protein,
inflammatory
cytokines, and
bacterial infection

Bacterial infection occurs in pneu-
monia. Community acquired
pneumonia (CAP) is very common
and for proper diagnosis and
treatment the other biomarker
which showed promise was
procalcitonin.38 C-reactive protein
and inflammatory biomarkers can
be used in combination with
procalcitonin to make intelligent
clinical decisions.

Ulcer diseases
and gastritis
(and gastric
cancer)

H. pylori H. pylori is the most common
chronic bacterial infection in
humans. This bacteria is involved
not only in gastric cancer but in
ulcer diseases and gastritis also.
Its synergistic gastrotoxic inter-
action with non-steroidal anti-
inflammatory drugs, and associ-
ation with atherosclerotic events is
a matter of concern.

Diarrhea in
AIDS patients

Tubuloreticulin
inclusions (TRIs)

Diarrhea in AIDS patients was
treated with specific medications
and therapeutic response was
measured by levels of tubulo-
reticulin inclusions (TRIs).

Pneumonia Procalcitonin (PCT) For pneumonia therapy on more
than 100 patients, biomarker
procalcitonin (PCT) levels were
very useful and this biomarker has
been recommended for future
prognosis. Sometime detecting
bacteria alone is not sufficient to
design therapy.175

HIV/AIDS CRC5-delta32 mutation In one study conducted in Georgia,
where the prevalence of HIV/AIDS
is high, polymorphism of CCR5
gene was studied.50 More than 100
subjects were enrolled in this
study. Results identified CRC5-
delta32 mutation as a marker of
the disease in this population.
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Table 13.5 (Continued )

Disease Biomarker Characteristics

HIV/AIDS Mitochondrial DNA
mutations

Mitochondrial DNA mutations are
also biomarkers for AIDS, espe-
cially in those individuals who are
undergoing therapy.51

Liver cancer
(HCC)

p16 and c-myc
hypermethylation

In early liver cancer, where risk
factors are infection by HBV and
HCV, clustered DNA methylation
changes in polycomb repressor
target genes were observed. P16
and c-myc hypermethylation also
suggested initiation of hepato-
cellular carcinoma.127,128

Tuberculosis Vitamin D receptor
(VDR) methylation

In tuberculosis, vitamin D receptor
(VDR) methylation indicated high
risk of developing the disease.149

VDR gene encodes a transcription
factor that alters calcium
homeostasis and immune
function.

Tuberculosis
(early
diagnosis)

Region-of-Difference-1
(RD-1) gene product
and sputum cytokine
levels

Region-of-Difference-1 (RD-1) gene
product and sputum cytokine
levels are considered a biomarker
for early detection of
tuberculosis.176,177

Hepatocellular
carcinoma
(early
diagnosis)

HSP70, CAP2, glypican
3 and glutamine
synthase

Hepatocellular carcinoma (HCC)
involves infectious agents and the
early diagnostic markers for HCC
are HSP70, CAP2, glypican 3 and
glutamine synthase.178 These
markers were identified based on
gene expression analysis of HCC
samples.

Hepatocellular
carcinoma
(HCC)

HBV, HCV, methylation
of polycomb
repressor, hyper-
methylation of p16
and c-myc,

In early liver cancer, where risk
factors are infection by HBV and
HCV, clustered DNA methylation
changes in polycomb repressor
target genes were observed. P16
and c-myc hypermethylation also
suggested initiation of hepato-
cellular carcinoma.127,128

Tuberculosis Vitamin D receptor
(VDR) methylation

In tuberculosis, vitamin D receptor
(VDR) methylation indicated high
risk of developing the disease.149

VDR gene encodes a transcription
factor, which alters calcium
homeostasis and immune
function.

Note: For the same disease more than one row are mentioned because biomarkers shown in
column 2 were identified in different studies.
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Table 13.6 Biomarkers and their characteristics in neurological diseases.

Disease Biomarker Characteristics

Neurological disorders Granins The granin family is a group of acidic proteins present in the secretory granules
of a wide variety of endocrine, neuronal, and neuroendocrine cells. A few
important granins, chromogranin A and B, secretogrannin II, HISL-19 anti-
gen, NESP55, ProSAAS should be studied further for their clinical
implication.77

Neurological disorders Microvesicles Microvesicles (MVs) are used as biomarkers of neurological disorders because
their release is increased in these diseases.83

Neurological
disorders (Alzheimer’s
disease)

Glutamate In Alzheimer’s disease, glutamate levels increased (in the hippocampus region
of the brain) after the treatment with galantamine.13 Therefore, glutamate
can be considered a therapeutic biomarker of Alzheimer’s disease.14

Neurological
disorders (seizures)

Carbohydrate deficient
transferrin (CDT)

For the diagnosis of seizures, carbohydrate deficient transferrin (CDT) was
evaluated and results indicated that this marker alone couldn’t diagnose the
disease but contribute in better diagnosis when combined with other bio-
markers such as GGT, ASAT, ALAT, and ASAT/ALAT ratio.39

Norrie disease (ND)
(X-linked disorder)

Missense mutation at
position 134 T to A

A novel missense mutation at position 134 T to A resulting in amino acid
change at codon V45E was identified as a biomarker for Norrie disease (ND)
which is a rare X-linked disorder characterized by congenital blindness and
sometime mental retardation, and deafness.40

Wilson’s disease Mutation in ATP7B gene A novel mutation in ATP7B gene can be used as a diagnostic marker for
neurological impairment in Wilson’s disease.41

Alzheimer’s disease CXR4 and CCR3 Genes involved in inflammation and immune system regulatory pathways were
identified when profiling of Alzheimer and non-Alzheimer’s samples was
conducted.116 Results also indicated a role for chemokines and their
receptors (CXR4 and CCR3) in patient samples and these two receptors may
be considered biomarkers for the Alzheimer’s disease.

Alzheimer’s disease Altered methylation of
Alu, Line-1, and SAT-
alpha sequences

In Alzheimer disease altered methylation levels of repeat sequences (Alu,
Line-1, and SAT-alpha) were observed. This modification induces genomic
instability, which contributes to disease initiation and progression.150

Autism MECP2
hypermethylation

Epigenetic regulation in autism was also studied and locus specific
hypermethylation of MECP2 was observed.151

Note: For the same disease more than one row is mentioned because biomarkers shown in column 2 were identified in different studies.
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Table 13.7 Biomarkers and Their Characteristics in Cancer.

Disease Biomarker Characteristics

Apoptosis (cancer) Annexin XI Anti-annexin XI has been reported in different cancers.74

Oral cancer Mutation in exon 4, codon 63 of
the p53 gene

Antibodies against abnormal p53 were found in saliva and serum of
oral cancer patients.53

Gastric cancer Metabolites of glycolysis, fatty-
acid beta oxidation, and
cholesterol and amino acid
metabolism

In gastric cancer, alterations in metabolites of glycolysis, fatty-acid
beta-oxidation, and cholesterol and amino acid metabolism were
observed.122 These metabolites can be used to follow gastric cancer
development and treatment response.

Pancreatic cancer Serum levels of antibodies
against periodontal bacteria P.
gingivalis

In pancreatic cancer the incidence and mortality rates are the same
and the survival is only five years after the diagnosis of the disease.
Plasma and serum of pancreatic cancer contains antibodies against
periodontal bacteria P. gingivalia and their level is associated with
pancreatic cancer.84

Pancreatic cancer C-reactive proteins, interleukin-6
(IL6), and soluble receptor of
tumor necrosis factor alpha

Inflammatory biomarkers, C-reactive proteins, interleukin-6 (IL6), and
soluble receptor of tumor necrosis factor alpha are being used in
identifying pancreatic cancer patients.85

Ovarian cancer CA 125, Osteopontin, Kllikrein 6,
B7-H4, spondin 2, and DcR3

B7-H4, spondin 2, and DcR3 were identified as early biomarkers in
ovarian cancer.179

Prostate cancer Prostate-specific antigen, Alpha
methyl CoA-racemase

Results have not been validated for Alpha methyl CoA-racemase.180

Colon cancer APC, CDKNA Expression analysis was used to identify these biomarkers.181

Lung cancer EGFR, KRAS Multiple investigators have identified these biomarkers.182,183

Breast cancer BRCA-1, BRCA-2, Let-7 These biomarkers have been used in clinical samples.184

Acute myeloid leukemia,
Chemotherapy resistant
AML, Acute lymphoblastic
leukemia, Acute non-
promyelocytic leukemia

FLT3, DAPK1, hPer3, DNMT3A,
repeat sequences LINE-1

Several investigators have identified these markers. Several methyl-
ation markers of AML have also been reported.185–187

Renal cell carcinoma
(Kidney cancer)

APAF-1, DAPK-1 Hypermathylation of APAF-1 and DAPK-1

Breast cancer SNAPs in in 1p11.2, 2q35, 3p,
5p12, 8q24, 10q23, 13, 14q24.1,
and 16q regions

In GWAS study, SNPs identified in this study were primary located in
1p11.2, 2q35, 3p, 5p12, 8q24, 10q23, 13, 14q24.1, and 16q regions.
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Pancreatic cancer P. gingivalia Plasma and serum of pancreatic cancer contained antibodies against
periodontal bacteria P. gingivalia and their level is associated with
pancreatic cancer.84

Pancreatic cancer Inflammatory biomarkers, C-
reactive proteins, interleukin-6
(IL6), and soluble receptor of
tumor necrosis factor alpha,
cell cycle regulatory proteins
(cyclin D1 and Ki67), glycolytic
enzyme lactate dehydrogenase
(LDH), matrix
metalloproteinases (MMPs)

Inflammatory biomarkers, C-reactive proteins, interleukin-6 (IL6), and
soluble receptor of tumor necrosis factor alpha also were used in
identifying pancreatic cancer patients.85 Some biomarkers identified
include increased salivary levels of cell cycle regulatory proteins
(cyclin D1 and Ki67), glycolytic enzyme lactate dehydrogenase
(LDH), matrix metalloproteinases (MMPs) and reduction in DNA
repair enzyme (8-oxoquanine DNA glycosylase) and mapsin in oral
cancer patients.86

Hepatocellular carcinoma
(HCC)

hTERT, alpha-fetoprotein (AFP),
des-gamma-carboxy
prothrombin (DCP)

A highly sensitive method for serum human telomerase reverse
transcriptase (hTERT) mRNA for hepatocellular carcinoma (HCC)
was reported.87 Alpha-fetoprotein (AFP) and des-gamma-carboxy
prothrombin (DCP) were found to be good markers for HCC.

Retinoblastoma Trimethylation of H4K20 Retinoblastoma levels were lower whenever trimethylation of H4K20
was present. A correlation with the tumor stage and grade was also
established based on these histone biomarkers.188

Breast cancer HDAC1 Another interesting study reported quantitative expression of HDAC1
and its correlation with breast cancer patient’s age, lymph node
status, tumor size and her2/neu negative, ER and PR positive
status.146

Kidney cancer VHL, MET, FLCN, fumarate hydra-
tase, succinate dehydrogenase,
TSC1, TSC2, TFE3

Altered expression of VHL, MET, FLCN, fumarate hydratase, succinate
dehydrogenase, TSC1, TSC2, and TFE3 genes in kidney cancer was
observed.189

Lung cancer IL-27, IL-29, IL-31, BALF Serum levels of IL-27, IL-29, IL-31, BALF are high in lung cancer
patients.10

Lung cancer miR-21, miR-485, miR-451 Higher levels of miR-21 and lower levels of miR-451 and miR-485 were
observed in lung cancer.11

Lung cancer CYFRA 21-1 Increased CYFRA 21-1 levels were observed in samples from lung
cancer patients.190

Note: For the same disease more than one row are mentioned because biomarkers shown in column 2 were identified in different studies.
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13.5 TECHNOLOGIES AND STRATEGIES FOR MOLECULAR BIOMARKER
DISCOVERY

Technologies and strategies developed for cancer diagnosis can also be ap-
plied for other diseases.4–6 The detection and treatment of cancer is greatly
facilitated by omics technologies. For example, genomics analysis provides
clues for gene regulation and gene knockdown for cancer management. The
approval of Mammaprint and Oncotype DX indicates that multiplex diag-
nostic biomarker sets are becoming feasible. The microRNA field in human
cancers has opened a new avenue for cancer researchers. Some therapeutic
drugs targeting DNA methylation and histone deacetylation are currently
undergoing keen studies. Proteomics also plays an important role in cancer
biomarker discovery and quantitative proteome-disease relationships
provide a mean for connectivity analysis. Fluorescent dye enables a more
reliable and quantitative analysis and is facilitated by the progress of biochip
and cytomics. The huge amount of information collected by multiparameter
single cell flow or slide-based cytometry measurements serves to investigate
the molecular behavior of cancer cell populations. Metabolite profiling is
such a field which can be applied to cancer and other diseases.

13.5.1 Genomics Based Biomarkers in Immune Diseases, Cardiovascular
Diseases (CVD), Metabolic Diseases, Infectious Diseases,
Neurological Diseases, and Cancer

Discovery and validation of novel disease-associated biomarkers remain a
crucial goal of future patient care. Advanced genomic technologies, such as
SNP array and next generation sequencing, help shape the genome and
epigenome landscapes. Genome wide association studies (GWAS) as a
powerful approach to identify common, low penetrance disease loci have
been conducted in several types of diseases such as diabetes and cancer and
have identified many novel associated loci, confirming that susceptibility to
these diseases is polygenic. Though the creation of risk profiles from
combinations of susceptible SNPs is not yet clinically applicable, future,
large scale GWAS holds great promise for the individualized screening and
prevention. Epigenomic biomarkers like DNA methylation have emerged as
highly promising biomarkers and are actively studied in multiple diseases.
Validated as being associated with disease risk or drug response, some DNA
methylation biomarkers are being transferred into clinical use.34 Discovery
of the genes and pathways mutated in diseased states, especially through
large scale genome wide sequencing, has provided key insights into the
mechanisms underlying disease process and suggested new candidate
biomarkers for diagnosis, clinical intervention as well as prognosis. The
comprehensive landscapes of cancer genome point out the convergence of
mutations onto pathways that govern the course of disease development and
indicate that rather than seeking genomics and epigenomics alterations of
specific mutated genes, the combination with dynamic transcriptomics,
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proteomics and metabonomics of the downstream mediators or key nodal
points may be preferable for future disease biomarker discovery.

Most of the genomic biomarkers are mutations in genes or small nucle-
otide polymorphisms (generally present in the noncoding region).

13.5.1.1 Immune Diseases. Among immune diseases, autoimmune dis-
eases are well characterized. These diseases result when the immune sys-
tem goes awry and recognizes self-tissues as foreign. The major
contribution to these diseases is by autoantibodies and autoreactive cellu-
lar responses, which ultimately contribute to the ongoing autoimmune
disease process. During the process, inflammatory enzymes are recruited
to the affected organ and tissues degrading proteolytic enzymes are re-
leased. Therefore, identifying biomarkers that may detect the process early
is very significant. An ideal biomarker for these diseases should reach ab-
normal levels (either higher or lower levels compared to control) in con-
junction with disease development, should fluctuate in relation to disease
severity and should normalize after treatment. Three groups of biomarkers
are being characterized in these diseases. First, degradation products aris-
ing from destruction of the affected tissue; second, enzymes that plays a
role in tissue degradation, and; third, cytokines and other proteins associ-
ated with immune system activation and the inflammatory response. In
rheumatoid arthritis (RA), persistent inflammation of joint synovium oc-
curs, which leads to erosion of cartilage and bone. A biomarker, aggrecan
fragments, was identified which was detected in synovial fluid (SF). Levels
of aggregant fragments (structural components of cartilage) were higher
in RA patients than in healthy individuals. Another biomarker was
C-propeptide of type II collagen and its levels were directly proportional to
the rate of collagen synthesis. Cartilage oligomeric matrix protein (COMP)
is also a component of cartilage and it can be measured in serum and SF.
Multiple sclerosis (MS) is associated with autoimmune-mediated inflam-
mation of the central nervous system and may lead to demyelination and
axonal damage. Biomarker neurofilament light protein (NFL) is a cytoskel-
eton component in large myelinated axon and it is released into the cere-
brospinal fluid (CSF) and can be used to determine the level of axonal
damage. Glial fibrillary acidic protein (GFAP) is another biomarker for MS.

A genetic link with HLA-DR4 and related allotypes of MHC class II and T
cell associated protein PTPN22 with rheumatoid arthritis was established.44

The presence of autoantibodies to IgGFc (rheumatoid factor) and antibodies
to citrullinated peptide (ACPA) also indicated the presence of disease.

In rheumatoid arthritis, SNPS were reported in several genes which were
used as biomarkers for disease diagnosis. These genes include PTPN22,
IL23R, TRAF1, CTLA4, IRF5, STAT4, CCR6, and PAD14.45

13.5.1.2 Cardiovascular Diseases (CVDs). Pulmonary arterial hypertension
(PAH) is influenced by genetic background and may be useful in guiding
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therapy of the disease.46 In this disease, increase in blood pressure in the
pulmonary artery and pulmonary vein occurs which leads to shortness of
breath, dizziness and fainting. GWAS studies indicated that other factors
(rare exonic mutations, epigenetic phenomena, and interaction with envir-
onmental factors) might also contribute in the development of this
disease.47

13.5.1.3 Metabolic Diseases, Metabolomics and Proteomics. Like other
omics approaches, metabolomics also takes the advantage of non-targeted
approach for identifying disease associated biomarkers. The technology
has the advantage of using minimum amount of sample and no prior
knowledge of the substances to be analyzed by nuclear magnetic reson-
ance (NMR) or mass spectrometry (MS).34 The complete process includes
the acquisition of the experimental data, the multivariate statistical analy-
sis, and the projection of the profiles, which is the acquired information,
to construct the patient map (or phenotype). Main diseases where metabo-
lomics has been applied are rheumatoid arthritis, spondyloarthritis, sys-
temic lupus erythrematosus, and osteoarthritis.48 In spondyloarthritis,
association of HLA-A, B, and HLA-DR gene expression was studied and
population specific alterations were reported.49

13.5.1.4 Infectious Diseases. Regarding genomic biomarkers in infectious
diseases, we have selected AIDS (although the topic is so big that we can-
not cover in this article). In one study conducted in Georgia, where the
prevalence of HIV/AIDS is high, polymorphism of CCR5 gene was stud-
ied.50 More than 100 subjects were enrolled in this study. Results identi-
fied CRC5-delta32 mutation as a biomarker of the disease in this
population. Mitochondrial mutations could also be used as biomarkers for
AIDS, especially in those individuals undergoing therapy.51

13.5.1.5 Neurologic Diseases. Because of the anatomical location of the
nervous system, it is difficult to get biomarkers of the neurological dis-
eases. The accessibility of the affected organ is a challenge and therefore
surrogate biomarkers are generally used to identify and follow these dis-
eases. Gene expression analysis, mutations, and SNPs were the common
approaches to identify neurological diseases. Compared to healthy sub-
jects, altered gene expression profiling was observed in schizophrenia and
Alzheimer’s patient samples.52

13.5.1.6 Cancer. Here we describe the specific example of breast cancer
with reference to genomic approaches in population science for screening,
which may result in early detection of the disease and ultimately long sur-
vival. Mortality from breast cancer is very high worldwide. More than half
of breast cancer cases occur in Western countries. The cost of treatment is
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higher when breast cancer is detected late in its development; therefore,
detecting this cancer early is the key to success. Mammography has been
successful in reducing mortality from this cancer, but it is an expensive
technique. The occurrence of breast cancer in the general population can
be explained by inherited genetic susceptibility, somatic changes, effects
of endogenous and exogenous environments, and interaction of these fac-
tors (especially gene–environment interactions). In case of oral cancer,
exon 4, codon 63 of the p53 gene was mutated in salivary DNA in pa-
tients.53 Autoantibodies against abnormal p53 were reported in saliva and
serum of these patients.

Inherited genes for breast cancer susceptibility can be low- or high-
penetrance genes; the few genes with allelic variants that confer a high de-
gree of risk to the individual are known as high-penetrance genes.
Other genes confer a small to moderate degree of breast cancer risk to the
individual and are known as low-penetrance genes. Relatively few indi-
viduals in the population carry risk-increasing genotypes at the loci where
high-penetrance genes act; therefore, the population-attributable risk is low.
On the other hand, the low-penetrance genes are not associated with
syndromic or Mendelian patterns but are associated with sporadic breast
cancer. The allelic variation of low-penetrance genes is relatively high, and
large breast cancer populations carry low-penetrance genes. Different in-
vestigators identified low- and high-penetrance genes in breast cancer in a
number of populations. The BRCA1 gene was the first gene identified to
represent susceptibility to hereditary breast cancer and later on BRCA2
(located on 17q21) was also confirmed for breast cancer and ovarian can-
cer.54 To identify breast cancer associated genetic biomarkers a number of
cohorts with exposure and lifestyle data and other details of the participants
were used.55 One of those cohorts, the Collaborative Oncological Gene
Environment Study (COGS), which is a large scale genotyping cohort funded
by European Commission was utilized to identify disease associated
biomarkers. More than 150 000 samples were genotyped in this study.
Familial based high penetrance susceptibility genes were identified first and
then low penetrance genes by association studies.56,57 Carriers of such
genes and SNPs predispose to breast cancer. A panel of 70 genes were able
to predict breast cancer prognosis.58 Genomic markers include small
nucleotide polymorphisms (SNPs), mutations, additions and deletions,
recombinations, and change in copy number (altered CNVs).59,60

GWAS were conducted by different groups in different cohorts to identify
breast cancer susceptibility genes which may be useful for breast cancer
screening of high risk populations.61,62 In one such study, genotyping of
2702 women of European ancestry with invasive breast cancer and 5726
controls was conducted.61 SNPs identified in this study were primary located
in 1p11.2, 2q35, 3p, 5p12, 8q24, 10q23, 13, 14q24.1, and 16q regions. Genes
affected by these SNPs are involved in regulation of actin cytoskeleton, gly-
can degradation, alpha linoleic metabolism, circadian rhythm, and drug
metabolism.
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13.5.2 Proteomics Based Biomarkers in Immune Diseases,
Cardiovascular Diseases (CVD), Metabolic Diseases, Infectious
Diseases, Neurological Diseases, and Cancer

Proteomics technologies have emerged as a useful tool in the discovery of
diagnostic biomarkers and substantial technological advances in proteomics
and related computational science have been made in the last decade.1,63

These advances overcome in part the complexity and heterogeneity of the
human proteome, permitting the quantitative analysis and identification of
protein changes associated with tumor development. With the advent of new
and improved proteomic technologies, it is possible to discover new bio-
markers for the early detection and treatment monitor of different diseases.
The contribution of the Human Proteomic Organization is valuable in this
regard because this organization has provided the dataset of normal healthy
human proteomic profiles which can be used as a reference dataset for
identifying disease-associated proteomic changes (http://www.hupo.org/).
Protein biomarkers are more related to disease phenotype and are more
targetable for therapy in comparison with transcriptomic or genomic
biomarkers. Proteomics provides a powerful tool to investigate potential
biomarkers in diseases due to its high sensitivity, precise characterization
of their interaction, and ability to detect functionally significant post-
translational modifications. Proteomic biomarkers have been identified in
blood (serum and plasma) as well as in tissue samples by applying approaches
such as nuclear magnetic resonance spectroscopy (NMR), mass spectrometry
(MS), two-dimensional gel electrophoresis and immunoprecipitation. In
one study, investigators identified circulating proteomic biomarkers from
different stages of breast cancer using an innovative strategy employing high
sensitivity label-free proteomics. The approach was MS based and provided
semi-quantitative results and could be applied in preclinical and clinical
studies. Furthermore, breast cancer patient serum was analyzed by bidi-
mensional nanoUPLC tandem nano ESI-MS to identify breast cancer bio-
markers which are differentially expressed at early stages of cancer
development.64 Higher GRHL3 expression and lower levels of TNF alpha were
reported during early stage of the diseases whereas PMS2 expression was high
in advanced stages of the disease. These results were validated in a different
set of patients although the number of participants was low. These investi-
gators plan to evaluate the impact of such markers in determining survival
rates of patients and recurrence of breast cancer or other cancers.

Proteomics with the recent advances in mass spectrometry is considered
as a powerful analytical method for deciphering proteins expressions alter-
ations as a function of disease progression.63,65 Proteomics based analyses of
breast serum and tissue lysates have resulted in the finding of a number of
potential tumor biomarkers providing, therefore, a basis for a better
understanding of the breast-cancer development and progression, and
eventually serving as diagnostic and prognostic markers.64 Probably the
most widely used proteomic technology is the identification of alterations in
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protein expression between two different samples through comparative two-
dimensional gel electrophoresis (2-DE) which provides high-resolution sep-
aration of proteins and offers a powerful method for their identification and
characterization.66

Proteomic analysis is an essential component to explain the information
contained in genomic sequences in terms of the structure, function, and
control of biological processes and pathways.67 The proteome reflects the
cellular state or the external conditions encountered by a cell. In addition,
proteomic analysis is a genome-wide assay to differentiate distinct cellular
states and to determine the molecular mechanisms that control them.68

Infection-associated proteomic biomarkers have also been characterized.69

High-throughput proteomic methodologies have the potential to revo-
lutionize protein biomarker discovery and to allow for multiple proteins
biomarkers to be assayed simultaneously. With the significant advances in
2-DE and mass spectrometry (MS), protein biomarker discovery has become
one of the central applications of proteomics.67

13.5.2.1 Immune Diseases. Antigen arrays are valuable for profiling auto-
antibodies in diverse rheumatic autoimmune diseases and can be com-
posed of proteins, peptides, protein complexes, glycoproteins, sugar
nucleic acids, and lipids. T and B cells can be isolated from disease sub-
jects and used for disease stratification, which ultimately help in designing
treatment and disease management of autoimmune diseases (such as
rheumatoid arthritis or RA).70 The proteomic profile might suggest
whether the disease was aggressive or not. Treatment can be selected
based on the aggressiveness of the disease.71 Less than two-thirds of all in-
dividuals with rheumatoid arthritis had an adequate response to anti-TNF
therapy. Biomarkers could identify those individuals who were less likely
to respond to this therapy.70,72 This would not only reduce the cost
associated with therapy but also avoid unwanted adverse reactions due to
anti-TNF therapy among non-responders. Technologies such as mass cyto-
metry, peptide and protein arrays and BCR (b cell receptor) and TCR
(T cell receptor) sequencing might prove useful to improve the manage-
ment of autoimmune diseases and represent the state of art in analyzing
cells, soluble proteins and genes.73

Another group of biomarkers which was characterized for autoimmune
diseases was annexins, a group of 12 highly conserved proteins which
regulate cell cycle. Their abnormal expression was associated with disease
development.74 Annexin-I exerts its anti-inflammatory effect by suppressing
the generation of inflammatory mediators and anti-annexin I antibodies are
present in rheumatoid arthritis and systemic and cutaneous lupus erythe-
matosus (SLE) patients.75 Annexin II and V are involved in coagulation
cascade because they have affinity towards phospholipids. Prolactin (PRL),
ferritin, vitamin D, tumor biomarker tissue polypeptide antigen (TPA) levels
are higher in patients with autoimmune disease (systemic sclerosis, systemic
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and cutaneous lupus erythematosus, SLE), polymyositis (PM), dermato-
myositis (DM), multiple sclerosis (MS).76 The granin family is a group of
acidic proteins present in the secretory granules of a wide variety of endo-
crine, neuronal, and neuroendocrine cells. A few important granins, chro-
mogranin A and B, secretogrannin II, HISL-19 antigen, NESP55, ProSAAS
should be studied further for their clinical implication.77

13.5.2.2 Cardiovascular Diseases (CVDs). Atherosclerosis is the main
cause of cardiovascular diseases. Diagnosis of subclinical atherosclerosis
is a clinical challenge. Furthermore, determining the extent of atheroscler-
osis aggressiveness in individual patients is a challenge too. Plasma osteo-
protegerin (OPG) turned out to be an excellent proteomic biomarker which
could detect preclinical atherosclerosis, as validated in a case-control
study.78 Proteomic profiling in circulating cells and plasma extracellular
vesicles could distinguish populations at high risk of developing
atherosclerosis.79

13.5.2.3 Metabolic Diseases. Isobaric tags for relative and absolute quan-
titation (iTRAQ) in combination with two-dimensional gel electrophoresis
technologies identified a group of proteins which were associated with ei-
ther diabetes, pancreatitis, and/or pancreatic cancer.80

13.5.2.4 Infectious Diseases. HIV-associated neurodegenerative disease
progression and treatment response could be measured by following levels
of biomarkers complement C3, soluble superoxide dismutase and prosta-
glandin synthase.81 Although Infectious disease research had focused
more on HIV-related diseases, HIV infection had its effects on the central
nervous system (CNS) as this lentivirus could infect brain cells. CNS
dysfunction then led to a group of cognitive and behavior changes (called
HIV-associated neurocognitive disorders or neuroAIDS) which serve as
biomarkers.82

13.5.2.5 Neurological Diseases. Because of the anatomical location of
nervous system, it is difficult to get biomarkers of neurological disorders.
The accessibility of the affected organ is a challenge and therefore surro-
gate biomarkers are generally used to identify and follow neurological dis-
orders. Microvesicles (MVs) have been used as biomarkers of neurological
disorders because their release is increased in these diseases.83 MVs ori-
ginate from exosomes (which are derived from endothelial cells) and could
be found in plasma or serum. MVs are linked to neurological pathologies
with a vascular or ischemic pathogenic component (sometimes used in
diagnosis and follow up of strokes). In another disease, multiple sclerosis,
MVs of oligodendroglial origin were reported in the cerebrospinal fluid
(CSF).83 MVs detection should be explored further to gain pathogenic
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information, identify therapeutic targets, and select specific biomarkers
for neurological diseases.

13.5.2.6 Cancer. In pancreatic cancer, the incidence and mortality rates
are the same and the survival is only five years after the diagnosis of the dis-
ease. Plasma and serum of pancreatic cancer patients contain antibodies
against periodontal bacteria P. gingivalia and their level is associated with
pancreatic cancer.84 Inflammatory biomarkers, C-reactive proteins, inter-
leukin-6 (IL6), and soluble receptor of tumor necrosis factor alpha have also
been used in identifying pancreatic cancer patients.85 Some biomarkers
identified include increased salivary levels of cell cycle regulatory proteins
(cyclin D1 and Ki67), glycolytic enzyme lactate dehydrogenase (LDH), matrix
metalloproteinases (MMPs) and reduction in DNA repair enzyme (8-oxoqua-
nine DNA glycosylase) and mapsin in oral cancer patients.86

A highly sensitive method for serum human telomerase reverse tran-
scriptase (hTERT) mRNA for hepatocellular carcinoma (HCC) was re-
ported.87 Alpha-fetoprotein (AFP) and des-gamma-carboxy prothrombin
(DCP) were found to be good markers for HCC. This group also verified the
significance of hTERT mRNA in a large scale multi-centered trial. hTERT
mRNA was demonstrated to be independently correlated with clinical par-
ameters: tumor size and tumor differentiation. hTERT mRNA proved to be
superior to AFP, AFP-L3, and DCP in the diagnosis and underwent an in-
disputable change in response to therapy. The detection rate of small HCC
by hTERTmRNA was superior to the other biomarkers.87

To identify the potential biomarkers involved in Hepatocellular carcinoma
(HCC) carcinogenesis, a comparative proteomics approach was utilized to
identify the differentially expressed proteins in the serum of 10 HCC patients
and 10 controls. A total of 12 significantly altered proteins were identified by
mass spectrometry. Of the 12 proteins identified, HSP90 was one of the most
significantly altered proteins and its over-expression in the serum of 20 HCC
patients was confirmed using ELISA analysis. The observations suggest that
HSP90 might be a potential biomarker for early diagnosis, prognosis, and
monitoring in the therapy of HCC.88

Proteomic analysis with 2-DE and MS was used to identify other potential
serum markers for breast cancer.89,90 Protein extracts expressed in the serum
of breast cancer patients after depletion of high abundance proteins were
compared to sera from healthy women using proteomic approaches. By
comparing 2-DE profiles between tumor and non-tumor samples and using
MALDI-TOF mass spectrometry of their trypsinized fragments, the identifi-
cation of two proteins of interest, haptoglobin precursor and alpha-1-
antitrypsin precursor, was observed.93 Separation and analysis of proteins
from cells, tissue samples and breast tumor biopsies proved very successful in
identifying novel biomarkers.91 Using proteomic approaches, 26 immuno-
reactive proteins (antigens) against which sera from newly diagnosed patients
with infiltrating ductal carcinomas exhibited reactivity were detected.89,92
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Among these antigens, peroxiredoxin-2 (Prx-2) belongs to a family of thiol-
specific antioxidant proteins that control intracellular H2O2 by reducing re-
active oxygen species (ROS) issued from free radicals. Such proteins might
have an important role and protect the breast tumor cells against oxidative
injury and modulate cell proliferation and apoptosis of malignant cells.93

Proteomic approaches are useful to identify protein-protein interaction
and in one study estrogen receptor alpha and its interaction with a number
of transcription factors was characterized which resulted in clinically useful
information about breast cancer therapeutics.94 Laser-capture micro-
dissected breast cancer and normal tissue cells were analyzed by mass
spectrometry to identify proteomic profiles associated with breast cancer.95

In another study, glyoxalase-1 was found to be expressed in breast cancer.89

This protein was involved in detoxification of methylglyoxal which is a
cytotoxic product of glycolysis. Further analysis of tissue microarray indi-
cated correlation of glyoxalase-1 with tumor grade. Based on results from
reversed phase protein array, a model was created to predict pathological
response in patients receiving neoadjuvant taxane and anthracyclin taxane
based systemic therapy, thus indicating translational significance of pro-
teomic biomarkers in breast cancer.96

13.5.3 Transcriptomics Based Biomarkers in Immune Diseases,
Cardiovascular Diseases (CVD), Metabolic Diseases, Infectious
Diseases, Neurological Diseases, and Cancer

Transcriptomics is the study of how our genes are regulated and expressed in
different biological settings. All expressed genes can be quantitatively
measured in a tissue at a given time (and this science is termed tran-
scriptomics).97 Over the last decade, microarray technology based tran-
scriptomic analysis has contributed enormously to our understanding of the
molecular basis of a number of diseases. Gene expression profiling offers an
unparalleled opportunity to develop biomarkers that are useful in diagnosis
and prognosis and in helping to achieve the goal of individualized treat-
ment. However, the limitations of the technology and the danger of in-
appropriate experimental processes should not be underestimated. In
clinical settings, blood transcriptomics of Alzheimer’s patients undergoing
treatment with EHT 0202 has been conducted.98 Transcriptomic analysis
indicated activation of pathways associated with CNS disorders, diabetes,
inflammation, and autoimmunity. Treatment resulted in deactivation of
these pathways in patients. Thus transcriptomic biomarker profiling could
be used in disease prognosis. Such studies would help us identifying those
patient populations who would respond to treatment, and also identifying
those individuals who would likely to have recurrence of the disease.

13.5.3.1 Immune Diseases. In rheumatoid arthritis (RA) bone loss
occurs.99 Transcriptomic approaches were applied to identify genes and
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pathways which contributed to bone loss in RA patients. Results indicated
IL-17 and Wnt/beta katenin as transcriptional biomarkers of RA.100

13.5.3.2 Cardiovascular Diseases (CVDs). Atherosclerosis is a pathological
process in which the walls of large arteries thicken and lose elasticity as a
result of the growth of atheromatous lesions. Transcriptomics based gene
expression analysis did not identify specific genes but pathways (especially
inflammation related pathways) were identified which were associated with
atherosclerosis development.101 The analysis was conducted in monocytes
and macrophages.

13.5.3.3 Metabolic Diseases. Most gene expression profiling identified
diabetes but in a few cases individual gene expression (also called
candidate gene expression approach) also provided information about
disease-associated transcriptomics. Glucose response gene, RCAN1, was
over expressed whereas perilipin A and G0/G1 switch gene, G0S2, were
under expressed in diabetes-2.102,103

13.5.3.4 Infectious Diseases. Based on transcriptomics, a regression
model was developed which could predict the onset of ventilator-
associated pneumonia.104 In another study, transcriptomics identified a
gene-expression pattern which helped in identifying patients who were at
high risk of developing trachibronchitis or pneumonia.105

13.5.3.5 Neurological Diseases. In the neurobiology field, neuronal devel-
opment, function, and the subsequent degeneration of the brain are still
serious problems. There is a need to find better targets for developing
therapeutic intervention by identifying new biomarkers by applying tran-
scriptomics and other approaches.106 A high-throughput high-content
screening approach is needed to go from genes to gene-networks.

13.5.3.6 Cancer. To implicate a combination of omics technologies, one
investigator performed transcriptomics and metabolomics in breast cancer
samples and identified a disease-associated profile, which could be used
for diagnosis purposes.107 Transcriptomics identified genes and pathways
whereas the functional significance was evaluated by metabolite
characterization.

13.5.4 Immunomics Based Biomarkers in Immune Diseases,
Cardiovascular Diseases (CVD), Metabolic Diseases, Infectious
Diseases, Neurological Diseases, and Cancer

The huge amount of immunological information hidden in the plasma
could be better revealed by combining the characterization of antibody
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binding target epitomes with improved estimation of effector functions trig-
gered by these binding events. Functional immune profiles can be generated
characterizing general immune responsiveness by designing arrays with in-
formation about epitope collections from different antibody targets. Immu-
nomics was implicated in searching and identifying proteins of interest in the
case of breast or colorectal cancers.108 Two approaches were developed at their
laboratory:109 the top down SERological Proteome Analysis (SERPA) and the
bottom up MAPPing (Multiple Affinity Protein Profiling) strategies. The first
one relied on two dimensional electrophoresis (2 DE), immunoblotting, image
analysis and mass spectrometry. The second approach dealt with the use of
two dimensional immuno affinity chromatography, enzymatic digestion of
the antigens, and analyses by tandem mass spectrometry. Using immu-
noinformatics approach, putative T- and B- cell epitopes of capsid proteins
were identified which were conserved in existing serotypes.109

13.5.4.1 Immune Diseases. Although autism is a neurological disorder,
its regulation involves autoimmunity. This disease is characterized by im-
paired social interaction and verbal and non-verbal communication.
A high number of mast cells and serotonin in urine were observed in aut-
ism patients. Mast cells produce inflammatory cytokines in large amount
in autism patients and the possibility of autoimmunity was proposed.110

13.5.4.2 Cardiovascular Diseases (CVDs). Atherosclerosis is a chronic in-
flammatory disease of the vessel wall. The gene CARD8, which codes pro-
teins involved in innate immunity in atherosclerosis patients, is an
excellent biomarker for atherosclerosis. Inflammatory markers also over
expressed in this disease. Inflammosomes produce interleukin 1beta in re-
sponse to cholesterol crystal accumulation in macrophages. Ephs and
ephrins also were proposed as biomarkers of atherosclerosis.111

13.5.4.3 Metabolic Diseases, Metabolomics and Proteomics. Chronic low
grade inflammation contributes to the pathogenesis of insulin resistance.
In diabetes innate immune cells accumulate in metabolic tissues and re-
lease inflammatory cytokines, especially IL-1beta and TNF. One investiga-
tor proposed cell mediated immunity in diabetes. Regulation of type 1 and
type 2 diabetes by immune system occurred differently in diabetic patients
under study.112,113

13.5.4.4 Infectious Diseases. Tuberculosis (TB) is a common and lethal
infectious disease caused by various strains of mycobacteria. The lung is
the primary organ which is infected by the bacteria although any part of
the body can be infected. For several years antibiotics were able to treat
TB but in the past few years antibiotic resistant mycobacteria have been
reported. To address this point, the use of anti-mycobacteria antibodies,
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enhancing the Th1 protective responses by using mycobacterial antigen, or
increasing Th1 cytokines, was evaluated and promising results were ob-
tained.114 Childhood deficiency of vitamin D was proposed to be a suscep-
tible biomarker of TB.115

13.5.4.5 Neurological Diseases. Genes involved in inflammation and
immune system regulatory pathways were identified when profiling of
Alzheimer’s and non-Alzheimer’s samples was conducted.116 Results also
indicated a role for chemokines and their receptors (CXR4 and CCR3) in
patient samples; and these two receptors may be considered biomarkers
for the Alzheimer’s disease. Another biomarker in the same disease was
amyloid beta which is expressed at higher levels in patients compared to
age and sex matched controls.

13.5.4.6 Cancer. Genetic variation in innate immunity and inflammation
pathway associated with lung cancer risk were proposed in different studies.
Some investigators proposed T cell mediated immunity in lung cancer
using HLA-DR telomerase derived epitopes. In cervical cancer, cell mediated
immunity is the main mechanism of cancer development. Infection-
associated cancers, infectious agents and their epitopes were considered
excellent biomarkers which could be used for diagnostic purposes.75,117,118

13.5.5 Metabolomics Based Biomarkers in Immune Diseases,
Cardiovascular Diseases (CVD), Metabolic Diseases, Infectious
Diseases, Neurological Diseases, and Cancer

Metabolomics is the study of small molecules of both endogenous and ex-
ogenous origin, such as metabolic substrates and their products, lipids,
small peptides, vitamins and other protein cofactors, generated by metab-
olism,2,119 which are downstream from genes. This approach has received
more attention in recent years as an ideal methodology to unravel signals
closer to the culmination of the disease process. The compounds identified
through metabolomic profiling represent a range of intermediate metabolic
pathways that may serve as biomarkers of exposure, susceptibility or dis-
ease.120 Therefore, it is a valuable approach for deciphering metabolic out-
comes with a phenotypic change. Inherited metabolic disorders can be
measured by following a set of metabolomic biomarkers by directly meas-
uring metabolites using LC-MS or NMR. A few examples of these diseases
are: amino acid metabolism (phenylketonuria, maple syrup urine disease,
tyrosinemia I, argininemia, homocystinuria, ornithine transcarbamylase
deficiency, and nonketotic hyperglycemia), organic acidurias, and mito-
chondrial defects.121

Risk prediction for diabetes and CVD is difficult although a number of
biomarkers have been identified (see Table 13.4). So far insulin resistance
(IR) and atherosclerosis are the only promising biomarkers.
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In gastric cancer, alterations in metabolites of glycolysis, fatty-acid beta-
oxidation, and cholesterol and amino acid metabolism were observed.122

These metabolites can be used to follow gastric cancer development and
treatment response.

13.5.5.1 Immune Diseases. Diagnosis of asthma is sometime difficult and
respiratory symptoms alone are not sufficient for diagnosing this disease.
Measurements of fractional excretion of nitric oxide can be used as a biomar-
ker for diagnosing asthma. There is a considerable effect of the environment
on health from pollution, climate change, and epigenetic influences, under-
lining the importance of understanding gene-environment interactions in the
pathogenesis of asthma and response to treatment. Metabolomic and proteo-
mic approaches can be applied to determining levels of nitric oxide.81,123

13.5.5.2 Cardiovascular Diseases (CVDs). Metabolites characterized from
biofluids of CVD patients serve as biomarkers for CVDs, such as athero-
sclerosis. Dyslipidemia in HIV patients puts them at high risk of de-
veloping CVDs. In another study, intestinal microbiodata and metabolites
were suggested to contribute in CVD development.124,125

13.5.5.3 Metabolic Diseases, Metabolomics and Proteomics. Serum metab-
olites from healthy and diabetes-2 patients showed different profiles and
disease-associated profiles were suggested biomarkers for diabetes diagno-
sis. In a large population study diabetes associated metabolites were iden-
tified which were generated by seven genes.126,127

13.5.5.4 Infectious Diseases. Antibiotic resistance is a common feature of
TB where mycobacteria become resistant to antibiotic treatment. GC-MS
based technologies were used to identify metabolites, especially metabol-
ites from fatty acid metabolism, from wild type mycobacteria infected and
mutant infected samples. These observations laid the groundwork for
developing therapeutics for TB treatment. In a recent study, the meta-
bolomic adaptation of bacteria in the host was also evaluated.128

13.5.5.5 Neurological Diseases. An epileptic seizure is a transient symptom
of abnormal excessive or synchronous neuronal activity in the brain. Errors
of metabolism result in abnormal levels of metabolites at the neonatal stage
of development resulting in neonatal seizures. One group of investigators
demonstrated altered metabolism of astrocytes contributing to seizures.93,129

13.5.5.6 Cancer. GC-MS based metabolomics in serum identified color-
ectal cancer associated biomarkers. Metabolites were successfully used to
detect bladder, breast, and pancreatic cancer. Here this is emphasized
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that pancreatic cancer is such a disease where early detection markers are
sought because the incidence and mortality rates are almost the same,
therefore, metabolomic biomarkers should be explored for this fetal
disease.130,131

13.5.6 Epigenomics and miRNOMICS Based Biomarkers in Immune
Diseases, Cardiovascular Diseases (CVD), Metabolic Diseases,
Infectious Diseases, Neurological Diseases, and Cancer

In addition to genetic code, human cells contain an additional regulatory
level predominating the genetic code; this is called epigenetic code.34 This
involves altered gene expression without changing the genomic structure.33

Due to different chromatin status, condensed or relaxed, the same genetic
variants might be associated with different phenotypes, depending on the
environment, life-style, and exposure. A rapidly growing number of genes
with epigenetic regulation altering their expression by chromatin-remodel-
ing (condensation and relaxation) have been identified.7,34,43,132 Methylation
of cytosines in DNA, histone modifications, alterations of non-coding
RNAs (especially miroRNAs) are the mechanisms involved in chromatin
remodeling.

The term epigenome is used to define a cell’s overall epigenetic state. Basic
biological properties of DNA-segments such as gene density, replication
timing, and recombination are linked to their GC content. The promoter
region is rich in CpG content. A genomic region of about 0.4 kb with more
than 50% GC content is called a CpG island. In mammals, CpG islands
typically are 200–300 bp long. Promoters of tissue specific genes that are
situated within CpG islands are generally unmethylated but during the
disease development, these CpG sites start getting methylated. Cytosine
methylation can regulate gene expression by hindering the association of
some transcriptional factors with their cognate DNA recognition sequences,
or methyl CpG binding protein (MBP) can bind to methylated cytosines
mediating a repressive signal, or MBPs can interact with chromatin forming
proteins modifying the surrounding chromatin, linking DNA methylation
with chromatin modification. DNA methylation at position five of cytosine is
conducted by DNA methyltransferases (DNMTs). These enzymes are needed
for methylation initiation and methylation maintenance.34

Alterations due to epigenetic mechanisms can be stably passed over
numerous cycles of cell division. A selected epigenetic alteration can be
inherited from one generation to another generation.133 Cancer specific
methylation alterations are hallmark of different cancers. Alteration in
methylation may cause genomic instability, genomic alterations and change
in gene expression.34,134 A systematic approach to determine epigenetic
changes in tumor development may lead to identify biomarkers needed for
cancer diagnosis. It has been suggested that an integration of genome and
hypermethylome might provide insight into major pathways of cancer de-
velopment which in turn might help us identify new biomarkers of cancer

401Molecular Biomarkers: Overview, Technologies, and Strategies

Page 58 of 237



au
th

or
 c
op

y

diagnosis and prognosis.135 Methylation and microRNA (miR) alterations are
the main biomarkers which can be assayed easily in samples non-
invasively.136 The finding that monozygotic twins are epigenetically indis-
tinguishable early in life but with age exhibit substantial differences in the
epigenome indicates that environmentally determined alterations in a cell’s
epigenetic marks are responsible for an altered epigenome.137 Examples
exist to show that environmental factors influence disease initiation, pro-
gression, and development.138,139

MicroRNAs (miRs), small RNA molecules of approximately 22 nucleotides,
have been shown to be up or down regulated in specific cell types and dis-
ease states. These molecules have become recognized as one of the major
regulatory gatekeepers of coding genes in the human genome. The structure,
nomenclature, mechanism of action, technologies used for miR detection,
and associations of miRs with human cancer have been evaluated by a
number of investigators.140,141 miRs are produced in a tissue-specific man-
ner, and changes in miR within a tissue type can be correlated with disease
status.142 miRs regulate mRNA translation and their degradation. Among a
number of regulators of gene expression, miRs are the key regulators. Tissue
specific miRs have been reported by different groups.28 These RNAs are of
small size with distinct stem and loop structure.143 A number of miRs can be
isolated in circulation. Because of their small size and stability (due to
secondary structure), these circulating miRs provide a rich source of diag-
nostic biomarkers.

13.5.6.1 Immune Diseases. Genetic and environmental factors contribute
in multiple sclerosis (MS). However, recent research indicate role of epige-
netics in MS development. MS is an inflammatory disease in which the
fatty myelin sheaths around the axons of the brain and spinal cord are
damaged. Female specific MS is associated with HLA DRB1-1*5 haplotype.
SHP-1 hypermethylation is a biomarker for multiple sclerosis.144

13.5.6.2 Cardiovascular Diseases (CVDs). Atherosclerosis can be diag-
nosed when other biomarkers are combined with epigenetic biomarkers,
such as hypermethylation of monoamine oxide A (MAOA). Along with
gene-specific methylation biomarkers, global DNA methylation biomarkers
were identified for atherosclerosis.145 Similarly in other CVDs, such as
hypertension, global methylation profiling and individual gene methyla-
tion status (ADD1 gene) were used for diagnosis and outcome.146

13.5.6.3 Metabolic Diseases, Metabolomics and Proteomics. A combination
of biomarkers, genetic and epigenetics, was used for diabetes diagnosis
using mutations in duodenal homeobox-1 (PDX-1) and its methylation
levels. Hypermethylation sites were reported at multiple sites distributed
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throughout the genome. At least one investigator reported a combination
of histone and methylation biomarkers for diabetes diagnosis.147,148

13.5.6.4 Infectious Diseases. In early liver cancer, where risk factors are
infection by HBV and HCV, clustered DNA methylation changes in poly-
comb repressor target genes were observed. P16 and c-myc hypermethyla-
tion also suggested initiation of hepatocellular carcinoma. In tuberculosis,
vitamin D receptor (VDR) methylation indicated high risk of developing
the disease. VDR gene encodes a transcription factor which alters calcium
homeostasis and immune function.149

13.5.6.5 Neurological Diseases. In Alzheimer’s disease, altered methyla-
tion levels of repeat sequences (Alu, Line-1, and SAT-alpha) were observed.
This modification induced genomic instability that contributed to disease
imitation and progression.150 Epigenetic regulation in autism was also
studied and locus specific hypermethylation of MECP2 was observed.151

13.5.6.6 Cancer. Both histone modifications and DNA methylation were
observed in different cancers, especially breast cancer. When epigentic
profiling of MCF-7, MDA-MB-231, and MDA-MB-231 (S30) was followed, de-
creased trimethylation of H4K20 and hyperacetylation of H4 was observed.
Concomitant to a decrease in trimethylation, lower levels of Suv4-20h2
histone methyl transferase were also observed. The effect was more in
MDA-MB-231 compared to other cells which suggested that differential
expression of histone modifications could represent aggressiveness of the
disease. In another study, HDAC6 (one of the histone acetyl transferase)
responded to estrogen treatment.152 Retinoblastoma levels were lower
whenever trimethylation of H4K20 was present. A correlation with the
tumor stage and grade was also established based on these histone bio-
markers. Another interesting study reported quantitative expression of
HDAC1 and its correlation with breast cancer patient’s age, lymph node
status, tumor size and her2/neu negative, ER and PR positive status.153

Cancer cells accumulate abnormal DNA methylation patterns that result
in malignant phenotypes. The genomic distribution of methylation is not
well understood. In this direction, a number of genome-wide association
studies have been conducted so that cancer risk associated biomarkers can
be identified. Using methylated DNA immunoprecipitation combined with
high-throughput sequencing (MeDIP-seq), levels of methylation were com-
pared in samples from normal and cancer cells and global hypomethylation
was observed in cancer samples, especially in the CpG rich regions. The
location of these CpG rich regions was not related with the transcription
start sites of various genes. Using this approach, the methylation patterns
during epithelial to mesenchymal transition also was evaluated and used for
disease stratification.154
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In breast cancer, methyl acceptance capacity in malignant breast tissues
was approximately 2–3 fold greater compared with matched controls. How-
ever, the variation in methyl acceptance capacity among patients varied a
lot.155 Quantitative analysis for 5meC levels showed a substantial decrease
compared with normal tissues. Levels of hypomethylation in BRCA1 and
BRCA2 cancers were slightly lower but significant.156 Genome-wide hypo-
methylation correlated with satellite sequence hypomethylation. Specific
regions (Sa2 coding) on chromosome 1 and sat-alpha were specifically
hypomethylated.157 On chromosome 5, the region containing the coding
sequence of SATr-1 also showed hypomethylation.

The tissue concentrations of specific miRs have been associated with tumor
invasiveness, metastatic potential, and other clinical characteristics for several
types of cancers, including chronic lymphocytic leukemia, and breast, color-
ectal, hepatic, lung, pancreatic, and prostate cancers. By targeting and con-
trolling the expression of mRNA, miRs can control highly complex signal-
transduction pathways and other biological pathways. The biologic roles of
miRs in cancer suggest a correlation with prognosis and therapeutic outcome.
Further investigation of these roles may lead to new approaches for the cat-
egorization, diagnosis, and treatment of human cancers. Frequent dysregula-
tion of miR in malignancy highlights the study of molecular factors upstream of
gene expression following the extensive investigation on elucidating the im-
portant role of miR in carcinogenesis. For example, esophageal carcinogenesis
is a multi-stage process, involving a variety of changes in gene expression and
physiological structure change. Recent innovation in miRs profiling technology
have shed new light on the pathology of esophageal carcinoma (EC), and also
showed great potential for exploring novel biomarkers for both EC diagnosis
and treatment. A thorough review of the role of miRs in EC, addressing miR
functions, their putative role as oncogenes or tumor suppressors and their
potential target genes has been explored by different investigators.158

In inflammatory breast cancer cells, more than 300 miRs were evaluated
for their association with the disease.159 The most promising miRs were
miR-29a, miR-30b, miR-342-5p, and 520a-5p. The functional analysis of
these miRs revealed their role in cell proliferation and signal transduction
pathways. These markers could be useful to identify inflammatory breast
cancer cells. The promoter regions of miR coding region were evaluated and
several miR promoters were found hypermethylated, especially those of miR-
31, miR-130a, miR-let7a-3/let 7-b, miR-155, and miR-137.142 In one example,
an advantage of using miRs for detecting cancer is demonstrated due to
their stability even in fixed tissues.143 miR-155 predicted prognosis of triple
negative breast cancer (higher miR-155 expression correlated with higher
angiogenesis and aggressiveness).160

13.6 CONCLUSION

In the last few decades, biomarkers have played a very significant biological
role in disease diagnosis and therapy and consequently numerous studies
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have been published so far. Comparatively, most of the work has been car-
ried out on biomarker diagnosis than their usage for therapies where single
and multiple biomarkers have been used for diagnosis. In this chapter, a
number of important biomarkers for a broad-range of disorders have been
described in detail with a further focus on updating informations in this
field. Furthermore, different criteria and approaches for the selection and
specification of different types of biomarkers have also been described,
which are very helpful in ameliorating our knowledge in understanding and
distinguishing these biomarkers from one another. The cutting-edge NGS
technologies and the OMICS approaches have already contributed a vital role
in biomarkers discovery in various diseases and they further provide a
platform and an insight into the robustness and progress of this field of
knowledge.
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CHAPTER 14

Next-generation Molecular Markers:
Challenges, Applications, and Future
Perspectives
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14.1 INTRODUCTION

14.1.1 Biological Limitations in Cancer Biomarker Discovery

Metabolomics represent the phenotypic state of a disease.1 Here we describe
the challenges in translational research when metabolomic biomarkers are
used for disease diagnosis, risk assessment and prognosis. One barrier is a
paucity of commercially available standards for identification and quantifi-
cation of metabolites for humans, as well as data comparisons across
studies.2 Particular consideration should be given to the quantity needed
and which compounds should be included. Additionally, the lack of carefully
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selected, well annotated, and easily accessible reference samples greatly
limits investigations. Although the standard National Institute of Standards
and Technology (NIST) pooled plasma reference sets are available, they are
of limited value in determining the individual metabolite variation. Stand-
ards for other biological media, such as urine, are needed for investigating
the most physiologically plausible pathways that best reflect the etiology of
disease. In the case of epidemiologic consortia, different laboratories may be
involved in sample analyses; and in turn, inter-laboratory comparisons are
problematic without reference samples. An opportunity surrounds the use of
archived samples from population-based studies to gain insights into
optimizing collection and storage protocols for different media for sample
integrity. In addition to high quality samples, quantitative robustness
requires provision for quality controls, pooled references, and standard
reference materials to control for instrumentation variability drift and allow
for comparisons across laboratories. Well-standardized protocols for sample
collection, storage, and analysis are also needed.

Cancer cells show progressive heterogeneity at cellular and molecular level.
Transient expression of various intermediated components (proteins/ genes/
metabolites etc.) during intermediate stages of carcinogenesis affects detection
of biomarkers resulting false positive or negative. Similarly, biomarkers may
get affected in response to therapy and other internal physiological and
pathological factors including age of the subject. Other influential factors in
biomarker variation include food habit, nutrition, and, life style.

14.1.2 Clinical and Pathologic Factors in Cancer Biomarker Discovery

Although a considerable amount of knowledge has been obtained in
understanding disease biology and identification of biomarkers which can
detect a disease, implication of that information in clinic is still chal-
lenging. Clinical validation is the main hurdle in the process. Just to make
our point clear we are describing an example in cancer. In one case control
study of the European Prospective Investigation into Cancer and nutrition
(EPIC) where more than 300 breast cancer patients and matched controls
were tested for breast cancer over a period of three years using a panel of
eight serum markers (osteopontin, haptoglobin, cancer antigen 15-3, car-
cinoembryonic antigen, cancer antigen-125, prolactin, cancer antigen 19-9,
and alpha-fetoprotein), very low specificity (50%) and sensitivity (50%) were
observed.3 This may be due to different subtypes of breast cancer present in
collected samples. Such epidemiologic studies should select a broader
target set of potential biomarkers which could be enabled by antibody array
technologies where profiles of up to 100 antibodies can be followed sim-
ultaneously. Making different groups, based on subtypes of cancer based
on the status of hormone receptors (estrogen and progesterone), might also
be helpful.

Although current biomarkers can differentiate normal versus cancer
condition; more accurate detection of each stages of cancer such as
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initiation, progression, metastasis, early and aggressive stages, and recur-
rence are required to be developed.

14.1.3 Analytical Limitations in Cancer Biomarker Discovery

Analytical limitation exists in different biomarkers mainly because they have
not been validated. Another area that needs progress/attention is the cost
and high throughput. Systematic and adequate progress has not been made
is the application of biomarkers in clinic. Proper analytical and clinical
validation of early markers has not been achieved and the number of bio-
markers approved by the FDA for clinical use is very small.4 Clinical valid-
ation of identified biomarkers especially is the key challenge in the field.
Here is one example to emphasize our point. The National Cancer Institute
has developed guidelines for the analytical and clinical validation of
biomarkers but none of the biomarkers have been validated to date.5

Integration of genomic and proteomic markers with epigenetic markers may
help us subtyping different cancers and cancer stages (and this is true for
other diseases also).6 Values of biomarkers may be different in different
tissues. For example, results of methylation profiling from blood and tissues
are different. Koestler et al. conducted a systematic epigenome-wide meth-
ylation analysis and demonstrated that shifts in leukocyte subpopulations
might account for a considerable proportion of variability in these patterns.7

Multiplexing of biomarkers may reduce false positive results in screening
studies where intention is to identify populations which are at high risk of
developing a disease. Quantitative imaging data storage and maintenance
have their own challenges as we discussed above. Whether miR expression is
localized in a specific part of the diseased tissue has to be carefully evalu-
ated.2 In a tissue biopsy the local concentration (number of miRs) may be
low or high. Determining the accurate level of miRs is very critical.

Although opportunities exist for the use of metabolomic profiling in
population-based research, multiple challenges prevent the proper integration
of these data into epidemiologic studies for meaningful interpretation.1,2

Therefore, epidemiologists should strive to understand the principles of
metabolomics to better determine and apply their appropriate uses. In add-
ition, it is essential for metabolite profiles to be validated both for analytical
purposes and clinical use as biomarkers. Some of the primary challenges to
population-based studies include the incorporation of this technology in the
initial study design, identifying appropriate sample collection protocols and
quality control methods, and the selection of analytical approaches and
quantification techniques. New strategies will likely be necessary for com-
bining data from different analytical platforms to allow generalizability of data
and interpretation. Furthermore, the need to develop better methods for
analyzing large amounts of data remains a critical barrier, including im-
provement of statistical and bioinformatics methods for data analysis.

Unfortunately, metabolomic profiling is used far too frequently post hoc
in epidemiology studies. Investigators should strive for well-designed, pro-
spective studies that would establish causal effect, as well as temporal
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changes. In any case, causality is difficult to establish with a clear biological
explanation in association studies, even with particularly well-designed
studies. Therefore, it is critical to improve methodologies for integration of
metabolomics data with other data, such as genomic and proteomic, to help
understand the functional and temporal relationship between a biomarker
and an effect.

In general, the concentrations of biomarkers are very low in biospecimens
collected from patients therefore quantification of markers requires highly
sensitive assays.2 Standard procedures, reference materials, and quality
controls need to be strictly followed to ensure accuracy as well as reprodu-
cibility of the assay for a given biomarker. Unfortunately, such good
manufacturing/laboratory practice (GMP/GLP) and quality control are not
followed in most cases in biomarker discovery.

14.1.4 Intellectual Property in Cancer Biomarker Discovery

The National Institutes of Health (NIH) provides an opportunity to investi-
gators to keep IP rights although the NIH supports the project. Leaving
regulatory, financial, intellectual property, and cultural issues aside, de-
veloping a diagnostic biomarker often requires expertise or patients that its
discoverer may not possess. We know very well that discovery, development,
and validation of a biomarker is costly and no assurance that a project will
succeed. Therefore, investors are often not interested in investing in such
projects. However, investors may agree if they are assured a good return on
their investment by means of patent protection of novel biomarkers of high
sensitivity, efficacy, and clinical utility.

14.1.5 Health Economy Factors in Cancer Biomarker Discovery

For a better treatment outcome, the procedures should be inexpensive. Most
of the novel and useful biomarkers and assay methods are patent protected.
Therefore, the cost of diagnostic and prognostic assays using such bio-
markers is very high and usually not affordable by common people. Cost
effective assays need to be developed to meet the needs of common people.

14.2 NEXT-GENERATION MOLECULAR MARKERS AND THEIR
APPLICATIONS

Affinity reagents are considered the most significant tools for biomarker
discovery. Affimers are a type of affinity reagents, which are relatively small
(13 kDa), non-posttranslationally modified, biophysically stable protein
scaffolds.8 They contain three variable regions into which distinct peptides
are inserted. This structure then binds to proteins and other molecules the
way an antigen and antibody binds. So far 20 000 Affimer arrays have been
tested in serum of RA patients and elevated levels of biomarkers such as
C-reactive protein have been identified along with more than 20 new
biomarkers. The detection and treatment of different diseases is greatly
facilitated by the omics technologies. For example, in cancer, genomics
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analysis provides clue for gene regulation and gene knockdown for cancer
management. Discovery of the involvement of microRNAs in human cancers
has opened a new page for cancer researchers.9,10 The latest technologies are
Mammaprint and Oncotype DX, which are being used in clinics confirming
the feasibility of multiplexing of techniques.11,12 Some therapeutic drugs,
called epigenetic drugs, target DNA methylation and histone deacetylation in
solid tumors and leukemia. These drugs work well with PARP inhibitors.13

Proteomics also plays an important role in cancer biomarker discovery and
quantitative proteome–disease relationships provide a means for connect-
ivity analysis.14 Fluorescent dye enables a more reliable analysis and it
facilitates the progress of biochip and cytomics. The huge amount of
information collected by multiparameter single cell flow or slide-based
cytometry measurements serves to investigate the molecular behavior of
cancer cell populations. Diseases selected in this article are very appropriate
for metabolite profiling owing to their unique biochemical properties.

In Figure 14.1, we have presented a schematic approach to demonstrate
factors contributing to disease development and approaches to isolate
clinical samples and analyze biomarkers for disease detection, diagnosis,
prognosis, and drug response. Table 14.1 highlights key biomarkers in
different diseases and their application in detection, diagnosis, screening,
prognosis, and treatment response.

Figure 14.1 Schematic diagram to demonstrate factors contributing to disease
development and approaches to isolate clinical samples and analyze bio-
markers for disease detection, diagnosis, prognosis, and drug response.
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Table 14.1 Next-Generation Molecular Markers for Diagnosis Screening, Early Diagnosis, Risk Assessment, and Prognosis.

Category Diseases Markers

Diagnostic Screening
Immunologic Diseases Arginine kinase, sarcoplasmic calcium binding proteins, tropomycin.15

Cardiovascular disease (CVD) Lipoprotein associated phospholipase A2, antiphosphorylcholine IgM.16

Metabolic Diseases Glycine, glutamine, glycerophasphatidyl choline.18

Infectious Diseases Hepatitis B virus (HBV), hepatitis C virus (HCV), certain strains of the human
papillomavirus (HPV), Epstein–Barr virus (EBV), human immunodeficiency
virus type 1 (HIV-1), human T-cell lymphotropic virus type-1 (HTLV-1), and the
gram-negative bacterium Helicobacter pylori (H. pylori).24

Neurologic Diseases Proteomic profiling of serum (multiple biomarkers).29

Cancer Gene promoter hypermethylation in death-associated protein kinase 1 (DAPK1), p16
and RASSF1A1 could be used as biomarkers for detection of HNSCCs; prostate-
specific antigen (PSA) for prostate cancer; serum markers (PAP, tPSA, fPSA,
proPSA, PSAD, PSAV, PSADT, EPCA, and EPCA-2), tissue markers (AMACR,
methylated GSTP1, and the TMPRSS2-ETS gene rearrangement), and a urine
marker (DD3PCA3/UPM-3) for prostate cancer.35–42 Serum tumor markers like
carcinoembryonic antigen (CEA) and cancer antigen (CA) CA 15.3, CA 27.29 for
breast and ovarian cancer.44

Using saliva as the starting material, mRNAs specific for esophageal, head and
neck, oral and lung cancer also were identified.48–50 MSI biomarkers were
reported in a number of cancers, including bladder, colon, esophageal, and skin
cancer.54–56

Early Diagnosis
Immunologic Diseases Glutathione S transferase M1 (GSTM1) biomarker was identified which helped in

screening a cohort of children who were at high risk of developing asthma;73

C-reactive protein, fibrinogen, and interleukin-6 for screening.74

Cardiovascular disease (CVD) Flow-mediated dialation (FMD) and IMT for atherosclerosis.60

Metabolic Diseases Dysglycemia, alphahydroxybutyrate, linoleyolglycerophosphocholine, advanced
glycation end products (AGE), albumin excretion rate (AR) and SNPS in epidermal
growth factor gene intron 2.1,62,63
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Table 14.1 (Continued )

Category Diseases Markers

Infectious Diseases Region-of-Difference-1 (RD-1) gene product and sputum cytokine levels for early de-
tection of tuberculosis;64 HSP70, CAP2, glypican 3 and glutamine synthase65 for
HCC.

Neurologic Diseases Beta amyloid for early detection of Alzheimer’s disease 66.
Cancer B7-H4, spondin 2, and DcR3 were identified as early biomarkers in ovarian cancer.68–70

Risk Assessment (screening)
Immunologic Diseases C-reactive protein, fibrinogen, and interleukin-6.74

Cardiovascular disease (CVD) C-reactive protein.75

Metabolic Diseases Alanine amino transferase (ALT), gamma glutamyl transferase (GGT), triglyceride,
plasminogen activator inhibitor (PAI-1) antigen, ferritin, C-reactive protein (CRP),
sex-hormone binding globulin (SHBG), ALT and GGT for diabetes.78

Infectious Diseases HIV infection for AIDS;80,81 gamma interferon, p2�7 polymorphism, and
mycobacteria antigens for tuberculosis.82,83

Neurologic Diseases ABCA1 gene polymorphism, and apolypoprotein E genotyping for Alzheimer’s
disease.84–86

Cancer Methylation levels of genes NKX-25, CLSTN1, SPOCK2, SLC16A12, DPYS, and NSE1
for screening prostate, colon, and breast cancer.88

Prognostic Markers
Immunologic Diseases C-telopeptides I and II (CTX-1 and CTX-2) for rheumatoid arthritis (RA).92

Cardiovascular disease (CVD) Osteoprotegerin (OPG) for atherosclerosis.95

Metabolic Diseases Alpha-hydroxybutyrate (Alpha-HB) and linolyl-glycerophosphocholine (L-GPC) for
insulin resistance (IR) and glucose intolerance (GI).1

Infectious Diseases Fecal calprotectin in infectious diarrhea.96 In a case control study, both bacterial and
viral infection was involved. Main bacteria were Salmonella, Campylobacter, Yersinia,
and Shigella, and viruses were rotavirus, norovirus, and adenovirus.

Neurologic Diseases MRI and proteomic based biomarkers in spinal fluid for Alzheimer’s disease.97

Cancer Comparative genomic hybridization (CHG) identified complex genetic variants
associated with adverse prognosis in cancer;98 cytogenetics biomarkers for breast,
head and neck, lung, liver, and ovarian cancers.99–102
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14.2.1 Diagnostic Screening

14.2.1.1 Immunologic Diseases. Asthma involves inflammation, hyper re-
sponsiveness, bronchoconstriction, and symptoms (episodic breathlessness,
wheeze, cough, tightness of the chest, and shortness of breath). Proteomics
approaches identified allergenic proteins, based on their reactivity to pa-
tients’ sera, using tandem mass spectrometry.15 The most significant aller-
gens identified were arginine kinase, sarcoplasmic calcium binding
proteins, and tropomycin, which can be used for screening. This study
also emphasized that MS analysis is a sensitive and accurate tool in identify-
ing and quantifying aerosolized allergens.

14.2.1.2 Cardiovascular Disease (CVD). In cardiovascular disease (CVD),
the relative contribution of genetic and environmental effect was studied on
two inflammatory biomarkers, lipoprotein associated phospholipase A2 and
antiphosphorylcholine IgM, in a Swedish population.16 Results indicated
that lipoprotein associated phospholipase A2 had low heritability and higher
environmental regulation. Therefore, for diagnostic screening of CVD,
biomarkers should be selected based on the context (family history, exposure
history, lifestyle, etc.). Non-invasive technologies transcarnial Doppler, mag-
netic resonance and computed tomography were used for the diagnosis of
intracranial atherosclerosis.17 In these cases images were considered as
biomarkers.

14.2.1.3 Metabolic Diseases. Metabolomic profiles can be used as biomar-
kers and can indicate the development of obesity, which in turn affects
diabetes, cardiovascular disease, liver disease, renal disease and selected
cancers. Metabolomic analysis is a valid and powerful tool that helps us
understands the mechanism underlying different diseases. Biomarkers
identified in obesity included glycine, glutamine, and glycerophasphatidyl
choline in serum.18

14.2.1.4 Infectious Diseases. Potential applications of biomarkers in in-
fectious diseases include distinguishing bacterial from nonbacterial infec-
tion, monitoring response to treatment and predicting survival (outcome).
Periodontal disease, where aerobic and anaerobic bacteria infect gums, was
proposed as a biomarker and risk factor for CVDs, especially abnormal
function of progenitor endothelial cells.19 Another group demonstrated an
association of the oral microbiome with gastrointestinal cancer.20 In such
situations oral microbiodata was considered a biomarker for gastrointestinal
cancer. Procalcitonin (PCT), a proinflammatory biomarker, is an excellent
early detection biomarker of invasive bacterial infection in febrile children
evaluated in emergency departments.21

Infectious agents are associated with at least 15% of cancers.22 Chronic
infections are the second most preventable cause of cancer,23 and about
18% of the global cancer burden has been attributed to infectious agents.24
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The presence of an infectious agent in tumor tissue is not sufficient to es-
tablish it as a causal agent; but the agent is termed carcinogenic if evidence
from epidemiologic, clinical, and biologic studies suggests a strong
cancer etiology.25 The International Agency for Research on Cancer (IARC)
has identified seven major infectious agents as carcinogenic: hepatitis B
virus (HBV), hepatitis C virus (HCV), certain strains of the human papillo-
mavirus (HPV), Epstein–Barr virus (EBV), human immunodeficiency virus
type 1 (HIV-1), human T-cell lymphotropic virus type-1 (HTLV-1), and the
gram-negative bacterium Helicobacter pylori (H. pylori).24 Aflatoxin B1 (AFB1),
the product of the common mold Aspergillus flavus, was also considered
in this category because the IARC has identified AFB1 as a chemical
liver carcinogen.26 Hepatitis C infected individuals can be distinguished
from healthy people based on metabolomic profiling (which can be con-
sidered a biomarker for screening).27 It was demonstrated that IL-18 levels in
serum could be used as a biomarker for acute Epstein–Barr virus (EBV)
infection.28

14.2.1.5 Neurologic Diseases. Metabolomics based technologies (liquid
chromatography quadrupole time-of-flight mass spectrometry) and chemo-
metrics were used to identify Alzheimer disease (AD) specific profiling.29

Samples from healthy age-matched controls were also used to identify new
biomarkers (profiles). The prediction value for AD was 94–97% in this
metabolomic study, which was considered quite remarkable for early de-
tection of AD. The confirmation of these results was done in another set of
patients and control and 100% diagnosis was achieved.29 Such studies are
significant to understand etiology, pathophysiology, and treatment of de-
generative brain disorders.30

14.2.1.6 Cancer. In this section we discuss different tumor types and
next generation biomarkers identified in different tumor types. Cancer is a
genetic and epigenetic disease and methylation biomarkers have been used
in diagnostic screening of cancer.31,32 Methylation changes in the precar-
cinoma stage could be used as biomarkers for diagnosis in cancer if these
epigenetic changes are not present in normal cells.32,33 With the develop-
ment of high throughput next generation sequencing, it has become easier
to detect methylation changes qualitatively as well as quantitatively and
recently global methylation profiling has also been accomplished.34 Gene
promoter hypermethylation in death-associated protein kinase 1 (DAPK1), p16
and RASSF1A1 could be used as biomarkers for detection of HNSCCs. The
development of biomarkers for prostate cancer screening, detection, and
prognostication revolutionized the management of this disease. During the
progression of cancer, it was observed that the levels of certain proteins were
elevated. These abnormally increased molecules could be used as biomarkers
for gaining an insight on the course of the disease. Prostate-specific antigen
(PSA) is a useful, though not specific, biomarker for detecting prostate cancer.
Serum markers (PAP, tPSA, fPSA, proPSA, PSAD, PSAV, PSADT, EPCA, and
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EPCA-2), tissue markers (AMACR, methylated GSTP1, and the TMPRSS2-ETS
gene rearrangement), and a urine marker (DD3PCA3/UPM-3) of prostate cancer
are very well characterized biomarkers.35–42 Disease-specific protein biomar-
kers also were identified43 and characterization of such biomarkers in body
fluids could aid in the early detection of cancer and help in monitoring cancer
progression. It has become easier to identify cancer specific markers with the
advancement in the available technologies. In the case of breast cancer, some
of the serum tumor markers like carcinoembryonic antigen (CEA) and cancer
antigen (CA) CA 15.3, CA 27.29 were not confirmed to be sensitive for early
detection; however, their high levels did reflect disease progression and
recurrence.44 Mammoglobin and MASPIN (mammary serine protease inhibi-
tor) were shown to be diagnostic biomarkers.45 The early detection of circu-
lating breast cancer cells by morphologic methods is currently being
challenged by ultrasensitive proteomic and PCR-based methods often en-
hanced by immunomagnetic bead-based cell capture.46 The role of MASPIN
in diagnosis and prognosis of a variety of cancers is being explored.47 It has
been reported that low or absent MASPIN cytoplasmic expression was fre-
quently observed in oral carcinomas with lymph node metastasis.

Using saliva as the starting material, mRNAs specific for esophageal, head
and neck, oral and lung cancer were also identified.48–50 Seven biomarkers
showed 3.5 fold increases in their levels in oral SCC patients compared to
healthy individuals. Further validation of values is needed before imple-
menting in clinics.

Microsatellites are repeated sequences of DNA.51,53 When these repeats
are shortened, this is called microsatellite instability (MSI). This stage
arises in regions where the mutation rate is very high, mainly due to de-
fective DNA genes such as mismatch repair gene. MSI biomarkers were
reported in a number of cancers, including bladder, colon, esophageal, and
skin cancer.54–56 As high as 30% of HNSCC patients had MSI 52 suggesting
that MSI is a good biomarker for HNSCC. A number of studies evaluated
the potential of detecting these markers in tumor samples as well as in
other biospecimens and found these biomarkers useful for diagnosis and
prognosis.57

14.2.2 Early Diagnosis

14.2.2.1 Immune Diseases. Airways inflammation starts soon after incep-
tion of exposure to allergens in asthma. Inflammatory cytokines along with
arginine kinase, sarcoplasmic calcium binding proteins are the most prac-
tical biomarkers for early diagnosis of asthma.15,58

14.2.2.2 Cardiovascular Diseases (CVDs). For early diagnosis of carotid
atherosclerosis for which obesity is the risk factor, the early biomarkers
are carotid intima media thickness (IMT) and circulating oxidized low
density lipoprotein.59 To evaluate endothelium status, flow-mediated
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dialation (FMD) and IMT are used as early biomarkers of atherosclerosis in
patients with nonalcoholic fatty liver disease (NAFLD).60

14.2.2.3 Metabolic Diseases. A number of markers have been described for
early diagnosis of diabetes.1,61 They include dysglycemia, alphahydroxybu-
tyrate, linoleyolglycerophosphocholine, advanced glycation end products
(AGE), albumin excretion rate (AR) and SNPS in epidermal growth factor
gene intron 2.1,62,63

14.2.2.4 Infectious Diseases. Region-of-Difference-1 (RD-1) gene product
and sputum cytokine levels are considered a biomarker for early detection of
tuberculosis.64 Hepatocellular carcinoma (HCC) involves infectious agents
and the early diagnostic biomarkers for HCC are HSP70, CAP2, glypican 3
and glutamine synthase.65 These biomarkers were identified based on gene
expression analysis of HCC samples.

14.2.2.5 Neurological Diseases. A bioinformatic approach has helped in
identifying early diagnosis biomarkers for Alzheimer’s disease. Based on
data from patients and matched controls, the Artificial Neural Network
(ANN) identified beta amyloid cascade as a potential biomarker for early
detection of Alzheimer’s disease.66

14.2.2.6 Cancer. The key to successful application of biomarkers is to
detect the disease early so that a variety of treatment approaches can be
applied.67 Initially it was thought that genetic changes arise first at the time
of initiation of a disease but genome-wide profiling suggests that epigenetic
changes occur much earlier than genomic changes.33 Technologies exist to
follow up these changes of early detection. B7-H4, spondin 2, and DcR3 were
identified as early biomarkers in ovarian cancer although other investigators
have proposed other groups of biomarkers.68–70

14.2.3 Risk Assessment (Screening)

Genome-wide association studies (GWAS) are extremely powerful in identi-
fying new low-penetrance SNPs (biomarkers) which may have therapeutic
implications.71 Identification of common low-susceptibility alleles is useful
because it provides possible insight into the mechanisms of tumor biology
in cases of cancer and identifies high risk individuals.72

Associations do not necessarily mean causality; the potential for con-
founding and reverse causality should always be kept in mind. It will be
beneficial to predict complications, in case of diabetes in particular and
other diseases in general, and determine subgroups that may be responsive
to therapy. Clinical implications should not be exaggerated while charac-
terizing prediction biomarkers.

14.2.3.1 Immune Diseases. In one meta-analysis glutathione S transfer-
ase M1 (GSTM1) biomarker was identified which helped in screening a
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cohort of children who were at high risk of developing asthma.73 In a
population based study C-reactive protein, fibrinogen, and interleukin-6
were found useful biomarkers for screening.74

14.2.3.2 Cardiovascular Diseases (CVDs). In a risk prediction model of
cardiovascular disease, C-reactive protein levels were implemented.75 How-
ever, after completion of studies, it was suggested that evaluation of the
potential impact of CRP levels would require studies to quantify the effects
of additional CRP assessment on medical decision making. Biomarker
studies of CVD prediction in elderly patients indicated that mortality and
cardiovascular events were dependent on low peripheral pulse pressure
not on high blood pressure.76 Genetic variants in CVD were studied to
evaluate their association with the disease but with limited success.77

14.2.3.3 Metabolic Diseases. For diabetes, alanine amino transferase
(ALT), gamma glutamyl transferase (GGT), triglyceride, plasminogen activa-
tor inhibitor (PAI-1) antigen, ferritin, C-reactive protein (CRP), and sex-
hormone binding globulin (SHBG) were identified as prediction markers
after a large study ‘‘West of Scotland Coronary Prevention Study (WOS-
COPS) was conducted. Results from this study were validated in a different
population and two biomarkers, ALT and GGT, looked very promising for
risk assessment.78 CRP was not causally related to insulin resistance or
obesity. IL-6 upregulation was also associated with diabetes. Early diagno-
sis of chronic kidney diseases and atherosclerosis in the same subjects
could be accomplished by carotid ultra sound technology.79

14.2.3.4 Infectious Diseases. HIV/AIDS screening involves behavior bio-
markers as well as molecular omics biomarkers and a number of investi-
gators have reported the screening strategies and their outcome in
different populations.80,81 In tuberculosis, gamma interferon, p2�7 poly-
morphism, and mycobacteria antigens were used as biomarkers for risk
assessment and screening.82,83

14.2.3.5 Neurological Diseases. The most common biomarkers used for
risk assessment of Alzheimer’s disease were ABCA1 gene polymorphism,
and apolypoprotein E genotyping; although a combination of markers was
also used, synergism was lacking.84–86

14.2.3.6 Cancer. Transcriptomic and miRNAs biomarkers were used for
screening colorectal cancer.87 For screening prostate, colon, and breast
cancer, methylation levels of genes NKX-25, CLSTN1, SPOCK2, SLC16A12,
DPYS, and NSE1 were used.88 Malignant melanoma is one of the most ag-
gressive types of tumor. Because malignant melanoma is difficult to treat
once it has metastasized, early detection and treatment are essential. The
search for reliable biomarkers of early-stage melanoma, therefore, has re-
ceived much attention. By using an approach of screening tumor antigens
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and their auto-antibodies, bullous pemphigoid antigen 1 (BPAG1) was
identified as a melanoma antigen recognized by its auto-antibody when
anti-BPAG1 auto-antibodies were detected in melanoma patients at both
early and advanced stages of disease.89

14.2.4 Prognostic Markers

Prognostic biomarkers should be tightly linked to the outcome so that they
can be used as surrogate measures of efficacy and treatment response.
Prognostic markers can be defined as factors that can predict an outcome in
the absence of systemic therapy or predict an outcome different from pa-
tients who are devoid of the biomarker, despite empiric therapy (initiating
treatment before confirming diagnosis).90 It is not known whether there is
any association between ovarian cyst and estrogen levels during tamoxifen
use. A very well designed study was conducted where breast cancer prog-
nostic markers were utilized to evaluate the effect of tamoxifen use in pre-
menopausal women with ovarian cyst and results indicated an association.91

Hence, prognostic markers can be utilized to classify patients into appro-
priate groups for treatments.

14.2.4.1 Immune Diseases. Biomarkers of bone and cartilage turnover are
collagen C-telopeptides I and II, which are predictors of structural damage
in RA patients. C-terminal cross-linked telopeptide of type I collagen (CTX-I)
could be measured in serum or urine after it was released during bone re-
sorption. Bone erosions and osteoporosis both occur as a consequence of
RA and CTX-I levels and could be used for prognosis. On the other hand,
increased CTX-II levels were associated with rapid progression of joint dam-
age. For clinical implication, investigators of these studies recommended
that new prognostic biomarkers should supply information beyond that pro-
vided by risk factors in the prediction of disease outcome.92

European countries restrict anti-tumor necrosis factor therapy for RA and
prescription is provided based on evaluation of inflammatory markers,
C-reactive protein levels and general health of a patient.93 Genomic variants
of C-reactive proteins play a major role in therapeutics of RA and can be used
as biomarkers.94

14.2.4.2 Cardiovascular Diseases (CVDs). Osteoprotegerin (OPG) is such a
biomarker, which is independently associated not only with risk factors of
atherosclerosis but also with subclinical peripheral atherosclerosis and
clinical atherosclerosis and is recommended as a prognostic biomarker for
ischemic heart disease and ischemic stroke.95

14.2.4.3 Metabolic Diseases. Alpha-hydroxybutyrate (Alpha-HB) and lino-
lyl-glycerophosphocholine (L-GPC) were identified as biomarkers of insulin
resistance (IR) and glucose intolerance (GI) in a large population study of
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more than 1000 participants from the Relationship between Insulin sensi-
tivity and Cardiovascular Disease (RISC) study.1 AHB correlated positively
and L-GPC negatively with both diseases (IR and GI) indicating that AHB
was a positive predictor and L-GPC, a negative predictor independent of
family history of diabetes, sex, age, fasting glucose, and BMI.

14.2.4.4 Infectious Diseases. Diarrhea in children may involve infection.
In cases of infectious diarrhea, fecal calprotectin is a good prediction
marker.96 In a case control study, both bacterial and viral infection was
involved. The main bacteria were Salmonella, Campylobacter, Yersinia,
and Shigella, and viruses were rotavirus, norovirus, and adenovirus. These
studies suggested that fecal calprotectin could be used as a noninvasive
biomarker in management of children with infectious diarrhea.

14.2.4.5 Neurological Diseases. A few Alzheimer’s diagnosis biomarkers
are suitable for prognosis also. One investigator combined MRI and spinal
fluid based biomarkers and observed better results than using a single bio-
marker for prognosis.97 This investigation was performed in different sites
of the brain (for MRI) and spinal fluid biomarker values were used as a
reference standard.

14.2.4.6 Cancer. Despite huge efforts into research for studying new bio-
logical prognostic markers, only a few out of several hundreds have pro-
gressed to clinical use. Comparative genomic hybridization (CHG)
identified complex genetic variants associated with adverse prognosis in
cancer.98 Cytogenetics biomarkers turned out to be very useful biomarkers
for breast, head and neck, lung, liver, and ovarian cancers.99–102 In case of
HNSCCs, loss of heterozygosity (LOH) on distal arm of 18q was reported
to be associated with poorer survival.103 About 70% of colorectal cancers
showed allelic deletions in chromosomes 18q and 17p. The p53 gene
located on 17p is mutated in about 40 to 60% of CRCs and demonstrated
association with prognosis and prediction of the disease. CRC patients
with chromosome 18q loss showed worse disease-free and overall survival.
Markers like Ki-67 staining detecting cell proliferation were significantly
correlated with breast cancer outcome. One-fifth of breast cancer patients
showed amplification or over-expression of cyclin D1 (PRAD1 or bcl-1).
Germline prognostic markers of bladder cancer were identified and charac-
terized.104 Stage II and III CRC patients with high microsatellite instability
have been reported to show improved survival and better relapse-free sur-
vival as compared to microsatellite stable (MSS) patients.

14.2.5 Drug Response

Systems immunology, based on mathematical and computational models,
has the potential to predict treatment response.105 High throughput ‘‘omics’’
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technologies generate vast amount of data which may help in identifying
immunological processes at high resolution in disease development. Using a
systems immunology approach it is possible to construct causal relation-
ships between complex molecular processes and specific disease-associated
phenotypes.106 Drug response and pharmacogenomics in the context of
biomarkers in different diseases is shown in Table 14.2.

14.2.5.1 Immune Diseases. The prevalence of autism is 1 in 80 in the
USA. Evidence based treatments are practiced in autism107 although some-
times drug treatment (mGluR antagonist and GABA agonist) is also recom-
mended based on the severity and stage of the disease.108 The etiology of
autism is not completely understood. However, synaptic maturation and
plasticity in the pathogenesis of autism spectrum disorder resulting in
imbalance of excitation and inhibition has been observed. The drugs
mentioned above control excessive excitement.

14.2.5.2 Cardiovascular Diseases (CVDs). Nutritional foods and their bio-
logical food components alter cardiovascular disease status and there is
very well established evidence of disease modifying effects of these com-
pounds with anti-inflammatory and antioxidant effects in CVD patients.
Reduced total LDL cholesterol levels were observed when polyphenolic
compounds were given to patients because bioactive phytochemicals play
an important therapeutic role in attenuating oxidative damage.

14.2.5.3 Metabolic Diseases. The key players in measuring drug response
in type II diabetes mellitus (T2DM) are glycemic index (GI), glucose re-
sponse curves (GRCs) and daily mean plasma glucose (DMPG). In a trial, a
variety of foods were supplied to participants undergoing treatment with
oral antidiabetic drugs (OADs).109 Promising results were obtained in this
pilot study and validation of these observations in large population is
planned.

14.2.5.4 Infectious Diseases. 1,3-Beta-D-glucan (BG) can be used as a bio-
marker in invasive fungal infections (especially infections involving
Candida) in patients undergoing treatment of candedemia with anidula-
fungin.110 In those patients who were given anidulafungin followed by flu-
conazole/voriconazole therapy, decreasing BG concentrations reflected
success of the treatment.

In unipolar depression, transcriptomic biomarker approaches were used
to identify responders of treatment.111 The main player in the process was
tumor necrosis factor in the inflammatory cytokine pathway. These investi-
gators evaluated genetic background of participants and suggested that
SNPs rs1126757 in IL11and rs 7801617 in IL6 play major role in responding
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Table 14.2 Drug Response and Pharmacogenomics in the Context of Biomarkers.

Category Diseases Markers

Drug Response
Immunologic

Diseases
Evidence based treatments are practiced in autism 107 although sometime drug

treatment (mGluR antagonist and GABA agonist) is also recommended based on the
severity and stage of the disease.108

Cardiovascular
disease
(CVD)

Reduced total LDL cholesterol levels were observed when polyphenolic compounds
were given to patients because bioactive phytochemicals play an important ther-
apeutic role in attenuating oxidative damage. Nutritional foods and their biological
food components alter cardiovascular disease status and have anti-inflammatory
and antioxidant effects in CVD patients.

Metabolic
Diseases

In a trial, a variety of foods were supplied to participants undergoing treatment with
oral antidiabetic drugs (OADs).109

The key players in measuring drug response in type II diabetes mellitus (T2DM) are
glycemic index (GI), glucose response curves (GRCs) and daily mean plasma
glucose (DMPG).

Infectious
Diseases

In those patients who were given anidulafungin followed by fluconazole/voriconazole
therapy, decreasing BG concentrations reflected success of the treatment. 1,3-Beta-
D-glucan (BG) can be used as a biomarker in invasive fungal infections (especially
infections involving Candida) in patients undergoing treatment of candedemia with
anidulafungin.110

Neurologic
Diseases

For the treatment of schizophrenia, ionotropic glutamate receptors are targeted.112

Recent pharmacologic strategies have focused on improving cognition by drugs.113

Cancer Biomarkers of drug response may be new or the same which are diagnostic or
prognostic biomarkers depending on the biology and etiology of the type of cancer
studied. In different kinds of cancers pharmacological response of drugs is different
and a variety of factors (genetic background, life style, other diseases in the same
person, BMI etc.) contribute to drug response.114 Development of epigenetic drugs
showed promise in selected cancer treatment.115 431
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Table 14.2 (Continued )

Category Diseases Markers

Pharmacogenomics
Immunologic

Diseases
The response of infliximab was favorable in a group of patients where genes regulated

by TNF were active compared to other participants of the study indicating a
strong evidence of role that genomic background plays in responding to
pharmacological drugs.120

Pharmacogenomics of rheumatoid arthritis (RA) has been studied by several
investigators120,121 although RA is a highly heterogeneous disease in all aspects
including response to therapy.

Cardiovascular
disease
(CVD)

Infliximab treatment was provided to rheumatoid arthritis patients to reduce levels
of TNF and results were evaluated based on the genomic background of the
participants.120 Host response due to inflammatory diseases such as arthritis
depends on the genomic background and pharmacological agents give response
based on the genomic susceptibility and some other yet unidentified factors.120–122

Metabolic
Diseases

Genetic background was considered in treatment of type 2 diabetes and an
association of ADIPOR2 gene variants with CVDs and type 2 diabetes risk in
individuals with defective glucose tolerance (conducted in Finnish population)
was observed.123 Additionally, genetic predisposition and nongenetic risk factors
of thioazolidine-related edema in type 2 individuals, the pharmacogenomics of
metaformin were also observed.124

Infectious
Diseases

Genetic variants at least at three loci, NAT2, CYP2E1, and GSTM1, were involved in
pharmacogenomics. Pharmacogenomics of anti-TB drug related hepatotoxicity was
studied to understand involvement of genetic background in response to treatment
in TB patients.125

Neurologic
Diseases

Genetic variants were identified in Alzheimer’s disease and demonstrated treatment
response.126, 127 In a recent study of an Italian cohort, response to cholinesaterse
inhibitors was evaluated in Alzheimer’s patients using 48 SNPs.126 Results indicated
association of two SNPs with the response to treatment.

Cancer Promising results were obtained in colon, gastric, breast, ovarian, GI tract and lung
cancer.129–131 Polymorphism in miR encoding genes also was evaluated for its
implication in pharmacogenomics.128
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to antidepressants. This was an excellent example where genomics and
transcriptomics biomarkers were used to follow up treatment.

H. pylori is the most common chronic bacterial infection in humans. This
bacteria is involved not only in gastric cancer but also in ulcer diseases and
gastritis. Its synergistic gastrotoxic interaction with non-steroidal anti-
inflammatory drugs and association with atherosclerotic events is a matter
of concern. Transmission of H. pylori is through oral ingestion, mainly
within families in early childhood. Therefore, treatment and prevention
approaches are more appropriate for children. One-week proton pump in-
hibitor based triple therapy with clarithromycin and either amoxicillin or
metronidazole is the most common therapy.

14.2.5.5 Neurological Diseases. Schizophrenia is a chronic brain disorder
and affects approximately 2.5 million Americans and more than 24 million
people worldwide. For the treatment of schizophrenia, ionotropic glutam-
ate receptors are targeted.112 Recent pharmacologic strategies have focused
on improving cognition with drugs.113 The consensus among investigators
in the schizophrenia field is that physiological and pharmacological ap-
proaches should be combined for this disease for better outcome of the
treatment.

14.2.5.6 Cancer. In different kinds of cancers pharmacological response
of drugs is different and a variety of factors (genetic background, life style,
other diseases in the same person, BMI etc.) contribute to drug re-
sponse.114 Biomarkers of drug response may be new or the same which
are diagnostic or prognostic biomarkers depending on the biology and
etiology of the type of cancer studied. Personalized medicine is recom-
mended for cancer because cancer is a heterogeneous disease and the rate
of recurrence after the treatment is high for some cancer types. Develop-
ment of epigenetic drugs showed promise in selected cancer treatment.115

14.2.6 Pharmacogenomics

Pharmacogenomics is the study of interindividual genetic variability that
plays a significant role in treatment response and toxicity due to the drug.
Based on a better understanding of biological variability, attempts are being
made to customize treatment at the personal level.116 In pharmacogenomic
approaches the following points are considered critical: pharmacokinetic
related genes and phenotypes, pharmacodynamic targets, genes and prod-
ucts, risk of disease related with metabolomic cycle, physiological variations,
and environment interaction. When targeted agents matched with tumor
molecular aberrations were implied in a phase I clinical trial, encouraging
results were observed.117 Since pharmacogenomics science is new, success is
not guaranteed, as happened in case of gastric cancer where efficacy of
Trastuzumab was checked in patients with advanced gastric cancer and the
drug was not effective.118 Other investigators have identified challenges in
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the field including poor coordinated diagnostic testing and current models
of implication in disease stratification.119

14.2.6.1 Immune Diseases. Compared to other diseases, the pharmacoge-
nomics of rheumatoid arthritis (RA) has been studied by several investiga-
tors.120,121 Although RA is a highly heterogeneous disease in all aspects
including response to therapy. The response of infliximab was favorable in
a group of patients where genes regulated by TNF were active compared to
other participants of the study indicating strong evidence of the role that
genomic background plays in responding to pharmacological drugs.120

14.2.6.2 Cardiovascular Diseases (CVDs). Host response due to inflamma-
tory diseases such as arthritis depends on the genomic background and
pharmacological agents give response based on the genomic susceptibility
and some other yet unidentified factors.120–122 Infliximab treatment was
provided to rheumatoid arthritis patients to reduce levels of TNF and re-
sults were evaluated based on the genomic background of the partici-
pants.120 Pharmacogenomics field in CVDs is still in infancy and next few
years research should focus on accurately identify, from available thera-
pies, which is the optimal therapy for any particular individual.121

14.2.6.3 Metabolic Diseases. In few studies the role of genetic back-
ground in treatment of type 2 diabetes was demonstrated, such as associ-
ation of ADIPOR2 gene variants with CVDs and type 2 diabetes risk in
individuals with defective glucose tolerance (conducted in the Finnish
population),123 genetic predisposition and nongenetic risk factors of
thioazolidine-related edema in type 2 individuals, the pharmacogenomics
of metaformin.124 Validation in large number of participants is still
awaited.

14.2.6.4 Infectious Diseases. Pharmacogenomics of anti-TB drug related
hepatotoxicity was studied to understand the involvement of genetic back-
ground in response to treatment in TB patients.125 Genetic variants at
least at three loci, NAT2, CYP2E1, and GSTM1, were involved in pharmaco-
genomics. This study was conducted only in one population and it should
be validated in populations with different ethnic backgrounds.

14.2.6.5 Neurological Diseases. Due to its serious effects on day to day
life, Alzheimer’s pharmacogenomics has been studied by a number of
groups in the last decade and genetic variants were identified which were
associated with treatment response.126,127 In a recent study of an Italian
cohort, response to cholinesaterse inhibitors was evaluated in Alzheimer’s
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patients using 48 SNPs.126 Results indicated association of two SNPs with
the response to treatment.

14.2.6.6 Cancer. The National Cancer Institute has identified pharmacoe-
pidemiology related to pharmaceutical use and cancer risk, recurrence and
survival as one of the priority areas of research. Polymorphism in miR encod-
ing genes also was evaluated for its implication in pharmacogenomics.128

Although a considerable amount of new-targeted agents have been designed
based on cancer biology, challenges and gaps exist between pharmacoge-
nomics knowledge and clinical application. Promising results were obtained
in colon, gastric, breast, ovarian, GI tract and lung cancer.129–131

14.2.7 Therapeutic Biomarkers in Immune Diseases, Cardiovascular
Diseases (CVD), Metabolic Diseases, Infectious Diseases,
Neurological Diseases, and Cancer

Since there is no measurable disease while undergoing treatment, generally
therapeutic biomarkers are difficult to study. Another key point is the ad-
verse reaction of patients due to treatment. Such parameters are not needed
for prognostic biomarkers; therefore, it is easier to identify prognostic bio-
markers than therapeutic biomarkers. In the following section, examples of
therapeutic biomarkers in different diseases are described.

14.2.7.1 Immune Diseases. In the case of multiple sclerosis (MS), treat-
ment with disease-modifying therapies (DMT) with ability to prevent axo-
nal damage resulted in reduction of progression of the disease from
clinically isolated syndrome (CIS).132 In another study, inclusion of infor-
mation about Max RNA during interferon treatment of MS resulted in a
better response than interferon only treatment.133 Other investigators also
observed similar results.134–135

14.2.7.2 Cardiovascular Diseases (CVDs). Biomarkers discussed in the
diagnostic section can be used for follow up of the treatment. Dietary
intervention of CVD by fish oil (salmon, herring, and pompano) and other
nutrients was demonstrated in a number of studies.136 Some of the partici-
pants had higher levels of triacylglycerolaemia. Biomarkers TNFalpha and
IL-6 were reduced and the level of adiponectin increased in the treated
arm. Thus TNFalpha, IL-6, and adiponectin were used as therapeutic bio-
markers. In another study, argon oil supplement reduced plasma levels of
lipids and antioxidant status.137 Therapeutic biomarkers used in this
study were plasma vitamin E concentrations, total and LDL cholesterol,
and antioxidant profiles.

14.2.7.3 Metabolic Diseases. For the management of diabetes
hemoglobin A1c (HbA1c) is used which is considered a reliable indicator
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of glycemic control. In most of the clinical studies in diabetes, HBA1c bio-
marker is used to determine the glucose control.

14.2.7.4 Infectious Diseases. Diarrhea in AIDS patients was treated with
specific medications and therapeutic response was measured by levels of
tubuloreticulin inclusions (TRIs).138 Although this study may be con-
sidered an isolated study TRI has the potential to be a therapeutic biomar-
ker after larger studies are conducted. For pneumonia therapy of more
than 100 patients, biomarker procalcitonin (PCT) levels were very useful
and this biomarker has been recommended for future prognosis.139

14.2.7.5 Neurological Diseases. In Parkinson’s disease, glial cell-line de-
rived neurotrophic factor (GDNF) and family of ligands (GDFLs) were used
as biomarkers to follow up therapy.140

14.2.7.6 Cancer. Several cancer biomarkers are currently used to develop
targeted anti-cancer drugs. Topomerase I inhibition in colorectal cancer is
one example of targeted therapeutics and utilization of biomarkers.141 In
leukemia, an antibody therapeutics approach was applied, using rituximab,
and therapeutic biomarkers Ki67 and PIM1 were followed for their re-
sponse.142 Results indicated that Ki63 was an independent biomarker. In an-
other study CD20 was used as a biomarker to evaluate the therapeutic
potential of rituximab in B-cell lymphoma.143 In B-cell non-Hodgkin lymph-
oma (NHL), treatment with the same agent, interleukin-6 plasma levels were
followed to evaluate drug response.144 Eradication of NHL was achieved with
a monoclonal antibody therapy combining rituximab with a blocking anti-
CD40 antibody.145 Other examples of treatment are trastuzumab for breast
cancer (target p185neu), gemtuzumab for AML (target CD33), ibritumomab
for AML (target CD2090Y), edrecolomab for colorectal cancer (target
EpCAM), tositumomab for NHL (target CD20), and cetuximab for colorectal
cancer (target EGFR). Cisplatin is a widely used chemotherapeutic in head
and neck cancer patients. However, the effect of the drug is limited by the
resistance observed in these patients; and it has been seen that hypermethy-
lation in some of the genes responsible for cytotoxicity causes the resistance,
for example the S100P gene. The above description indicates that biological
markers that can predict therapeutic outcomes enable guiding the choice of
treatment; and depending on the levels of the biomarkers it could be esti-
mated if the patient would respond to a particular therapy or not and finally
an appropriate treatment regimen can be selected. In addition, prediction of
drug response helps in reducing the treatment cost.

14.3 RECENT TRENDS AND FUTURE DIRECTIONS

Significant progress in a variety of biomarkers has been made in the last two
decades. Metabolomic and epigenomic biomarkers are relatively new and
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have shown promising results in disease diagnosis and prognosis. The
monitoring of relative changes in metabolomic profiles in predisposed ver-
sus healthy individuals may help identify unique metabolites involved in
disease processes.146 These profiles have been used to predict the risk of
diabetes,147 cardiovascular disease,148 and lung cancer,149 diagnose prostate
cancer,150 differentiate benign and malignant ovarian tumors,151 and iden-
tify biomarkers of Crohn’s disease.7 Such shifts also may identify diagnostic
biomarkers, which could provide insights into strategies for disease pre-
vention and be used to monitor the response to treatment. In recent years,
metabolomics and other post-GWAS platforms, such as proteomics and
transcriptomics, have undergone rapid improvement in both their reliability
and throughput; as such, it may be an appropriate time for their use in
epidemiologic studies.152 Although metabolomic profiling has been used in
some larger-scale population studies,153 the number of published reports to
date remains small. If the successes of genomics and transcriptomics in
epidemiology are reliable indicators, there is a large, yet unexplored, po-
tential for metabolomics to contribute to public health research. So far the
assessment of geneotypes of candidate biomarkers in metabolomic diseases
and CVD in blood samples has not improved prediction of these diseases.
Probably multiple markers (transcriptiomics, epigenomics, metabolomics,
genomics) should be tested for better prediction of these diseases. Prog-
nostication is one of the promising area in translation of experimental re-
search into clinical practice. In this approach, patterns of altered gene
expression in tumors are used to construct classifiers instead of standard
indices such as Nottingham Prognostic Index, Adjuvant Online, and
Predict.154

Multiplexing of biomarkers may reduce false positive results in screening
studies where intention is to identify populations which are at high risk of
developing a disease.2 Quantitative imaging data storage and maintenance
have their own challenges as we discussed above. In case of miR biomarkers,
whether miR expression is localized in a specific part of the tissue has to be
carefully evaluated. In a tissue biopsy the local concentration (number of
miRs) may be low or high. Determining the accurate level of miRs is very
critical.

It has been seen that a combination of genes measured concurrently
imparts better information about the clinical effect than a single gene.
Oncotype DXt is the first multigene predicting test of prognosis for breast
cancer patients receiving anti-estrogen therapy (Genomic Health, USA). The
FDA has also approved the test MammaPrint that predicts relapse in breast
cancer patients by analyzing the activity of 70 genes. In case of prostate
cancer, the PSA (Prostate-specific antigen) test has been approved, where PSA
levels help in detecting prostate cancer and also predict a recurrence in
patients suffering from the disease. Alpha-fetoprotein (AFP) has been ap-
proved for the diagnosis and monitoring of patients with non-seminoma
testicular cancer.
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Significant challenges exist regarding IP issues. At times tests are known
but their associations with diseases are new. Sometimes patent belongs to
smaller companies for new tests but their clinical utility can only be de-
veloped with larger companies in large clinical trials. In general, every
situation represents unique opportunities and IP related issues can only be
solved in a case by case manner.

The presence of estrogen receptor (ER), progesterone receptor (PR), and
human epidermal growth factor receptor 2 (Her2, or ERBB2) is used for the
clinical and pathological classification of breast cancer.3 Generally, ER-
positive (þ) and PRþ are indicators of good prognosis, and Her2þ is an
indicator of bad prognosis. In addition, ER-negative (�), PR� , and Her2�
(also called triple-negative) status is considered to be an indicator of poor
prognosis. Basal cells exhibit triple-negative features. On the basis of
oncologic pathway activity analysis, up to 18 subtypes of breast cancer have
been suggested.4 However, the implications of this information for clinical
practice remain to be determined. Furthermore, many prognostic gene ex-
pression signatures that dichotomize patient populations into treatment-
responsive and nonresponsive groups lack specificity.155,156 Additional bio-
markers are needed that are better prognostic indicators than hormone re-
ceptor status, and a better understanding of the genetic characteristics of
patients is needed to improve current clinical practice. Ideally, a method for
preoperative molecular profiling should be developed that can guide treat-
ment strategies.

In recent years metabolites of biofluids have been analyzed for their po-
tential in cancer diagnosis and follow up of treatment. Especially urine an-
alysis for the routine monitoring of metabolomic disorders has attracted a
reasonable amount of interest among scientists because the procedure can be
done easily, noninvasively and repeatedly for a large number of samples with
high precision. Generally volatile organic metabolites (VOM) get enriched in
urine and their analysis is easy.157 The advantage of adopting metabolomic
approach lies in the fact that metabolites are much more stable than RNA and
proteins and their levels predict those pathways which are affected during
disease development. In one small study with urine from controls and breast
cancer, VOMs were identified which were differentially expressed in patients
only.158 Higher levels of 4-carene, 3-heptanone, 1,2,4-trimethylbenzene,
2-methoxythiophene, and phenol, and lower levels of dimethyl sulfides were
observed in breast cancer patients. Urine metabolites have also been used for
diagnosis of colon, lung, liver, and prostate cancer.157

Characterizing metabolomic pathways helps in making treatment de-
cisions.159 Circulating biomarkers, especially diabetes biomarkers discussed
in this article, should be used for disease stratification of patients followed
by completion of questionnaires such as: (i) how can the group be best de-
fined in terms of biomarker levels? (ii) cause of the unexpected results; (iii)
underlying genetic trait; and (iv) will one group respond better than other?
This approach may lead us in the direction of personalized medicine. We
have summarized potential challenges and research opportunities in
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utilizing biomarker information in disease detection, diagnosis, prognosis,
and drug response in Figure 14.2.

14.4 CONCLUSIONS

Biomarker screening tests face the challenge in transition of tests from the
research level in the laboratory to their beneficial use in the clinic. The
biomarkers need to be highly specific and sensitive for the detection in
clinical samples in order to avoid false positive tests that could lead to
misdiagnosis and wrong therapeutic selection. An ideal biomarker should
be used for screening in a large population study to validate the effectiveness
of the screening and should be proven effective in populations with different
genetic background. It has been seen that many biomarkers that correlate
with disease statistically may not be useful in the clinic. It is advisable to
study patient populations with diversity because the biomarkers might show
different responses in different populations.

Considerable amount of knowledge has been obtained in understanding
cancer biology and identification of biomarkers which can detect cancer but
implication of that information in clinic is still challenging.160 Clinical val-
idation is the main hurdle in the process. In one case control study of the

Figure 14.2 Potential challenges and research opportunities in utilizing biomarker
information in disease detection, diagnosis, prognosis, and drug
response.
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Prospect-EPIC (European Prospective Investigation into Cancer and nu-
trition) where more than 300 breast cancer patients and matched controls
were tested for breast cancer over a period of three years using a panel of
eight serum biomarkers (osteopontin, haptoglobin, cancer antigen 15-3,
carcinoembryonic antigen, cancer antigen-125, prolactin, cancer antigen 19-
9, and alpha-fetoprotein), very low specificity (50%) and sensitivity (50%) was
observed.1This may be due to different subtypes of breast cancer in collected
samples. Such epidemiologic studies should select a broader target set of
potential biomarkers which could be enabled by antibody array technologies
where profiles of up to 100 antibodies can be followed simultaneously.
Making different groups, based on the status of hormone receptors (estrogen
and progesterone), might also be helpful.

In case of cancer, the need for identification and characterization of early
cancer diagnostic biomarkers is high because cancer is a heterogeneous
disease and the patient’s individual molecular profiling due to tumor
microenvironment determines the disease development and response to
treatment.2,5 The tumor microenvironment is affected by several factors
including epigenetic factors of the cell.

Reasonable progress has been made in clinic in some cases where bio-
markers lead to better efficacy, less toxicity, better diagnosis and predictable
prognosis. However, this has been possible only in a few select disease
conditions. We anticipate that such success will soon be replicated in several
critical diseases. There is an apparent need for new biomarkers and the
upcoming technologies promise the development of new biomarkers, which
would change the course of disease detection and management. This will be
a gain for the medical field with improved patient care and better clinical
outcome.

The main areas which need progress/attention are the cost and high
throughput. Another area where scope for further progress remains is the
application of biomarkers in clinic. Proper analytical and clinical validation
of early biomarkers has not been achieved. Clinical validation of identified
biomarkers is especially the key challenge in the field. The National Cancer
Institute has developed guidelines for the analytical and clinical validation
of biomarkers but none of the biomarkers has been validated to date.161

Integration of genomic and proteomic biomarkers with epigenetic bio-
markers may help us subtyping disease stages.6 Many times results of
methylation profiling from blood and tissues are different. Koestler et al.
conducted a systematic epigenome-wide methylation analysis and demon-
strated that shifts in leukocyte subpopulations might account for a con-
siderable proportion of variability in these patterns.7 The location of miRs in
any specific organ should be carefully determined. In a tissue biopsy the
local concentration (number of miRs) may be low or high. Determining the
accurate level of miRs is very critical.

Association studies are extremely powerful in identifying low-penetrance
new SNPs (biomarkers) which may have therapeutic implications. Identifi-
cation of common low-susceptibility alleles is useful because it provides
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possible insight into the mechanisms of tumor biology and identify high risk
individuals. Since genotyping is not expensive these days, the information
from such studies can be utilized in personalized medicine by targeted
primary and secondary prevention.

Although individual omics techniques have generated a large number of
potential biomarkers for any given cancer; due to heterogeneity of carcino-
genesis process, an integrated approach is required to gather all potential
biomarkers and to identify key biomarkers for diagnosis, prognosis and
therapy.

We emphasize that considerable progress has been made in disease-
associated biomarkers which can be used for the complete spectrum of
different diseases, from risk assessment to follow up survival. Information
discussed in this article may be useful in developing new intervention and
therapeutic targets.
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ABSTRACT Target identification is the first step in the drug and vaccine discovery process; in silico
subtractive genomics is widely used in this process. Using this approach, in recent years, a large number of
targets have been identified for bacterial pathogens that are either drug resistant or for which no suitable
vaccine is available; most such reports concern a specific pathogen. The in silico method reduces the time
as well as the cost of target screening. Although a powerful technique that can be applied to a wide range
of pathogens, there are many pitfalls in the analysis and interpretation of the data. We review this
approach, including targets that have been identified with this technique and various other aspects,
including advantages and disadvantages. We also discuss our own experiences using this technology.
Drug Dev Res 72:162–177, 2011. r 2010 Wiley-Liss, Inc.
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INTRODUCTION

Although high-throughput techniques and syn-
thetic chemistry are an integral part of today’s drug
discovery process, accelerating the process manifold,
the introduction of a new drug on the market still takes
10–15 years and therefore requires a huge investment
[Plotkin, 2005]. Technological advancements, along
with improved and innovative strategies, could reduce
the cost and the time required to develop a new drug.

Most infectious diseases are caused by bacterial
pathogens. An increase of 58% in the mortality rate due
to such infectious diseases has been reported from
1980 to 1992 in the United States [Pinner et al., 1996].

According to the 2004 World Health Organization
Report [www.who.int/whr/2004/annex/topic/en/annex_
2_en.pdf], 16.4 million people died worldwide in that
year from bacterial infectious diseases. Although
several antibiotics are currently available for each
bacterial pathogen, the emerging drug-resistant strains
of such pathogens make them difficult to control,
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perhaps due to decades-old uses of such drugs in
human patients [Arias and Murray, 2009].

Drug target identification is the first step in the
drug discovery process [Chan et al., 2010]. Because of
the availability of both pathogen and host–genome
sequences, it has become easier to identify drug targets
at the genomic level for any given pathogen [Allsop,
1998; Stumm et al., 2002; Meinke et al., 2004; Owa,
2007]. In recent years, the strategies are shifting
progressively from a generic approach to genomic
and metabolomic approaches [Ishii et al., 2004; Lin and
Qian, 2007] to identify novel drug targets that are
required to design new defenses against antibiotic-
resistant pathogens [McDevitt and Rosenberg, 2001;
Mills, 2006; Fischbach and Walsh, 2009]. Tremendous
advancements have been made in target identification
and drug discovery since the human genome
sequence became available [Lander et al., 2001; Venter
et al., 2001].

Use of computational approaches, with integrated
genomics, proteomics, transcriptomics, interactomics,
signalomics, and metabolomics, are current trends in
target discovery for most human diseases, especially for
cancer, cardiovascular, neuroendocrine, and infectious
diseases; they make the discovery process faster and
more cost effective. Currently, genomics and more
specifically in silico comparative, subtractive, and
functional genomics are being widely used to identify
novel drug and vaccine targets in order to develop
effective antibacterial agents and vaccines against
bacterial pathogens that are either resistant to existing
antibacterial regimens or for which a suitable vaccine is
not available [Ji, 2002; Pucci, 2006].

Computational metabolic flux modeling, along
with systems approaches, have been found to be a great
aid for understanding and manipulating microbial
metabolism [Downs, 2006; Thykaer et al., 2009]. They
can help in the identification of key essential or survival
proteins (the targets) of the organism that can be
inhibited by using appropriate lead molecule(s) identi-
fied by in silico virtual screening. Additionally, in silico
comparative genomics-based subtraction analysis using
host and pathogen genomes is a powerful approach for
the identification of genus- or species-specific genes, or
groups of genes that are responsible for a unique
phenotype as well as the virulence factors of the
pathogen [Huynen et al., 1997, 1998]. It is then
necessary to determine whether these genes are
essential survival genes of the pathogen and whether
there are non-host homologues. Simultaneously, meta-
bolic pathway subtraction is required to identify
metabolic pathways that host and pathogen have in
common and pathogen-specific pathways. Once the
essential non-host homologue survival genes of a

pathogen are identified, they need to be allocated to
known pathways. If an essential non-host homologue
survival gene is found crucial in any of the pathogen’s
metabolic pathways, it is considered a putative target.
To identify a vaccine target, additional analyses, such as
localization, antigenicity, and membrane topology, are
required in order to design epitopes.

In this review we present an overview of in silico
subtractive genomics approaches used to identify
genomic targets in various human pathogenic bacteria,
along with information from our own experiments
using this approach. We also discuss various aspects,
including advantages, disadvantages, and future pro-
spectives for this approach.

STRATEGIES FOR SUBTRACTION-BASED TARGET
DISCOVERY

Concept of Essential Non-Host Homologue Genes

Subtractive genomics-based target identification
is based on essential genes and the non-host homo-
logue. Essential genes are genes that are required for
growth, adaptability and survival of an organism.
Therefore, deficiency of any such gene should be lethal
to the organism. Essential genes are likely to have a
common function across all organisms [Mushegian and
Koonin, 1996]. Often such essential genes are evolu-
tionally conserved in different taxa [Itaya, 1995;
Tatusov et al., 1997; Koonin et al., 1998; Jordan et al.,
2002; Kobayashi et al., 2003]. Essential genes can be
identified through random mutagenesis of bacterial
genomes [Hood, 1999]. The Database of Essential
Genes (DEG) [Zhang et al., 2004] is the main resource
that lists experimentally validated essential genes in
bacteria, fungi, plants, and animals. DEG can readily
be used for target identification through comparative
and subtractive genomics approaches. A non-host
homologue (not present in the host but present in
the pathogen) essential gene of a pathogen is
considered a good target against the pathogen [Sa-
kharkar et al., 2004]. Ideally, a target should fulfill four
properties: (1) it must be an essential gene for survival
or pathogenesis of the target organism; (2) druggability,
i.e., having protein structure characteristics that make
it amenable to bind to small inhibitor molecules; (3)
functional and structural characterization, with estab-
lished assays for screening small molecule inhibition;
and (4) distinctness from current drug targets to avoid
cross-resistance [Holman et al., 2009]. Both experi-
mental and computational methods are available for
essential gene-based target prediction; however, the
computational methods are preferable as they require
less time, labor, and are less expensive [Itaya, 1995;
Kobayashi et al., 2003].
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Genome Subtraction

Subtraction literally means ‘‘removed from below,’’
more precisely, taking a smaller piece from a larger one.
It is a mathematical approach to determine the difference
between two amounts in the same category. Subtractive
genomics is based on a comparative genomics approach;
generally, we use two genomes and subtract the genomic
data set of one from the other to obtain genus-, species-,
and unique phenotype-specific genes. In target identifi-
cation, the pathogen genome, within which target(s) have
to be identified, is subtracted from the host genome, and
subtracted genome sequences or genes (non-host homo-
logues) are further analyzed to determine whether they
are essential for pathogen survival. These essential and
non-host homologues must be a critical component in
vital physicochemical and metabolic pathways, so that a
designed drug or a lead compound specific to such
target(s) will only impact on the pathogen’s system,
without hampering host physiology or any aspect of host
biology. Identified targets may be used to design
and develop drugs, vaccines, or dual-purpose targets
[Sakharkar et al., 2004; Dutta et al., 2006; Barh and
Kumar, 2009; Barh et al., 2009]. In general, enzyme
targets located in the cytoplasm are good candidates for
drug development; exo-membrane (surface-exposed) and
secreted protein targets, based on their antigenicity, can
be used for peptide vaccine design. Exo-membrane
enzyme or transporter targets are most suitable for dual
purpose [Barh et al., 2009].

METHODS FOR IN SILICO SUBTRACTIVE
GENOMICS FOR TARGET DISCOVERY

Subtractive genomics provides new opportunities
for finding optimal targets among unexplored cellular
functions, based on an understanding of related biologi-
cal processes in bacterial pathogens and their hosts
[Dong et al., 2009]. The in silico method follows a similar
strategy of subtractive hybridization, suppressive sub-
tractive hybridization, positional cloning, and compara-
tive genomics that can be used for the identification of
drug targets in the wet lab. This strategy was first applied
to Helicobacter pylori [Huynen et al., 1997, 1998]. A
differential genome display approach was used in this
case; it relies on the fact that parasitic bacterial genomes
are smaller and encode fewer proteins than a closely
related free-living bacterial organisms. Hence, genes
which are present in the parasitic bacterium, but absent
in closely related free-living taxa, are responsible for
adaptability and pathogenicity and therefore may be
considered candidate targets. This strategy has evolved
over time and has become much faster and
more sensitive as a result of the availability of the
complete genome sequence of several pathogenic

bacteria, improved computational tools, and various
databases. The efficiency of this method was further
boosted manifold with the development and availability
of DEG. This approach was successfully used for the first
time to identify essential genes and targets in Pseudo-
monas aeruginosa by Saharker et al. [2004], using DEG.
Since then, this approach has been widely applied with
slight modifications to identify targets in several patho-
genic bacteria, including P. aeruginosa [Sakharkar et al.,
2004; Perumal et al., 2007], H. pylori [Dutta et al., 2006],
B. pseudomallei [Chong et al., 2006], A. hydrophila
[Sharma et al., 2008], N. gonorrhoeae [Barh and
Kumar, 2009], N. meningitides [Sarangi et al., 2009],
M. tuberculosis [Asif et al., 2009], S. typhi [Rathi et al.,
2009], M. leprae [Shanmugam and Natarajan, 2010], and
M. pneumonia [Gupta et al., 2010]. Table 1 lists bacterial
pathogens affecting humans to which this strategy has been
applied in order to identify targets in these pathogens.

Current Methodology

The NCBI Genome database (www.ncbi.nlm.nih.
gov/genome), the Swiss-Prot protein database (http://
us.expasy.org/sprot) [Bairoch and Apweiler, 1997],
DEG (http://tubic.tju.edu.cn/deg), KEGG [Ogata
et al., 1999], BLAST tools (http://blast.ncbi.nlm.nih.
gov/Blast.cgi), VFDB [Chen et al., 2005], cellular
localization prediction tools, such as CELLO [Yu
et al., 2004], PSLpred [Bhasin et al., 2005], PSORTb
[Gardy et al., 2005], and SOSUI-GramN [Imai
et al., 2008], are integral parts of current subtractive
genomics-based bacterial target identification strate-
gies. In general, the host (human) and the pathogen (in
which the target is to be identified) genomes and
proteomes are collected from the NCBI genome server.
The pathogen genome is then subjected to NCBI
human BLAST to subtract the non-human homologous
genes of the bacteria. Each identified non-human
homologue gene and protein sequence of the pathogen
is then subjected to BLASTx and BLASTp, using the
bacterial BLAST option in DEG. A BLAST hit with
significant cutoff values against any bacterial sequence
listed in DEG gives an indication that the query
sequence of the bacteria under study is a putative
essential gene in the organism. Identified putative,
essential non-human homologues genes (targets) are
then mapped in metabolic pathways (pathogen unique
and host–pathogen common) in which they are involved,
using comparative pathway analysis for humans and the
pathogen, available in the KEGG database. Essential
non-human homologues that are crucial in pathways
are identified and subsequently analyzed to determine
their localization (cytoplasmic, membrane, exo-membrane,
or secreted), using appropriate localization prediction
tools, and enzymatic activity-related information is
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collected from www.expacy.org. Both the localization
and enzyme-related information may also be collected
from Swiss-Port (if available). Cytoplasmic and mem-
brane channel proteins are selected for drug targeting,
whereas membrane, exo-membrane, and secreted
proteins are used to design peptide vaccines. The
overall approach is shown in Figure 1. Drug and
vaccine targets for several human bacterial pathogens
have been reported, using this innovative strategy.
Table 2 presents a list of pathogens along with the
applied cutoff values for BLAST.

Our Strategy

In a modified approach that we developed [Barh
and Kumar, 2009; Barh and Misra, 2009], we first

screen the essential genes of the pathogen using DEG
and then identify the non-human homologues to reduce
the number of BLASTs. We also use pathway subtrac-
tion instead of using all pathways present in host and
pathogen. Our pathway analysis-based target identifica-
tion is based on criteria such as: (1) the target must be
an essential non-host homologue; (2) the target must be
a core gene of the pathogen; (3) the pathogen’s unique
pathway related targets are more favorable and will be
superior if the target is involved in multiple pathways;
(4) pathways having multiple targets are superior to
those having single targets; (5) in the case of enzyme
targets in host–pathogen common pathways, it should
not be of the same class of protein, and the EC. no. of
the target should not match that of any protein product

Fig. 1. Schematic representation of steps involved in in silico subtractive genomics-based target identification in bacterial pathogens. Identified
targets can be used to develop drugs or vaccines, depending on their localization, exo-membrane topology, or secreted protein properties.
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of the host; and (6) pathogenic island-related or
virulence proteins are considered superior targets.

TOOLS DEVELOPED FOR GENOME SUBTRACTION

Initial Approaches

The entire process of genome subtraction can
be carried out using an in silico approach; to our
knowledge, only two complementary in silico methods
have been developed that allow genome subtraction.
These are based on computed clusters of homologous
proteins or on pairwise protein comparisons. First, all
proteins of a sequence database, including those of
complete genomes, are compared with each other
using similarity search software, such as BLAST
[Altschul et al., 1997, 1990] or FASTA [Pearson and
Lipman, 1988]. Corresponding search outputs are then
processed according to default constraints to extract
significant hits. Finally, protein families are constructed
using single transitive links. If proteins A and B are
similar according to the constraints, and proteins B and
C are also similar, proteins A, B, and C are then stored
in the same cluster. Software tools and databases, such
as CluSTr [Kriventseva et al., 2001], COG [Tatusov
et al., 2001], Hobacgen [Perrière et al., 2000],
ProtoMap [Yona et al., 1999], and Systers [Krause
et al., 2002] provide access to such sets of homologous
proteins. However, COG contains a tool called the
‘‘phylogenetic pattern search,’’ which allows genome
subtraction to select protein families. The second
approach does not use fixed constraints. The user
declines the similarity thresholds to decide whether a
coding sequence is present or absent in a genome. The
software Seebugs belongs to this category; it is based
on a protein sequence comparison, using the FASTA
program [Bruccoleri et al., 1998].

Current Approach-Based Tools

The target identification method involves a
number of steps; therefore we need to develop
bioinformatics tools that can perform the entire process
on a single platform. Bruccoleri et al. [1998] developed
a simple but efficient in silico tool that can predict
putative targets based on subtraction of conserved
sequences of essential genes in user-specified genomes.
To develop an automated computational tool, FindTar-
get was built based on BLASTp comparative proteomes
[Chetouani et al., 2001]. However, this tool cannot
perform the entire process. In a further advancement,
Singh et al. [2006] designed the T-iDT tool, which finds
essential bacterial genes as well as non-human homo-
logues, by using DEG and a human protein database.
This tool can predict both the essential genes and
potential targets in a pathogen genome at the same

time. However, a pathway-based approach is not
integrated into this tool. Recently, efforts have been
made to integrate several parameters to enhance the
efficacy of the prediction. The mGenomeSubtractor is
one of such tools; it performs a rapid analysis of core,
accessory, and essential genes, virulence factors, species-
specific genes, and targets, using a mpiBLAST-based
in silico subtractive genome hybridization method
[Shao et al., 2010]. This tool can be accessed from
http://bioinfo-mml.sjtu.edu.cn/mGS/. A list of available
tools and databases useful for subtractive genomics-
based bacterial target identification is given in Table 3.

Although in recent years several targets have
been reported from various pathogenic bacteria, using
genomic subtraction, no database has listed all such
targets, except the Genomic Target Database (GTD)
(www.iioab.webs.com/GTD.htm), which we started to
develop in 2009 [Barh et al., 2009]. This database is a
readily available resource that can be used to design
mutagenesis studies to validate essential genes as well
as the targets of pathogens listed in the database.
However, currently, the database is not enriched with
all targets available in the literature, as the number of
reported pathogens and their targets is huge.

IDENTIFIED TARGETS

Target identification using subtractive genomics
has generated a large number of targets from various
pathogens. As this method is based on comparative
genomics and DEG is most commonly used, several
targets are found to be common in many bacteria;
however, species or strain-specific, and novel targets
have also been reported [Barh and Kumar, 2009;
Sarangi et al., 2009]. Even though metabolic pathways
related to both cytoplasmic and membrane-associated
targets have been used to design both drugs and
vaccines for many pathogens [Sakharkar et al., 2004;
Sharma et al., 2008; Barh and Kumar, 2009], in some
cases membrane-localized and secreted proteins were
focused to identify potential vaccine targets [Dutta
et al., 2006; Barh and Misra, 2009]. We have given
more importance to targets related to pathways unique
to bacteria [Barh and Kumar, 2009]; others have given
equal importance to all targets [Sakharkar et al., 2004;
Sharma et al., 2008]. Targets related to pathogens’
unique pathways (e.g., D-alanine metabolism, two-
component system, type II and III secretion systems,
bacterial chemotaxis, and lipopolysaccharide and pep-
tidoglycan biosynthesis) are �60–70% in common,
regardless of the genotype of the pathogen, and
�30–40% of the targets are genus or strain specific.
Table 4 presents a list of targets from pathways unique
to bacteria. The number of targets reported in the
literature from host–pathogen common pathways is
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higher than the number of unique pathway targets.
Some important targets from such common pathways
are listed in Table 5.

ADVANTAGES OF IN SILICO SUBTRACTIVE
GENOMICS FOR TARGET DISCOVERY

The importance of in silico subtractive genomics
in drug-target identification is a function of its rapid and

cost-effective screening of targets at the genome level.
It also shortens the time required to develop immu-
nomics-based antigens and thereby speeds up peptide
vaccine design [Barh et al., 2010a,b]. Another major
advantage is identification of putative essential genes in
pathogens, which can be validated via mutagenesis
studies [Sakharkar et al., 2004]. GTD has been
developed with subtractive genomics-based targets to

TABLE 3. Databases and Tools Used in Subtractive Genomics-Based Bacterial-Target Identificationy

Utility Website References

Database
NCBI bacterial genomes Recourse of bacterial genomes http://www.ncbi.nlm.nih.gov/genomes/

genlist.cgi?taxid 5 2&type 5 0&name 5

Complete%20Bacteria
GOLD: Genomes Recourse of genome projects http://www.genomesonline.org/ Bernal et al. [2001]
Swiss-port Proteome database http://www.expasy.org/sprot/ Bairoch and Apweiler

[1997]
Database of Essential

Genes (DEG)
Screening of essential genes http://tubic.tju.edu.cn/deg/ Zhang et al. [2004]

Kyoto Encyclopedia of
Genes and Genomes
(KEGG)

Pathway comparison and
subtraction

http://www.genome.jp/kegg/ Ogata et al. [1999]

Genomic Target Database
(GTD)

List of bacterial targets based on
subtractive genomics

www.iioab.webs.com/GTD.htm Barh et al. [2009]

Virulence Factors of
Pathogenic Bacteria
Database (VFDB)

Resource of virulence factors of
various medically significant
bacterial pathogens

http://www.mgc.ac.cn/VFs/main.htm Chen et al. [2005]

Tools
CELLO Subcellular localization

prediction for bacteria and
eukaryotes

http://cello.life.nctu.edu.tw/ Yu et al. [2004]

PSORTb Subcellular localization
prediction for gram-negative
and gram-positive bacterial
proteins

http://www.psort.org/psortb/ Gardy et al. [2005]

SOSUI-GramN Subcellular localization
prediction for gram-negative
bacterial proteins

http://bp.nuap.nagoya-u.ac.jp/sosui/sosuigramn/
sosuigramn_submit.html

Imai et al. [2008]

PSLpred Subcellular localization
prediction for gram-negative
bacterial proteins

http://www.imtech.res.in/raghava/pslpred/ Bhasin et al. [2005]

NCBI human BLAST Subtraction of non-human
homologue genes

http://www.ncbi.nlm.nih.gov/genome/seq/
BlastGen/BlastGen.cgi?taxid 5 9606

Altschul et al. [1990]

FindTarget Subtractive genomics (link is not
working)

http://bioweb.pasteur.fr/seqanal/findtarget Chetouani et al. [2001]

T-iDT Platform for identification of
subtractive genomics based
essential non-human
homologue (link is not
working)

http://www.milser.co.in/research.htm Singh et al. [2006]

mGenomeSubtractor in silico subtractive hybridization http://bioinfo-mml.sjtu.edu.cn/mGS/ Shao et al. [2010]
SignalP� Signal peptide prediction http://www.cbs.dtu.dk/services/SignalP/ Bendtsen et al. [2004]
TMHMM� Transmembrane domain

prediction
http://www.cbs.dtu.dk/services/TMHMM/ Krogh et al. [2001]

LipoP� Lipoprotein prediction http://www.cbs.dtu.dk/services/LipoP/ Juncker et al. [2003]
SurfG� Bacterial protein subcellular

localization
http://genome.jouy.inra.fr/surfgplus/ Barinov et al. [2009]

yFindTarget and T-iDT web addresses mentioned in the references are currently not working. Tools used in reverse vaccinology are marked with
an asterisk (�).
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TABLE 4. Selected Targets From Pathogen-Specific Metabolic Pathways�

Pathways unique to bacteria Genes EC No. Localization

1 Bacterial chemotaxis
Methyltransferase PilK pilK 2.1.1.80 Cytoplasm
Two-component sensor PilS pilS 2.7.3.- Membrane
Chemotaxis-specific methylesterase 3.1.1.61 Cytoplasm
Sensor histidine kinase 2.7.13.3 Cytoplasm

2 Polyketide sugar unit biosynthesis
Glucose 1-phosphate thymidylyltransfease rmlA 2.7.7.24 Cytoplasm
dTDP-D-Glucose 4,6 dehydratase rmlB 4.2.1.46 Cytoplasm
dTDP-4-dehydrorhamnose 3,5 epimerease rmlC 5.1.3.13 Cytoplasm
dTDP-4-dehydrorhamnose reductase rmlD 1.1.1.133 Cytoplasm

3 Lipopolysaccharide biosynthesis
Probable glucosyltransferases 2.4.- Cytoplasm
3-deoxy-manno-octulosonate cytidylyltransferase kdsB 2.7.7.38 Cell wall
Putative 3-deoxy-D-manno-octulosonate 8-phosphate phosphatase 3.1.3.45 Cytoplasm
Tetraacyldisaccharide 40-kinase lpxK 2.7.1.130 Cell wall
Lipid A-disaccharide synthase lpxB 2.4.1.182 Cytoplasm
Lipopolysaccharide core biosynthesis protein WaaP waaP 2.7.-.- Cytoplasm
Poly(3-hydroxyalkanoic acid) synthase 1 phaC1 2.3.1.- Cytoplasm
UDP-3-O-[3-hydroxymyristoyl] glucosamine N-acyltransferase 2.3.1.- Cytoplasm
UDP-glucose:(heptosyl) LPS a 1,3-glucosyltransferase WaaG waaG 2.4.1.- Cytoplasm
UDP-2,3-diacylglucosamine hydrolase 3.6.1.- Cytoplasm
UDP-3-O-acyl-N-acetylglucosamine deacetylase lpxC 3.5.1.- Cytoplasm
UDP-N-acetylglucosamine acyltransferase lpxA 2.3.1.129 Cytoplasm
Putative sugar kinase/ADP heptose synthase rfaE 2.7.1.- Cytoplasm
Lipopolysaccharide heptosyltransferase I rfaC 2.4.-.- Cytoplasm
ADP-heptose–LPS heptosyltransferase II rfaF 2.4.-.- Cytoplasm
ADP-L-glycero-D-mannoheptose 6-epimerase rfaD 5.1.3.20 Cytoplasm
2-dehydro-3-deoxyphosphooctonate aldolase (KDO 8-P-synthase) kdsA 2.5.1.55 Cytoplasm

4 D-alanine metabolism
D-alanine-D-alanine ligase A Ddl 6.3.2.4 Cell wall
Biosynthetic alanine racemase Alr 5.1.1.1 Cytoplasm

5 Carbon fixation in photosynthetic organisms
Fructose-1,6-bisphosphate aldolase alf/tsr 4.1.2.13 Cytoplasm

6 Two-component system
Nitrite two-component system transcriptional response regulator narL Intracellular
Two-component sensor PilS pilS 2.7.3.- Membrane
Probable 2-(50-triphosphoribosyl)-30-dephosphocoenzyme-A synthase 2.7.8.25 Cytoplasm
Serine protease MucD precursor mucD 3.4.21.- Cytoplasm
Probable acyl-CoA thiolase 2.3.1.9 Cytoplasm
Glutamine synthetase glnA 6.3.1.2 Cytoplasm
Citrate lyase b chain 4.1.3.6 Cytoplasm
Putative nitrogen regulatory protein P-II glnB Cytoplasm
Protein-PII uridylyltransferase glnD 2.7.7.59 Cytoplasm
b-lactamase precursor ampC 3.5.2.6 Extracellular
Anthranilate synthase component II trpG 4.1.3.27 Membrane
Anthranilate phosphoribosyltransferase trpD 2.4.2.18 Cytoplasm
Indole-3-glycerol-phosphate synthase trpC 4.1.1.48 Cytoplasm
Tryptophan synthase subunit b trpB 4.2.1.20 Cytoplasm
Tryptophan synthase a chain trpA 4.2.1.20 Cytoplasm
Potassium-transporting ATPase kdpA 3.6.3.12 Membrane
Probable methylesterase 3.1.1.61 Cytoplasm
Alkaline phosphatase phoA 3.1.3.1 Membrane
Respiratory nitrate reductase a chain narG 1.7.99.4 Cytoplasm
Sensor histidine kinase 2.7.13.3 Cytoplasm

7 Type II secretion system
Two-component sensor PilS pilS 2.7.3.- Membrane
Leader peptidase (prepilin peptidase)/N-methyltransferase pilD 3.4.23.43 Membrane
Methyltransferase PilK pilK 2.1.1.80 Membrane
Sensor histidine kinase 2.7.13.3
Type IV pilus assembly protein PilF Membrane
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obtain a readily available resource of putative essential
genes as well as drug targets in human bacterial
pathogens [Barh et al., 2009]. Selective and essential
genes of pathogens that are non-homologous to the host
are considered putative targets. Such target sequences
are not present in the host, making the identified target
unique to the pathogen. Thus, inhibition of such targets
with appropriate drug(s) should avoid cytotoxicity issues
in the host and will reduce the cost of ADMET
validation of newly designed drugs [Sakharkar et al.,
2004, Barh and Kumar, 2009].

SCOPE IN REVERSE VACCINOLOGY

Reverse vaccinology (RV) is a computational
approach that takes a path different from conventional
approaches for the development of vaccines [Bambini
and Rappuoli, 2009; Serruto and Rappuoli, 2006].
Rather than start from a set of proteins that have
experimentally been proven antigenic, RV explores
previously unconsidered possibilities. RV seeks candi-
date proteins to elicit immune responses in the entire
genome of an organism against which a vaccine is
required; however, special attention is given to proteins
that are secreted or exposed on the cell wall of the
organism [Rappuoli, 2000]. Subtractive genomics-
based target discovery is applicable to both drug and

vaccine targets. It is preferable that a vaccine candidate
be a non-human homologue. In bacteria, it is known
that exported proteins are the main forms of interaction
with cells infected by such organisms; therefore they
are potential candidates for vaccine targets [Sibbald
and van Dij, 2009; Simeone et al., 2009; Stavrinides
et al., 2008; Bhavsar et al., 2007]. Hence, a non-human
homologue secreted, or exo-membrane, or exported
protein will be a better option for developing vaccine
following RV. Table 6 lists bacterial pathogens for
which RV methods are used for developing vaccines.

RV-related tools (see Table 3, marked with an
asterisk) are widely used by the scientific community to
ensure viability and increase reliability. As an example,
we can cite the software SignalP [Bendtsen et al., 2004]
for protein motif identification, which indicates the
existence of signal peptides; the software TMHMM
[Krogh et al., 2001] indicates transmembrane motifs.
RV makes use of large-scale software, analyzing all the
proteins derived from the genome and combining
results. An example of combined results is to determine
whether a protein is secreted because of a signal
peptide (SignalP), taking into account that there is only
one possible transmembrane domain (TMHMM).
Otherwise, even though there is a signal peptide, the
protein remains anchored to the cell membrane, which

TABLE 4. Continued

Pathways unique to bacteria Genes EC No. Localization

Putative type IV pilin protein PilV Fimbrium
8 Type III secretion system

Flagellum-specific ATP synthase fliI 3.6.3.14 Cytoplasm
ATP synthase F0, B subunit 3.6.3.14 Membrane

9 Flagellar assembly
ATP synthase F0, B subunit 3.6.3.14 Membrane

10 Phosphotransferase system (PTS)
Phosphotransferase system, fructose-specific IIBC component fruA 2.7.1.69 Membrane
Putative two-component system transcriptional response regulator pstN Cytoplasm
Probable phosphotransferase system enzyme I 2.7.3.9 Cytoplasm

11 Biosynthesis of siderophore group nonribosomal peptides
Isochorismate synthase pchA 5.4.4.2 Cytoplasm
Isochorismate pyruvate lyase pchB 4.1.99.- Cytoplasm

12 1,2-Dichloroethane degradation
Quinoprotein alcohol dehydrogenase exaA 1.1.99.8 Periplasm
Probable aldehyde dehydrogenase calB 1.2.1.3 Cytoplasm

13 Toluene and xylene degradation
Catechol 1,2-dioxygenase catA 1.13.11.1 Cytoplasm

14 Peptidoglycan biosynthesis
UDP-N-acetyl glucosamine 1-carboxyvinyltransferase murA 2.5.1.7 Cytoplasm
UDP-N-acetyl muramyl tripeptide synthase murD 6.3.2.9 Cytoplasm
UDP-N-acetyl muramoyl alanyl-D-glutamyl-2,6-diamino

pimelate–D-alanyl-D-alanyl ligase
murF 6.3.2.10 Cytoplasm

�Targets have been selected from P. aeruginosa [Sakharkar et al., 2004; Perumal et al., 2007], H. pylori [Dutta et al., 2006], B. pseudomallei [Chong
et al., 2006], A. hydrophila [Sharma et al., 2008], N. gonorrhoeae [Barh and Kumar, 2009], N. meningitides [Sarangi et al., 2009], M. tuberculosis
[Asif et al., 2009], S. typhi [Rathi et al., 2009], M. leprae [Shanmugam and Natarajan, 2010], and M. pneumonia [Gupta et al., 2010]. None of these
targets are found in any single pathogen indicated here. The EC nos. and localization information of targets are also presented.
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TABLE 5. Selected Targets From Metabolic Pathways That Host and Pathogen Have in Common�

Host–pathogen shared pathways Gene EC No. Localization

1 DNA replication, repair, and recombination
DNA polymerase III subunit e 2.7.7.7 Cytoplasm
Holliday junction DNA helicase motor protein ruvA 3.6.1 Membrane

2 Cell cycle
Cell division protein MraZ NA Cytoplasm
Cell division membrane protein FtsW NA Membrane

3 Pyrimidine metabolism
FAD-dependent thymidylate synthase thyX 2.1.1.148 Cytoplasm
Dihydroorotase 3.5.2.3 Cytoplasm

4 Purine metabolism
DNA-directed RNA polymerase subunit a 2.7.7.6 Cytoplasm
DNA polymerase III, alpha subunit 2.7.7.7 Cytoplasm
DNA polymerase III subunit b 2.7.7.6 Cytoplasm

5 Transcription and translation
Transcription anti-termination protein NusB Cytoplasm
50S ribosomal protein L30 rpmD Cytoplasm
50S ribosomal protein L35 rpml Cytoplasm
50S ribosomal protein L34 rpmH Cytoplasm
50S ribosomal protein L1 rplA Cytoplasm
50S ribosomal protein L28 rpmB Cytoplasm
elongation factor P efp Cytoplasm
tRNA guanine-N 1-methyltransferase trmD 2.1.1.31 Cytoplasm

6 Histidine metabolism
Imidazole glycerol-phosphate dehydratase hisB 4.2.1.19 Cytoplasm
Histidinol dehydrogenase hisD 1.1.1.23 Cytoplasm
ATP Phosphoribosyl transferase hisG 2.4.2.17 Cytoplasm
Imidazole glycerol phosphate synthase subunit hisH 2.4.2.- Cytoplasm
Phosphoribosyl-AMP cyclohydrolase 3.5.4.19 Cytoplasm

7 Thiamin biosynthesis
Thiamine monophosphate kinase thiL 2.7.4.16 Cytoplasm
Phosphomethylpyrimidine kinase 2.7.4.7 Cytoplasm
Cysteine desulfurase 2.8.1.7 Cytoplasm

8 Aminosugars metabolism
UDP-N-acetylglucosamine 1-carboxyvinyltransferase 2.5.1.7 Cytoplasm
UDP-N-Acetylenolpyruvoylglucosamine reductase 1.1.1.158 Cytoplasm

9 Phenylalanine, tryptophan, porphyrin and
chlorophyll metabolism

Glutamyl-tRNA reductase 1.2.1.- Cytoplasm
Chorismate mutase 4.2.1.51 Cytoplasm
3-dehydroquinate synthase 4.6.1.3 Cytoplasm
Shikimate dehydrogenase 1.1.1.25 Cytoplasm
Phospho-2-dehydro-3-deoxyheptonate aldolase aroH 2.5.1.54 Cytoplasm

10 Glycine, isoleucine, serine, threonine, lysine metabolism
Homoserine dehydrogenase thrA 1.1.1.3 Cytoplasm
Gycyl-tRNA synthetase subunit b glyS 6.1.1.14 Cytoplasm
Homoserine kinase thrB 2.7.1.39 Cytoplasm
Diaminopimelate epimerase 5.1.1.7 Cytoplasm
Aspartate-semialdehyde dehydrogenase 1.2.1.11 Cytoplasm

11 Terpenoid backbone biosynthesis
4-hydroxy-3-methyl but-2-enyl diphosphate reductase ispH 1.17.1.2 Cytoplasm

12 Riboflavin metabolism
Riboflavin synthase subunit b ribH 2.5.1.9 Cytoplasm
Riboflavin synthase subunit b 2.5.1.- Cytoplasm
GTP cyclohydrolase II 3.5.4.25 Cytoplasm

13 Biotin biosynthesis
Biotin synthase family transferase 2.8.1.6 Cytoplasm
Biotin synthase bioB 2.8.1.6 Cytoplasm
Dethiobiotin synthetase bioD1 6.3.3.3 Cytoplasm

14 Folate biosynthesis
Dihydropteroate synthase FolP 2.5.1.15 Cytoplasm
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leads to the classification of a membrane protein. There
is also the software based on Hidden Markov Models
(HMM) to check whether a protein has classic signs of
retention and the software LipoP [Juncker et al., 2003]
to check whether it is a lipoprotein.

We can make a rational analysis in RV, increasing
the speed and reliability of results. Electron micro-
scopy can be used to measure the thickness of cell
walls. Data on cell wall thickness is used as the cutoff in
the TMHMM output. A recently developed tool, SurfG

TABLE 5. Continued

Host–pathogen shared pathways Gene EC No. Localization

p-Aminobenzoate synthase component 2.6.1.85 Cytoplasm
15 Oxidative phosphorylation

F0F1 ATP synthase subunit A 3.6.1.34 Membrane
F0F1 ATP synthase subunit B 3.6.3.14 Membrane

16 Environmental information processing and membrane transport
ABC transporter iron-uptake fbpB Membrane

17 Protein export
Preprotein translocase subunit SecA secA Membrane
Preprotein translocase subunit SecY secY Membrane
Preprotein translocase subunit SecD secD Membrane

18 Pyruvate, propanoate, taurine, and hypotaurine metabolism
Acetate kinase 2.7.2.1 Intracellular
Phosphotransacetylase 2.3.1.8 Cytoplasm

19 Steroids and isoprene biosynthesis
1-deoxy-D-xylulose 5-phosphate reductoisomerase dxr 1.1.1.267 Cytoplasm
2-C-methyl-D-erythritol 2,4-cyclodiphosphate synthase 4.6.1.12 Cytoplasm

20 Glutamate, D-glutamine, and D-glutamate metabolism
Glutathione synthetase 6.3.2.3 Cytoplasm
UDP-N-acetylmuramate-L-alanine ligase 6.3.2.8 Cytoplasm
Glutamate racemase 5.1.1.3 Cytoplasm

�Targets have been selected from P. aeruginosa [Sakharkar et al., 2004; Perumal et al., 2007], H. pylori [Dutta et al., 2006], B. pseudomallei
[Chong et al., 2006], A. hydrophila [Sharma et al., 2008], N. gonorrhoeae [Barh and Kumar, 2009], N. meningitides [Sarangi et al., 2009],
M. tuberculosis [Asif et al., 2009], S. typhi [Rathi et al., 2009], M. leprae [Shanmugam and Natarajan, 2010], and M. pneumonia [Gupta et al.,
2010]. All these targets are not found in any single pathogen indicated here. EC nos. and localization information of targets are also presented.

TABLE 6. Bacterial Pathogens for Which Reverse Vaccinology Approaches Have Been Adopted to Develop Vaccines�

Bacteria Disease Vaccine approach Vaccine development stage

B. anthracis Anthrax Reverse vaccinology, CGH
microarray, microarray
proteomics, immunoproteomics

Discovery/preclinical

C. pneumoniae Pneumonia, meningitis, middle era
infections

Reverse vaccinology, proteomics Discovery/preclinical

H. pylori Ulcer, atrophicgastritis,
adenocarcinoma, lymphoma

Reverse vaccinology,
immunoproteomics

Discovery/preclinical

M. tuberculosis Tuberculosis Reverse vaccinology Discovery/preclinical
N. meningitidis

Serogroup B
Bacterial meningitis, septicemia Reverse vaccinology, microarray,

proteomics
Phase II clinical trials

S. aureus Variety of infections, including, pelvic
syndrome, rapidly progressive
pneumonia, ocular infections, septic
thrombophlebitis

CGH microarray Immunoproteomics Discovery/preclinical

S. pyogenes (GAS) Many systemic invasive infections,
including necrotizing fasciitis,
myositis, pneumonia, sepsis, arthritis

Genome-wide analysis, proteomics Discovery/preclinical

S. agalactiae (GBS) Bacterial sepsis, pneumonia, meningitis Reverse vaccinology, classical or
comparative

Discovery/preclinical

S. pneumoniae Bacterial pneumonia, sepsis, sinusitis,
otitis media, bacterial meningitis

Classical or comparative, reverse
vaccinology, proteomics

Discovery/preclinical

�Adapted from Bambini and Rappuoli [2009].
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plus, takes into account transmembrane domain
positive prediction, and the estimated size of trans-
membrane domains is confronted with the estimated
measure for the cell wall [Barinov et al., 2009]. In this
way, it is possible to arrive at a more reliable estimate of
the probability of a protein being characterized as an
integrated membrane protein versus exposed on the
surface. Besides developing a list of predicted proteins
that could be exported, we can also make an analysis of
possible B- and T-cell epitopes, in order to create an
additional filter and minimize the list of targets that can
be experimentally proven through this immunoinfor-
matics approach [Serruto and Rappuoli, 2006].

DISADVANTAGES OF THE METHOD

Although the method has many advantages, there
are certain concerns about the use of this technique.
To perform subtraction, both the host and pathogen
genomes are required; if one is not available, the
analysis is difficult to perform. Similar to other in silico
methods, targets derived from such analyses require
experimental validation. In recent years, in almost all
reports, DEG BLAST has been used for identification
of essential genes of the pathogen based on gene or
amino acid sequence similarities. The DEG is con-
tinuously enriched with mutagenesis-based new essen-
tial genes, also including new pathogens. An obvious
concern is the consistency of the number of screened
essential genes for a given pathogen with respect to
time. We found that the number increases dramatically
as a result of data enrichment of the DEG [Barh and
Kumar, 2009]. Second, researchers, including our-
selves, have not considered proteins with less than
100 amino acids [Dutta et al., 2006; Sharma et al.,
2008; Barh and Kumar, 2009]. However, it has been
found with DEG BLAST that many proteins listed in
this essential gene database are o100 amino acids
long. Therefore, when we exclude such small proteins,
we may purge out some novel targets. This may not
always be true, because it has been observed in
mutagenesis studies that when there are insertion
mutations in a nucleotide sequence of o300 bp,
expression of nearby genes is altered, resulting in
lethality, giving a false-positive result concerning the
essentiality of the target gene. Also pathogen genes that
are essential but non-homologous to any DEG-listed
essential gene may be missed. Sakharkar et al. [2004]
cautioned that because the method is based on BLAST
results and does not consider specific growth condi-
tions, care should be taken in interpreting the BLAST
results. Otherwise, a conditional essential gene may be
screened and selected. Hence a parallel method and
tool independent of DEG should be developed. We
found that if we increase the number of different

species/strains within the same genus of the pathogen
and use more than one host, the number of targets is
considerably reduced (unpublished data). Hence, it is
advisable to use multiple strains of a pathogen and all
strain-specific hosts in the analysis to identify common
targets for all strains as well as for a broad host range.
Therefore, a pangenomics approach, including distant
gene relationships, should be considered.

CONCLUSIONS AND PERSPECTIVES FOR THE
FUTURE

In silico subtractive genomics is a rapid, powerful,
and cost-effective approach for screening of drug and
vaccine targets for any given pathogen, provided both
the pathogen and host genomes are available. However,
the identified targets require experimental validation.
This approach requires multiple analyses at different
stages that mostly use BLAST. Parameters of BLAST at
different stages require optimization to standardize the
method. Similarly, an efficient integrated platform
needs to be developed to perform the entire analysis
at the same time. A parallel method independent of
DEG-based screening of essential genes is also
required. Pangenomics-based conserved essential
genes as the targets may be considered in such
analyses. An in silico mutagenesis approach and other
computational validation methods could be included in
the analysis to improve the efficacy of the original
method.
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In this chapter, a novel in silico reverse-transcriptomics strategy is described to identify 

transcription factor (TF) biomarkers for lung cancer and its sub-types. Started with miRNA 

expression profile in lung cancers, we identified all targets of the miRNAs and then target 

enrichment and reverse annotation strategy (using top targets) was adopted to assign gene 

Ontology (GO) to each miRNA. Next, we developed and analyzed global PPI derived from 

cancer specific TF-TF interactions and from that network, cancer related cell cycle specific TF-

TF interaction networks were identified. The miRNA-TF-miRNA or TF-miRNA-TF (miR-miR) 

interactions networks were developed and sub-type specific TF-miRNA-TF /TF-TF network 

were generated. A novel subtractive interactome, subtractive network, and GSEA analysis were 

performed to identify lung cancer sub-type specific potential TF markers. Out of several 

identified markers, we selected 7 TF markers for NSCLC for validation. We used stage-II and 

stage-IV NSCLC tissue samples for microarray analysis and blood samples for qPCR based 

validation. It was found that, upregulation of TFPD1, E2F6, IRF1, and HMGA1 + NO 

expression of SUV39H1, RBL1, and HNRPD in blood sample are characteristics of Adeno and 

Squamous cell lung carcinomas. E2F6 is a novel/newly identified marker for lung cancer. The 

miRNA-marker-miRNA interactions can give novel insight of the lung tumorigenesis. A 

modified strategy can be useful in early marker identification and in developing personalized 

medicine. The strategy can also be equally useful in identifying biomarkers in other complex 

diseases too.   
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Abstract

Lung cancer accounts for the highest number of cancer-related deaths worldwide. Early diagnosis significantly
increases the disease-free survival rate and a large amount of effort has been expended in screening trials and the
development of early molecular diagnostics. However, a gold standard diagnostic strategy is not yet available.
Here, based on miRNA expression profile in lung cancer and using a novel in silico reverse-transcriptomics
approach, followed by analysis of the interactome; we have identified potential transcription factor (TF) markers
that would facilitate diagnosis of subtype specific lung cancer. A subset of seven TF markers has been used in a
microarray screen and was then validated by blood-based qPCR using stage-II and IV non-small cell lung
carcinomas (NSCLC). Our results suggest that overexpression of HMGA1, E2F6, IRF1, and TFDP1 and downregulation
or no expression of SUV39H1, RBL1, and HNRPD in blood is suitable for diagnosis of lung adenocarcinoma and
squamous cell carcinoma sub-types of NSCLC. Here, E2F6 was, for the first time, found to be upregulated in NSCLC
blood samples. The miRNA-TF-miRNA interaction based molecular mechanisms of these seven markers in NSCLC
revealed that HMGA1 and TFDP1 play vital roles in lung cancer tumorigenesis. The strategy developed in this work
is applicable to any other cancer or disease and can assist in the identification of potential biomarkers.

Introduction
Lung cancer is the leading cause among cancer related
deaths worldwide, constituting 17% of new cancer cases
and 23% of deaths from cancer. Although N. American
and European countries show a slow decline in death
rates due to lung cancer, deaths due to this form of can-
cer are increasing considerably in Asian and African
countries [1]. Lung cancer is mainly divided into two

subtypes, small cell lung cancer (SCLC), which accounts
for 10-15% of all cases and non-small cell lung cancer
(NSCLC, 85-90%). The latter group is further histologi-
cally subdivided into four categories; adenocarcinoma,
squamous cell carcinoma, large cell carcinoma and
‘others’, for example cancers of neuroendocrine origin
[2]. The overall 5-year survival rate for NSCLC ranges
from 9% to 15% [3]. The high mortality from lung cancer
is due a combination of lack of reliable early diagnostic
tools [3,4] along with a poor arsenal of lung cancer regi-
mens for stage I lung cancer, whose survival rate is also
surprisingly low [5].
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Numerous studies have utilized different “-omics”-
based approaches to identify molecular signatures in
lung cancer with diagnostic or prognostic value while
using minimally invasive processes. Some of these are as
follows: 34 miRNA signatures [6], expression profiles of
11 miRNAs (miR-106a, miR-15b, miR-27b, miR-142-3p,
miR-26b, miR-182, miR-126, let7g, let-7i and miR-30e-
5p) from serum [7], 7 miRNA signatures [8], overex-
pression of six snoRNAs [9], and expression of 3 miRs
(miR-205, miR-210 and miR-708) in sputum [10]. Addi-
tional signatures and markers have also been reported
from the plasma proteome [11,12], the salivary pro-
teome [13], the serum epigenome [14], sputum-based
genomics [15], and blood-based gene expression studies
[16]. However, none of these have progressed suffi-
ciently to provide the necessary specificity and sensitiv-
ity required for clinical implementation.
microRNAs (miRNAs/miRs) are involved in a variety of

biological processes, including cell cycle regulation, cell
differentiation, development, metabolism, and aging [17].
They have also been shown to be aberrantly expressed in
several cancers [18]. Lung cancer is no exception to this
and miRNA signatures have been suggested to be useful in
diagnosis, prognosis, and therapy [7,19-21]. miRNAs regu-
late posttranscriptional gene expression and a single
miRNA can regulate up to 200 mRNAs including those
for transcription factors (TFs) [22]. Because miRNA tran-
scription is under the regulation of TFs, intriguing feed-
back and feed-forward regulatory loops can be formed
among TFs and miRNAs [17].
In this study we have developed a novel in silico

reverse-transcriptomics strategy followed by interactome
analysis to identify the sub-type specific diagnostic TF
markers in lung cancer. The approach is novel as the
sub-type specific TF markers were identified starting
with experimentally validated miRNA profiles in lung
cancer. We have also attempted to provide a molecular
insight during the early events in lung cancer.

Materials and methods
Literature mining
Extensive literature and text mining was carried out to col-
lect deregulated miRNAs in lung cancers (NSCLC and
SCLC) using databases such as PubMed, Sirus, and Else-
vier as well as search engines such as Google and Google
Scholar. miR2Disease [23] was also used to gather lung
cancer specific miRNAs information. Priority was given to
reports that have used markers based on biopsy samples
and patient’s remote media (blood, serum, plasma, spu-
tum, and bronchioalveolar lavage among others [24]).
Selected miRNAs were then grouped into three categories:
(1) NSCLC specific, (2) exclusively SCLC related, and (3)
common in both the types. The up- and down-regulated

miRNAs within each of these three groups were also
noted.

GO assignment to miRNAs using reverse annotation
strategy
No tool is currently available to classify or cluster miRNAs
as per their GO (Gene Ontology) or functional annotation.
We applied a reverse approach in which GO terms to a
miRNA are assigned based on the functional annotation of
the targets of the particular miRNA. In this approach, we
first identified experimentally validated targets of each
miRNA using miRNA target databases miRWalk [25],
miRecords [26], miReg [17], and miRTarBase [27]. Next,
targets for each miRNA were subjected to ToppGene
Suite [28] for GSEA (Gene Set Enrichment Analysis) can-
didate gene prioritization. The top-ranked genes were
used in DAVID v6.7 [29] analysis for functional annota-
tion clustering and the assignment of GO terms to each
miRNA which targets these genes. GO terms related to
various aspects of cancer were considered. miRNAs and
their corresponding targets that fall under these specific
GO categories were selected, and the rest were ignored
(Figure 1, Step-3).

miRNA-TF-miRNA or TF-miRNA-TF interactions
To date, there is no study reporting direct miRNA-
miRNA interaction. However, it is well known that miR-
NAs can modulate post-transcriptional gene regulation
as well as their own expression through feed-back and
feed-forward loops that are mediated by various TFs.
Therefore, there are miRNA-TF interactions. As TFs
interact with other TFs and proteins, the known TF-TF
networks can be complemented by integrating the rele-
vant miRNA-TF interactions to make TF-miRNA-TF or
TF-miRNA-TF-miRNA interactions. Such TF-miRNA-
TF-miRNA interaction networks will indirectly represent
the miRNA-miRNA interactions.
We thus created a cancer specific TF-TF interaction

network using targets of miRNAs frequently deregulated
in NSCLC, SCLC, or common to both of these types uti-
lizing Osprey v1.0.1 [30] (Figure 1, Step-3). To achieve
this, we selected all experimentally validated, highly
ranked miRNA targets of NSCLC, SCLC, or common to
both that were identified in the previous step and fed
them into Osprey (Figure 1, Step-6). The protein-protein
interaction (PPI) network for each cancer type generated
by Osprey was first filtered sequentially with the “Tran-
scription”, “Cell cycle” and “Cell cycle biogenesis” GO fil-
ters in Osprey (Figure 1, Step-8). Therefore, the resultant
TF-TF interaction network is cell cycle specific. The
sequential filters were used because cell cycle deregula-
tion is one of the major BPs (Biological Processes) that is
affected during tumorigenesis.
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This cell cycle specific TF-TF network was further
enriched by manually mapping the interacting miRNAs
with data collected from the miReg [17], TransmiR [31],
and CircuitsDB [32] databases and from literature mining
to create a TF-miRNA-TF interaction map (Figure 1,
Step-10). Because we have selected lung cancer related
miRNAs (based on GO assignment in the previous step)
and developed a network using their targets, this network
represents the interaction of TFs involved in lung cancer
tumorigenesis. Based on our earlier hypothesis, this inter-
action map also represents the miRNA-TF-miRNA or TF-

miRNA-TF interaction map that is common to both
NSCLC and SCLC. Similarly, NSCLC and SCLC specific
miRNA-TF-miRNA or TF-miRNA-TF or miRNA-miRNA
interaction maps were created using targets of NSCLC
and SCLC unique miRNAs. Therefore, a total of three net-
works were generated (Figure 1, Steps-14-15).

Marker identification
The miRNA-TF-miRNA or TF-miRNA-TF interaction
maps for NSCLC, SCLC, and common developed in the
previous steps were analyzed by subtracting from each

Figure 1 Flow-diagram showing entire strategy that is applied to identify TF biomarkers in Lung cancer based on miRNA profiles.
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other to identify the NSCLC, SCLC, and a common
pathway that is specific unique TFs. Each network was
further analyzed using the protein-protein interaction
(PPI) analysis tool VisANT [33] to identify the key
nodes and the shortest cancer specific pathways in each
network. Key nodes in a PPI network are identified as
having the highest number of interactions. Therefore,
such key node proteins are often involved in multiple
signaling pathways, and if a key node protein falls in a
shortest path, the node might be treated as a marker of
a disease provided that its expression is altered in that
disease state. In the third strategy, we utilized GSEA
identification of key genes in each network using Topp-
Gene Suite [28]. When all of the data from each of
these three analyses had been obtained, we identified
the TFs common to each of the individual analyses
(Figure 1, Steps-11-12). Therefore, these sets of common
TFs were putative markers, and the TFs that were a
part of NSCLC network could be treated as a NSCLC-
specific marker.

Experimental validation of markers
Once we had selected the potential markers, we checked
their expression levels initially in lung cancer tissue
samples using microarrays and then further validated
them using patient’s blood samples and quantitative RT-
PCR (qPCR) (Figure 1, Step-13).
Interrogation of data from expression microarray
The frozen tissue samples examined from 30 squamous
cell carcinomas and 30 adenocarcinomas (each is a type
of NSCLC) from the Liverpool Lung Project tissue bank.
All samples were of pathological stage T2. RNA was
extracted using the RNeasy kit (Qiagen). Five RNA
pools from five adjacent normal lung tissues were also
profiled for comparison purposes. The microarray
experiments were performed by Almac (Belfast, UK).
Total RNA was amplified using the NuGEN™ Ova-
tion™ RNA Amplification System V2. First-strand
synthesis of cDNA was performed using a unique first-
strand DNA/RNA chimeric primer mix, resulting in
cDNA/mRNA hybrid molecules. Following fragmenta-
tion of the mRNA component of the cDNA/mRNA
molecules, second-strand synthesis was performed, and
double-stranded cDNA was produced with a unique
DNA/RNA heteroduplex at one end. In the final amplifi-
cation step, RNA within the heteroduplex was degraded
using RNaseH, and a replication of the resultant single-
stranded cDNA was achieved using the DNA/RNA chi-
meric primer binding and DNA polymerase enzymatic
activity. The amplified single-stranded cDNA was puri-
fied to allow accurate quantitation of the cDNA and to
ensure optimal performance during the fragmentation
and labeling process. The single-stranded cDNA was

assessed using spectrophotometric methods in combina-
tion with the Agilent Bioanalyzer.
The appropriate amount of amplified single-stranded

cDNA was fragmented and labeled using the FL-Ovation™
cDNA Biotin Module V2. The enzymatically and chemi-
cally fragmented product (50-100 nt) was labeled via the
attachment of biotinylated nucleotides onto the 3’-end of
the fragmented cDNA.
The resultant fragmented and labeled cDNA was added

to the hybridization cocktail in accordance with the
NuGEN™ guidelines for hybridization onto Affymetrix
GeneChip® arrays. Following hybridization for 16-18
hours at 45°C in an Affymetrix GeneChip® Hybridization
Oven 640, the array was washed and stained on the Gene-
Chip® Fluidics Station 450 using the appropriate fluidics
script and then inserted into the Affymetrix autoloader
carousel and scanned using the GeneChip® Scanner 3000.
The Rosetta Error Model has been applied to the raw

data to generate the processed data. The profile compar-
isons between cancerous lesions and normal RNA pools
utilized Student’s t-test. The Benjamini & Hochberg
multiple test correction method was also employed.
Validation using quantitative RT-PCR (qPCR)
Blood samples, RNA isolation, and cDNA preparation
As our focus is NSCLC, blood samples from 8 metastatic
lung adenocarcinoma, 8 metastatic squamous cell lung
carcinoma patients, and 5 healthy volunteers (control)
were used for the validation. Patient eligibility criteria
were as follows: 18 years of age or older, in clinical stage
II-IV based on the International TNM classification, per-
formance status of 0 to 2, and no other malignances. All
patients and volunteers have signed informed consent
forms. Ten milliliters of EDTA blood sample was col-
lected from the selected groups before chemotherapy
treatment. Blood samples were centrifuged at 2000 g for
10 min and the serum phase was separated and frozen at
-80ºC. The Buffy Coat (white blood cells and circulating
tumor cells) was collected and processed by lysis (Ammo-
nium Chloride, TRIS, ddH20) and then washed with PBS.
The dry pellet was kept at -80ºC until RNA isolation.
RNA was purified by Quiamp RNA Blood Mini Kit
(QIAGEN Inc., USA) according to the manufacturer´s
instructions. cDNA was synthesized with random hex-
amer primers (Deoxynucleoside Triphosphate set, Roche,
Germany) at 10 mM, MgCl2, MuLV Reverse Transcrip-
tase, PCR Buffer, RNAse Inhibitor, and random hexamers
from Applied Biosystems USA. The resulting cDNA was
stored at -20ºC until further use.
Quantitative RT-PCR (qPCR)
qPCR was carried out using SYBR® Green Master Mix
(Applied Byosistems, USA) and Applied Biosystem’s
7500 real-time PCR system according to the manufac-
turer´s instructions. Primers for GAPDH were designed
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with Vector NTI Advance™ 11 (Invitrogen) and primers
for TFDP1, SUV39H1, RBL1, E2FG, IRF1, HMGA1, and
HNRPD were designed using qPrimerDepot (http://pri-
merdepot.nci.nih.gov/). To avoid the influence of geno-
mic contamination, the amplicons spanned at least one
intron. The primers used are listed in Additional file 1.
qPCR was performed in a final volume of 20 µl with a
SYBR PCR Master Mix, using 1 µl cDNA. Cycling con-
ditions were 95ºC for 10 min, followed by 40 cycles at
95ºC for 15 s and 60ºC for 1 min each to obtain the
melting curve.
Relative gene expression levels were determined by the

quantitative curve method. Quantitative normalization
of the cDNA in each sample was performed using
GAPDH gene expression as an internal control. Target
gene mRNA levels were given as ratios to GAPDH
mRNA levels. qPCR assays were performed in duplicate
for each sample, and the mean value was used to calcu-
late the mRNA expression levels.

Results
miRNA statistics in lung cancer
We selected 184 miRNAs for NSCLC and 62 for SCLC
using literature mining and the miR2 Disease database.
Among these 246 miRNAs, 41 were found to be involved
in both of the lung cancers and therefore are common
miRNAs involved in lung cancer regardless of the subtype
(Figure 1, Step-1). In the common miRNA group, 13 and
11 miRNAs were found to be up- and downregulated,
respectively; whereas 18 miRNAs showed differential
expression, i.e., either upregulated in SCLC and downre-
gulated in NSCLC or vice versa (Figure 1, Step-2) (Addi-
tional file 2). A total of 22 miRNAs were found to be
unique to SCLC (16 upregulated and 6 downregulated)
(Additional file 3). For NSCLC, the total number of unique
miRNAs was 143, (89 upregulated and 43 downregulated)
(Additional file 4).

Target-based functional annotation of miRNAs
Using miRWalK, miRBASE, miRecord, miRTarBASE, and
miReg we identified several validated targets for each
miRNA. Thereafter, as per our reverse transcriptomics
strategy, targets for each miRNA were subjected to gene
enrichment analysis using ToppGene Suite as described
in Materials and Methods (Figure 1, Step-3). Top targets
that are associated with common, NSCLC, and SCLC
were identified. DAVID-based functional annotations of
the top targets revealed that most of these targets are cell
cycle related, so the miRNAs that have these targets are
related to transcription, cell cycle regulation, cell biogen-
esis and organization, cell proliferation, and other biolo-
gical processes related to tumorigenesis. The list of
common miRNAs involved in lung cancer along with
their corresponding GO terms is presented in Additional

file 5. miRNAs involved uniquely in either NSCLC or
SCLC and their corresponding GO terms were also
defined (data not shown).

miRNA-miRNA interaction network in lung cancer
Interaction of common miRNAs
Based on the hypothesis that interactions of miRNA-TF-
miRNA or TF-miRNA-TF-miRNA targets represent
miRNA-miRNA interactions, we used gene enrichment
based on the top targets of miRNAs common to NSCLC
and SCLC in Osprey to create a protein-protein interac-
tion map (Figure 1, Steps-6-7). In total, 638 targets corre-
sponding to 40 common miRNAs generated a map
having 1791 nodes in Osprey. Keeping in mind that
miRNA genes are regulated by transcription factors (TF),
miRNAs regulate TFs, and, as the gene enrichment ana-
lysis shows, most of the miRNAs regulate transcription,
the network of 1791 nodes is filtered with the “Transcrip-
tion factor” filter in Osprey and subsequently only 170
nodes are retained. This transcription network of 170
nodes is further filtered with “Cell cycle” and “Cell Orga-
nization and Biogenesis” filters, as per the enriched GO
categories (Figure 1, Step-8), and finally the cell cycle
specific total of 26 key TF nodes in common events,
NSCLC, and SCLC are found (Figure 1, Step-9 and
Figure 2).
Interactions of SCLC associated miRNAs
For SCLC, 634 nodes are used in total to create the
interaction map in Osprey. The resultant map is sequen-
tially filtered with “transcription factor”, “Cell cycle”, and
“Cell organization and biogenesis” Filters and only 9 key
nodes are obtained (Figure 1, Steps-6-9 and Figure 3).
Interactions of NSCLC linked miRNAs
Similar methods of network creation and filtering to
those applied to identify key nodes in common and in
SCLC (Figure 1, Steps-6-9) were adopted to generate a
key interaction network in NSCLC. A total of 2421
nodes are filtered and finally 27 nodes are obtained
(Figure 4).
SCLC network is a part of NSCLC
Next we subtracted the LC specific networks from each
other to identify unique network specific TFs (Figure 1,
Step-11). In the 27 nodes of the NSCLC network (Figure 4),
all of the SCLC nodes (Figure 2) are found to be present
(Figure 4, in red circle). Therefore, it is evident that there
are additional pathways involved in NSCLC compared to
SCLC and the SCLC network represents a subset of the
NSCLC network.

Genes involved in common events in lung cancer
Next, we compared the common network (Figure 2) with
the SCLC (Figure 3) and NSCLC and SCLC networks
(Figure 4) by subtracting each from the other to identify
key nodes that are common to (1) SCLC and NSCLC;
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(2) general events, NSCLC, and SCLC; (3) NSCLC and
general; (4) NSCLC specific; and (5) general events in
lung cancers. The analysis revealed that nine genes (RB1,
E2F1, E2F2, CCNT2, CMYC, CEBPA, TP53, CDKN2A,
and HDAC4) that are key nodes in SCLC are common to

both the (1) SCLC and NSCLC and (2) general events,
NSCLC, and SCLC groups (Table 1, group-1-3). There-
fore, all of the SCLC genes are involved in NSCLC and in
general events in lung cancer. Fourteen unique genes
(Table 1, group-4) are found to be involved in both
NSCLC and general events. The comparison also shows
that four genes (Table 1, group-5) are specific to NSCLC
and three genes (Table 1, group-6) are unique to general
events. Therefore, these gene sets can be used in combi-
nation and their expression signature may be useful as
diagnostic markers for NSCLC.

Validation of markers
We selected seven genes [4 unique genes (E2F6, TFDP1,
SUV39H1, and HNRPD) for NSCLC and 3 genes (RBL1,
IRF1, and HMGA1) for general events] for validation as
diagnostic markers in lung cancer. Frozen NSCLC tissue-
based microarray analysis revealed that E2F6, TFDP1,
SUV39H1, and HMGA1 are significantly upregulated in
both the adenocarcinoma and squamous cell carcinoma
samples. The upregulation of RBL1 and downregulation
of IRF1 in the microarray analysis was significant in squa-
mous cell carcinoma but was statistically insignificant in
adenocarcinoma (Additional file 6).
qPCR validation of markers based on blood samples

showed expression patterns similar to the tissue based
microarray analysis. TFPD1, E2F6, IRF1, and HMGA1 are

Figure 2 Cell cycle specific 26 key interacting TFs that are targets of miRNAs involved in common events in lung cancer as well as in
NSCLC and SCLC. The network is created as described in the text. As per our hypothesis, this network also represents interactions of cell cycle
regulating miRNAs associated with NSCLC, SCLC, and common events of lung cancer. TFs circled in red are shared by both NSCLC and SCLC.
Molecules marked in hexagon are unique to common events. Other molecules in the map are shared by NSCLC and common events of lung cancers.

Figure 3 Cell cycle specific 9 key interacting TFs that are
targets of miRNAs involved in SCLC. As per our hypothesis, this
network represents interaction of cell cycle regulating miRNAs
associated with SCLC. For detail, please see the text.
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upregulated in all cancer samples. SUV39H1, RBL1, and
HNRPD are downregulated or not expressed in all sam-
ples compared to the control (Figure 5). Therefore, com-
bining the microarray and qPCR results, upregulation of
E2F6, HMGA1, IRF1, and TFDP1 and downregulation or
no expression of SUV39H1, RBL1, HNRPD can be used as
diagnostic markers of NSCLC, and, in particular, adeno-
carcinoma and squamous cell carcinoma.

Discussion
In this work we have identified key transcription factors
that can be useful biomarkers in diagnosis of lung cancer
using an in silico reverse-transcriptomics approach. In
this novel approach, starting with deregulated miRNAs in
lung cancers we have identified transcription factors that
can act as biomarkers, even for sub-type specific lung
cancers. Out of several putative markers we identified,

7 NSCLC specific markers were validated. We found that
E2F6, HMGA1, IRF1, and TFDP1 were upregulated and
RBL1, SUV39H1, and HNRPD were downregulated or
aberrantly expressed in adenocarcinoma and squamous
cell carcinoma, which are the sub-types of NSCLC.
HMGA1 (High mobility group AT-hook 1) is an onco-

gene that is induced by Wnt/beta-catenin pathway and
which positively regulates cell proliferation in gastric can-
cer [34]. By downregulating E-cadherin and upregulating
expression of TWIST1, it enhances epithelial-mesenchy-
mal transition and metastasis in colon cancer [35]. Upre-
gulation of HMGA1 in glioblastoma positively correlates
with malignancy, angiogenesis, and invasion [36]. In lung
cancer, it is also overexpressed and increased nuclear
expression correlates with poor survival in lung adeno-
carcinomas [37,38]. By upregulating PI3K and MMP2, it
promotes cell migration and invasion [37,39] and by

Figure 4 Interactions of TFs (as per our hypothesis miRNAs) associated with NSCLC and SCLC. TFs circled in red are shared by both
NSCLC and SCLC. Molecules marked in star are unique to NSCLC. Other molecules in the map are shared by NSCLC and general events of lung
cancers.

Table 1 Identified putative markers in lung cancers using the in silico reverse transcriptomics approach

Group LC Types Gene sets

1 Unique to SCLC RB1, E2F1, E2F2, CCNT2, CMYC, CEBPA, TP53, CDKN2A, HDAC4

2 Common to SCLC and NSCLC RB1, E2F1, E2F2, CCNT2, CMYC, CEBPA, TP53, CDKN2A, HDAC4

3 Common to general, SCLC, and NSCLC RB1, E2F1, E2F2, CCNT2, CMYC, CEBPA, TP53, CDKN2A, HDAC4

4 Common to NSCLC and general TFDP2, AHR, CCND1, TP73, RBL2, TAF1, PML, BCL6, MYB, WT1, PARP1, PCAF, TWIST, MCM7

5 NSCLC specific E2F6, TFDP1, SUV39H1, HNRPD

6 General/ common path specific RBL1, IRF1, HMGA1

The markers can be used in combination to design panels for diagnosis of sub-type specific lung cancers.
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activating miR-222 oncomiR, it induces PPP2R2A
mediated AKT signaling in NSCLC [40]. Therefore, upre-
gulation of HMGA1 plays a significant role in tumor pro-
gression in NSCLC. In our study, we also observed that
HMGA1 was upregulated in NSCLC supporting the pre-
vious findings.
TFDP1 (Transcription factor Dp-1) is a candidate onco-

gene that positively regulates S-phase entry and inhibits
apoptosis in cooperation with E2F1 [41]. It is amplified
and overexpressed in breast cancer [42] and upregulation
of TFDP1 positively correlates with tumor size and pro-
gression of hepatocellular carcinomas [43] and increased
cell viability in lung cancer [44]. In our observation,
TFDP1 was overexpressed in all lung adenocarcinomas
and squamous cell carcinomas, which supports the pre-
vious findings of Lu et al. (2000) in a SCLC cell line [45].
In our study, we observed IRF1 (Interferon regulatory

factor 1) was upregulated in all NSCLC samples tested,
although it had been shown to be downregulated in lung
cancer in a previous study [46]. IRF1 inhibits G1-S cell
cycle progression through P53 and p21 mediated path-
ways [46] and may act as a tumor-suppressor gene. This
finding is supported by the findings that it is downregu-
lated in gastric [47] and recurrent breast cancers [48].
However, IRF1 may not always act as a tumor-suppres-
sor, as there is a report that it is upregulated in skin squa-
mous cell carcinoma [49]. Therefore, our observation of
upregulated IRF1 in NSCLC samples requires further
attention to explore the precise role of this TF in various
cancers.
E2F6 (E2F transcription factor 6) inhibits entry into S

phase of cells stimulated to exit G0 [50] and inhibits
apoptosis through E2F1 [51]. It may therefore play a
role in cell proliferation and cell survival. There is no

report about this protein’s expression pattern in any
cancer. Here, we have, for the first time, observed that
E2F6 was upregulated in all of our tested NSCLC sam-
ples. This finding supports E2F6’s putative role in
tumorigenesis and shows that it may be a novel marker
for NSCLC.
SUV39H1 (Suppressor of variegation 3-9 homolog 1)

is a histone methyltransferase that inhibits inflammatory
responses by downregulating interleukin-6 production
[52]. SUV39H1 inhibits the expression of CCND1 and
may thereby negatively regulate cell proliferation [53].
However, its overexpression induces cell migration in
breast and colon cancers [54] and negatively regulates
apoptosis in a lung cancer model [55]. The expression
level of SUV39H1 inversely correlates with stage, prog-
nosis, and disease free survival in oral squamous cell
carcinoma [56] and breast cancer [57]. Therefore,
SUV39H1 may also have oncogenic properties. Although
SUV39H1 was significantly upregulated in adenocarci-
noma and squamous cell carcinoma tissue samples in
our microarray analysis, supporting its positive role in
tumorigenesis, it was found to be downregulated in
blood samples in our qPCR validation. Therefore,
SUV39H1 expression differs in lung cancer tissue and
blood samples.
RBL1 (Retinoblastoma-like 1 (p107)) inhibits cell pro-

liferation through G1 arrest [58] and positively regulates
epidermal differentiation [59]. RBL1 is downregulated
and inversely correlates with the histological grade of
squamous cell carcinomas and adenocarcinomas [60].
Our qPCR validation shows downregulation in all squa-
mous cell carcinoma and adenocarcinoma samples,
which supports the previous findings and RBL1’s func-
tion in tumors.

Figure 5 Blood based qPCR results for selected seven NSCLC specific markers. As compared to the control; HMGA1, TFPD1, E2F6, and IRF1
are upregulated and SUV39H1, RBL1, and HNRPD are downregulated or not expressed in all tested samples.
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HNRPD/AUF1 is a RNA-binding protein that both
positively and negatively regulates neoplastic gene regu-
latory networks in cancer depending on the type of neo-
plasm [61]. It binds to destabilize p21 mRNA and
thereby inhibits its anti-apoptotic activity [62]. Although
in our blood-based qPCR analysis AUF1 was downregu-
lated in all NSCLC samples, it has been reported to be
upregulated in HCC [63] and experimental murine lung
cancer [64]. It has been patented to aid in the prediction
of survival in lung cancer in a gene expression panel of
biomarkers (US 20100267574).
miRNA-markerTFs correlation: The seven identified

TFs that are aberrantly expressed in both the squamous
cell carcinoma and adenocarcinoma were plotted for
their interactions with miRNAs and other key TFs to
obtain more insight into these markers in lung cancer
pathogenesis (Figure 1, Steps-14-15). The miRNA-TF-
Cancer relationships were gathered from the miReg
[17], miR2Disease [23], miRWalk [25], miRecords [26],
TransmiR [31], CircuitsDB [32], and miRDB [65] data-
bases. The interaction map is represented in Figure 6.

The network clearly shows meaningful relationships
between the TFs and miRNAs in lung cancer. The inter-
actions show that the tumor suppressor miRNAs (miR-
29a, miR-16, miR-125, and let-7) that could target the
oncogene HMGA1 are downregulated. Upregulation of
HMGA1 induces expression of oncogenic miR-122.
Another two pro-oncogenic miRNAs that can also target
HMGA1, miR-196a-2 and miR-155, are upregulated in
lung cancers [66,67]. We observed that HMGA1 may
inhibit the putative tumor-suppressor IRF1 (as per the
interaction network) and that the miR-155 pro-oncomiR
directly targeted IRF1. Therefore, in this network,
HMGA1 is the key TF that positively regulates lung
tumorigenesis through upregulation of miR-122 and
perhaps by downregulation of IRF1. However, we found
that IRF1 is upregulated in the samples so that the
IRF1-HMGA1 interactions need further attention.
Tumor suppressor RBL1 is a target of the miR-17

oncomiR [68]. Furthermore, as per the interaction net-
work, RBL1 is activated by TAF1 and cMYC, and regu-
lates expression of E2F2, RB1, MCM7, and TFDP2.

Figure 6 The correlations of identified seven TF markers and interacting miRNAs. The interactions provide better insights of molecular
events and mechanisms during lung cancer tumorigenesis. For detail, please see the text.
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It thereby regulates the cell cycle and cell proliferation.
Therefore, RBL1 downregulation and upregulation of
miR-17 provide a meaningful mechanism in lung cancer
tumorigenesis [66,69].
The common pathway (of both NSCLC and SCLC)

related genes HNRPD, E2F6, TFDP1, and SUV39H1
also showed the expected TF-miRNA relationship in the
interaction map represented in Figure 6 based on the
available experimental evidence. The literature shows
that HNRPD and SUV39H1 may have positive roles in
tumorigenesis [55,56,64]. Although in our blood-based
qPCR, HNRPD and SUV39H1 are downregulated, they
are reported to be upregulated in a mouse model of
lung cancer [63], consistent with the tissue-based micro-
array analysis in our lung cancer samples. The involve-
ment of HNRPD and SUV39H1 is further supported by
reports that the tumor suppressor miR-125 is downre-
gulated in both NSCLC and SCLC [70,71]. Furthermore,
the tumor suppressor protein RB1 is downregulated in
lung cancer [66] and may inhibit SUV39H1.
The other two markers, E2F6 and TFDP1, are upregu-

lated in all of our blood samples. While two pro-oncogenic
miRNAs, miR-28 and miR-193, are upregulated [40] the
putative tumor-suppressor, miR-137, is downregulated in
lung cancers [72,73]. All three of these miRNAs target
E2F6 [74,75]. Furthermore, E2F6 putatively upregulates
TFDP1 and is downregulated by RB1. It is also found from
the interaction map that E2F6 inhibition by two upregu-
lated pro-oncomiRs (miR-28 and miR-193) is not suffi-
cient, as the E2F6 was found to be upregulated in lung
cancer. Further, E2F6 has been reported to upregulate
oncogene TFDP1 and to positively regulate cell prolifera-
tion and cell survival through E2F1 [41]. Additionally,
downregulation of RB1 in lung cancer is not able to
repress TFDP1 activity, and therefore, in lung cancer,
tumorigenesis is mediated through upregulation of E2F6
and TFDP1. However, the role of SUV39H1 and HNRPD
requires further exploration.

Conclusion
In this analysis, using an integrated reverse-transcrip-
tomics-based bioinformatics approach, we have identified
key transcription factors that may be useful in developing
subtype specific biomarkers in lung cancer. Our proposed
seven markers also have high potential to be used in lung
cancer diagnostics for NSCLC subtypes. Of course, addi-
tional experimental validation in independent sets of
patients is required to establish the diagnostic accuracy of
this panel and we are currently conducting those experi-
ments. The miRNA-TF-miRNA relationships with these
seven miRNAs show meaningful associations with these
TFs in lung cancer pathogenesis. The novel strategy devel-
oped in this research is powerful and can be applicable to

identify molecular mechanisms and markers in other can-
cers as well.
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IV.1.1 Conclusions from this research/ Chapter-1  

 
i. We have developed an integrated in silico reverse-transcriptomics approach for sub-

type specific biomarker identification in complex human diseases. 

ii. The strategy is potential for identification of gene/protein biomarkers using miRNA 

expression profile. 

iii. We applied the strategy in Lung cancer and several potential biomarkers are 

identified among which 7 markers (4-NSCLC and 3-common event in lung cancer) 

are validated. 

iv. Upregulation of TFPD1, E2F6, IRF1, and HMGA1 + NO expression of SUV39H1, 

RBL1, and HNRPD in blood sample are characteristics of Adeno and Squamous cell  

lung carcinomas. 

v. E2F6 is a novel/newly identified marker for lung cancer. 

vi. miRNA-marker-miRNA interaction can give novel insight of the disease 

pathogenesis, therefore can be useful in developing disease management and 

therapeutic strategies. 

vii. A modified strategy can be useful in early marker identification and in developing 

personalized medicine.   

viii. The strategy can be used irrespective of any disease and sub-type specific markers 

may be identified. 
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IV.1.2 Media highlights of this research outcomes/ Chapter-1  

 
Medical News Today (MTN) 

 
 
http://www.medicalnewstoday.com/releases/268661.php  

__________________________________________________________________ 
 
About Medical News Today (www.medicalnewstoday.com): MTN is the healthcare internet publishing market leader 
for medical news. It is in the top 360 United States sites and top 120 United Kingdom sites and receives more than 12 
million monthly visits, 10 million monthly unique visitors and 15 million monthly page views as reported by Quantcast. 
It contents are based on evidence-based, peer-reviewed studies, along with accurate, unbiased and informative 
content from governmental organisations (e.g. FDA, CDC, NIH, NHS), medical societies, royal colleges, professional 
associations, patients' groups, pharmaceutical and biotech companies, among others and targeted to an educated 
audience of both healthcare professionals and patients alike.  
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IV.2 Chapter II: Research Article   
 

miRegulome: a knowledge-base of miRNA regulomics and analysis 
 

Debmalya Barh, Bhanu Kamapantula, Neha Jain, Joseph Nalluri, Antaripa Bhattacharya, Lucky 

Juneja, Neha Barve, Sandeep Tiwari, Anderson Miyoshi, Vasco Azevedo, Kenneth Blum, Anil 

Kumar, Artur Silva, Preetam Ghosh 

 

Scientific Reports. 2015 Aug 5; 5:12832. doi: 10.1038/srep12832 

[PMID: 26243198] 

Impact Factor: 5.2 (2015) 

 

 

miRNAs targets mRNAs and regulate signaling pathways, biological processes, and patho-

physiologies. Therefore, comprehensive understanding of miRNA regulatory networks is 

essential to develop miRNA based diagnostic and therapeutic strategies. This chapter describes 

about miRegulome, a novel knowledgebase that provides the entire regulatory modules of 

miRNAs such as upstream regulators, downstream targets, miRNA regulated pathways, 

functions, diseases etc.  based on validated data manually curated from published literature. The 

basic, advanced / complex search, and intuitive schematic visualization interface for 

visualization of miRNA regulome provides a single window for a wide range of data exploration. 

Four novel analysis tools (Chemical-disease analysis, miRNA-disease analysis, Gene–disease 

analysis, and Disease-chemical/miRNA analysis) are plugged into miRegulome for exploration 

of new and novel biological events and for discovery of biomarkers and therapeutics with high 

precision. miRegulome is available at: http://bnet.egr.vcu.edu/miRegulome 
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miRegulome: a knowledge-base of 
miRNA regulomics and analysis
Debmalya Barh1, Bhanu Kamapantula2,*, Neha Jain1,3,*, Joseph Nalluri2,*, 
Antaripa Bhattacharya1, Lucky Juneja1,3,*, Neha Barve1,3, Sandeep Tiwari1,4, 
Anderson Miyoshi4, Vasco Azevedo4, Kenneth Blum1,5, Anil Kumar3, Artur Silva6 & 
Preetam Ghosh2

miRNAs regulate post transcriptional gene expression by targeting multiple mRNAs and hence can 
modulate multiple signalling pathways, biological processes, and patho-physiologies. Therefore, 
understanding of miRNA regulatory networks is essential in order to modulate the functions of 
a miRNA. The focus of several existing databases is to provide information on specific aspects 
of miRNA regulation. However, an integrated resource on the miRNA regulome is currently not 
available to facilitate the exploration and understanding of miRNA regulomics. miRegulome 
attempts to bridge this gap. The current version of miRegulome v1.0 provides details on the entire 
regulatory modules of miRNAs altered in response to chemical treatments and transcription factors, 
based on validated data manually curated from published literature. Modules of miRegulome 
(upstream regulators, downstream targets, miRNA regulated pathways, functions, diseases, 
etc) are hyperlinked to an appropriate external resource and are displayed visually to provide 
a comprehensive understanding. Four analysis tools are incorporated to identify relationships 
among different modules based on user specified datasets. miRegulome and its tools are helpful 
in understanding the biology of miRNAs and will also facilitate the discovery of biomarkers and 
therapeutics. With added features in upcoming releases, miRegulome will be an essential resource to 
the scientific community. Availability: http://bnet.egr.vcu.edu/miRegulome.

microRNAs (miRNAs) are small non-coding RNAs that inhibit post-transcriptional gene expression by 
complementary base pairing at the 3′ -UTRs of target messenger RNAs (mRNAs)1. Transcription of a 
miRNA coding gene is under direct control of transcription factors (TFs). Expression of a miRNA is 
also regulated by environmental factors, xenobiotics, and drugs. These factors essentially regulate TFs 
and consequently regulate transcription of miRNAs2. A TF can positively or negatively regulate miRNA 
transcription. A transcribed miRNA, by virtue of its feed-back and feed-forward loop regulation mech-
anisms, may regulate its own transcription machinery or the expression of other genes and thereby 
impacts gene expression significantly3. A single miRNA may target nearly 200 mRNAs4 and henceforth 
may regulate multiple signalling pathways and various essential biological processes (BPs) such as devel-
opment5, aging6, immunity, and autoimmunity7, etc.

Deregulations of miRNAs are well documented for their association with various patho-physiological 
conditions including different types of cancers8, metabolic disorders9, and neuronal diseases10 among 
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others. Therefore, understanding miRNA regulation is highly important in bio-medical research. 
Exploration of the entire regulome of a miRNA is indispensable in understanding its biology and mech-
anisms through which it regulates gene expression under a given biological condition. This will also help 
in the development of diagnostic, prognostic, and therapeutic strategies11–13. The regulome of a miRNA 
essentially consists of modules such as upstream regulators, downstream targets, miRNA modulated 
pathways, and regulated BPs. The regulome also considers associated diseases when a miRNA is dereg-
ulated. A schematic of our proposed miRNA regulome is presented in Fig. 1.

Several existing miRNA-related databases individually provide information on specific aspects of 
a miRNA. For example, miRbase14 maintains data on sequence repositories, mir2Disease15 provides 
miRNA-disease relationships, TransmiR16 maintains information on miRNAs and their upstream TFs, 
and miREnvironment17 offers information on miRNA regulation in response to environmental factors. 
Various databases such as miRecords18, miRWalk19, mirDIP20, miRTarBase21, etc, have been developed 
to enlist predicted and experimentally validated targets of miRNAs. However, none of these databases 
provide the entire regulome of a miRNA or are helpful in understanding the biology or function of 
miRNAs by analysing a stand-alone database. Attempts have been made to understand the miRNA inter-
actome at a systems level in C. elegans (TF-miRNA-TF interactions)22 through computational simulation 
of miRNA regulated overall gene expression and cross-talk between miRNA targets23 and by construct-
ing regulatory models of miRNA-kinase-TF, miRNA-TF, and TF-TF24. Similarly, systems approaches for 
predicting TF-miRNA crosstalk in human protein interactome25, demonstration of regulatory principles 
among miRNAs, TFs, and miRNA target genes26, miRNA-mRNA and miRNA-miRNA interactions27, 
and tissue-specific miRNA-TF regulatory networks28 have also been attempted to explore the miRNA 
interactome. However, these works are mostly computational predictions and do not provide the entire 
regulome of a miRNA.

The web-based resource, miReg29 provides basic correlations of various upstream regulators, down-
stream targets, BPs, and diseases of a miRNA based on experimentally validated data available in the 
PubMed literature. However, it is primitive in terms of data, completeness, functionality, and usability. 
Given the importance of miRNA in biomedical research, disease diagnosis, prognosis, and therapy, the 
huge inflow of new miRNA related information becomes a challenge. Therefore, a novel database that 
provides all the essential details of a miRNA regulome is necessary. Similarly, a state-of-the-art analy-
sis platform to explore mechanisms behind various biological and patho-physiological processes that a 
miRNA regulates is also required.

miRegulome aims to address the need for such a novel database that represents the entirety of the 
miRNA regulome. In the current version of miRegulome (v1.0) we have incorporated all the downstream 
modules and TFs as well as the diverse group of chemicals as the upstream regulatory modules and their 
correlations. Several other aspects associated with the miRNA regulatory networks are also included 
(Fig. 1). The analysis tools for the current version of the miRNA regulome provide ranked association 
counts with Z-score statistical assessment for likely functions and disease associations of a set of input 
miRNAs. The list of resultant associated functions, diseases, and processes reported by our tools is similar 
to that provided by another tool that performs statistical enrichment analysis, TAM (http://210.73.221.6/
tam).

Construction and Contents
In miRegulome v1.0, we have incorporated experimentally validated data for all the downstream mod-
ules (targets, modulated pathways, regulated BPs, and associated diseases) and chemical and TFs as 
the upstream modules of a miRNA regulome. The data are manually curated from published litera-
ture indexed in PubMed. In the current version of miRegulome, physical, physiological, and mechani-
cal upstream factors are not included. Also, this version contains most of the modules of miRNAs for 
human, mouse, and rat. But for other species’ miRNAs, mostly upstream modules (chemical or TF) are 

Figure 1. Schematic diagram of modules and their inter-relationships in a miRNA regulome. 
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incorporated since the validated downstream modules of these miRNAs are not yet available in published 
literature. The step-by-step data collection process and their sources is represented in Supplementary Fig. 
S1 and the home page of miRegulome v1.0 is shown in Supplementary Fig. S2.

Capturing miRNA and miRegulome modules
miRNAs and upstream chemical regulators. In miRegulome v1.0, first we have focused on miRNAs that 
are either up- or down-regulated in response to a chemical (drugs, xenobiotics, carcinogens, organic 
and inorganic compounds, elements, metal, non-metals, and environmental factors etc.). PubMed lit-
erature database was extensively searched manually with key word combinations (for example: chemi-
cal +  miR/miRNA/microRNA +  regulation) to identify publications describing experimentally validated 
chemical-miRNA relationships. Each selected article having chemical-miRNA relationships was then 
manually curated to capture the (i) chemical(s) (ii) miRNAs responding to the chemical(s), (iii) species 
of the miRNAs, (iv) expression of the miRNAs (up-/down-regulation) in response to the chemical(s), (v) 
experimental conditions, (vi) techniques used to detect the expression levels of miRNAs, and (vii) the 
corresponding PubMed ID (Supplementary Fig. S3).

Upstream TF regulators and downstream targets. Apart from the upstream chemical regulators, TFs that 
regulate the transcription of a miRNA gene are one of the main classes of upstream regulators of the 
miRNA. Since miRNA’s basic function is to target specific mRNAs, such targets of miRNAs are the most 
important components in a miRNA regulome. In miRegulome v1.0, experimentally validated upstream 
TF regulators and the downstream target genes/mRNAs of each miRNA that have upstream chemical 
regulators, are manually curated from the PubMed indexed literature and incorporated into the database. 
Extensive manual search was carried out using specific key words such as target, regulator, transcription 
factor, “upregulates”, and “downregulates” along with the name of the miRNA having upstream chemical 
regulators (identified in the previous step/search) to capture these relationships (Supplementary Fig. 
S4A,B).

Prioritized targets and miRNA functions. The availability of prioritized targets and target-based top 
functionalities of a miRNA are unique features of miRegulome. We manually performed the target prior-
itization based on the number of interactions of a target in a protein-protein interaction network using 
the ToppNet algorithm of ToppGene suite30. Since miRNA regulates the expression of a gene, we used 11 
house keeping genes as described by Eisenberg and Levanon31 in the training set and all experimentally 
validated targets of each miRNA (present in miRegulome) as the test set to perform the ToppNet analysis 
with its default parameters. Ranking or prioritized targets list were prepared and included in the miReg-
ulome database based on the interaction counts of a target (higher count for higher rank). To assign the 
top functionalities of a miRNA, all the targets of a miRNA were subjected to ToppFun prediction analysis 
(with the default parameters) of the ToppGene suit30. In parallel, all the targets of that particular miRNA 
were analyzed using “Functional Annotation” module of DAVID32 with its default p-value cut off =  0.1. 
The first 25 common top ranked predicted functions (BPs) derived from both the tools are listed under 
“Function of miRNA” module of miRegulome (Supplementary Fig. S4C,D).

miRNA involved pathways. The second unique feature of miRegulome consists of linking a miRNA to 
the pathways, it regulates. In order to do so, all the validated targets of each miRNA were subjected to 
DAVID32 for enrichment into Kyoto Encyclopedia of Genes and Genomes (KEGG)33 pathways. The ten 
enriched pathways are listed under “Pathways” tab in the second table with corresponding KEGG links. 
In order to give a broader picture of the pathways in which the miRNA is involved, a “More” option is 
given at the end of the pathways list, each of which is hyperlinked to the corresponding miRNA pathways 
listed in the miRNAPath database34 (Supplementary Fig. S4E).

Disease module. The ultimate goal of miRNA research is to explore how a miRNA is associated with 
a patho-physiological process. Therefore, miRNA-disease association is an essential feature in a miRNA 
regulome. miRNA-disease relationships along with regulation of the miRNA (up- and down-regulation) 
in the disease condition were manually curated from PubMed listed published literature for those miR-
NAs that respond to chemical stimulus and were incorporated in miRegulome v1.0 under “Disease 
involvement” module. Similar to the “Pathways” module, a “More” option is given which is hyperlinked 
to that miRNA with all its associated diseases listed in the miR2Disease database15 (Supplementary Fig. 
S4F).

Quality control. To ensure the accuracy and consistency of the data before recording it to the 
miRegulome database, quality control (QC) checks were performed thrice. Three individual team mem-
bers manually cross-checked the curated information such as validated TF regulators, chemicals, tar-
gets, conditions, techniques, diseases etc. and their associations with the miRNA using the particular 
PubMed publication. For predicted data (prioritized targets, miRNA top functions, pathways etc.), the 
cross-checks were carried out by three different team members using the same tools and their fixed 
parameters. Inconsistency in the data, if observed during QC checks was manually corrected and incor-
porated into the database.
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Database contents. miRegulome v1.0 contains experimentally validated information for 803 miR-
NAs from 12 species, 113 chemicals, 187 upstream TF regulators, 3079 targets, and 160 diseases manually 
curated from 3417 PubMed indexed articles. Predicted 873 functions and 355 pathways are currently 
available in this database. The distribution of these data is represented in Fig. 2. We aim to update the 
database with manually curated new data every six months through partial automation.

Database design. miRegulome v1.0’s clean design helps users interact with the database in various 
ways. The regulome data has many-to-many relationships with its entities and this has been taken into 
consideration while designing the database. The database has been designed keeping the miRNA data as 
the central entity and all other database tables containing information about chemicals, functions, diseases, 
and genes are linked to the miRNA entry. Based on the current design, numerous specific combinations 
and associations among miRNAs, genes, conditions, techniques, diseases, and other related entities can be 
retrieved. This also allows retrieval of diverse nature of aggregated results based on dissimilar types of inputs 
the user may provide. The current design is beneficial in both - future approaches for analysis and incorpo-
ration of other tools and data into the existing system. The database design is presented in Supplementary  
Fig. S5.

Visualization of miRNA regulome. In order to represent the regulome of a miRNA, we developed 
an intuitive schematic visualization interface. Upon selection of a miRNA (under “miRNA Details” tab), 
the entire regulome of the selected miRNA will be visualized below the first table (Fig.  3). The sche-
matic visualization provides the entire regulome of the miRNA with all its modules (chemicals, upstream 
activators and repressors, validated targets, enriched top targets, pathways, functions, and diseases) and 
their relationships with the miRNA. The relative impacts (activation, inhibition or association) of these 
modules on the miRNA are also graphically represented. JavaScript, HTML, and CSS are used to develop 
this complex interaction map in an intuitive way that is easy to interpret. This component is in addition 
to displaying the miRNA regulome information in a tabular format for better understanding of the 
miRNA regulome.

Search options and description. Users can search the database in two different ways. The option of 
“Search by Chemical” can be used to retrieve miRNAs that are associated with a specific chemical. Upon 
selection of a chemical that is listed in alphabetical order in a dropdown menu, a table representing the 
miRNA-chemical relationships along with the species of the miRNAs, experimental conditions, effect of 
the chemical on the miRNAs, techniques used to detect the effects, and the corresponding PubMed ID 
etc. can be obtained. The user will be provided with the detailed regulome of the particular miRNA in a 
second table by clicking on any miRNA name under the last column (“miRNA Details” tab) of the first 
table. This table contains the detailed regulome where each tab is having a specific module and relation-
ships related to the miRNA. The modules are “Upstream Regulators”, “Validated Targets”, “Prioritized/Top 
Targets”, “Function of miRNA”, “Pathways”, and “Disease Involvement”. To provide detailed information, 
each module is hyperlinked with suitable external resources. For instance, miRNAs are linked to miR-
Base14, chemicals to the Comparative Toxicogenomics Database (CTD)35, genes to Entrez (http://www.
ncbi.nlm.nih.gov/gene), functions/BPs to EBI-GO (http://www.ebi.ac.uk/GOA), pathways to KEGG33 
and miRNAPath34, and diseases are linked to miR2Disease database15 etc.

Using the “Advanced Search” option (Supplementary Fig. S6), the user can search information on all 
the twelve modules of the miRegulome v1.0 such as miRNA, regulators, targets, diseases etc. Importantly, 

Figure 2. Distribution of miRegulome v1.0 contents. (A) Overall distribution of the database contents.  
(B) Species specific miRNA counts.
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the user can obtain specific relationships as per their requirements using a combination of query modules 
instantly (see the example under section “Exploration of new biological events”).

Analysis tools. miRegulome v1.0 is empowered with four unique tools to provide meaningful associ-
ations among chemical-disease, miRNA-disease, gene-disease, and disease-chemical-miRNA along with 
affected BPs based on user specific datasets. The results of these analyses correspond with a bipartite 
modelling approach which we developed to explore the associations among miRNAs and diseases avail-
able in the database. Maximum weighted matching algorithm is used to identify these associations36. In 
miRegulome v1.0, each association whether its chemical-miRNA, miRNA-disease, gene-miRNA etc. is 
manually curated from PubMed indexed literature and each of these relationships is tagged with specific 
PubMed ID from where the data are taken. These tools mine the database and give relevant associations 
to the user by querying the miRegulome database and counting the associations (direct or indirect) 
between entries. The output is returned as ranked association counts with Z-score statistical analysis 
rather than statistical enrichment measures. However, the results derived from these tools are quite sim-
ilar to the ranked list of results returned by tools that use statistical enrichment and probability calcula-
tions (see the “Efficacy of miRegulome v1.0 tools” section). We calculated the Z-scores using the formula: 
Z- score =  (X −  μ )/σ , where ‘X’ is the association count of the particular association i.e. the number of 
PMIDs citing the association, ‘μ’ is the mean of the association counts for the entire association type, 
and ‘σ ’ is the standard deviation. Hence, a positive Z-score indicates that the count of the association is 
higher than the average of such associations, and a negative value indicates that it is below the average. 
A value of 0 would mean it is equal to the average.

Chemical-disease analysis. This analysis tool allows the user to explore the associations between a 
chemical to a disease via miRNAs. When a user selects a particular chemical, the tool retrieves all the 
miRNAs associated with the chemical. Thereafter, the tool retrieves all the diseases in which the miRNAs 
are associated. For example, if a user selects chemical ‘C2’ in the Chemical-Disease analysis tool, miR-
NAs M1 and M3 are retrieved and subsequently, their associated diseases D1, D2 and D3 are retrieved. 
Finally, the tool ranks the diseases in which these miRNAs (which are associated with the chemical) are 
associated, counting the PubMed IDs (Supplementary Fig. S7A,B). The tool then displays the disease 
names, their association counts and their respective Z-scores for the counts. Using similar methodology, 
the BPs which are associated with the miRNAs are displayed according to the count of their associations 
as recorded in the database. It does not assert a direct link between the chemical to a disease or to the 
BPs via the miRNA, rather allows the user to explore and test their hypothesis for indirect associations 
between the chemical and the disease via the miRNA.

miRNA-disease analysis. In this analysis, when an input of one or more miRNAs is provided, the tool 
provides three tables for the user to get a comprehensive understanding of their results. The tool searches 
for all diseases associated with the provided miRNA(s) and the distinct miRNA-disease associations 
(based on PubMed IDs) (Supplementary Fig. S7B). Following which, it ranks the diseases based on their 
number of recorded (PubMed IDs) associations and displays them in the Table A (Supplementary Fig. 
S8, Top affected diseases for given miRNAs). The user can click on the ‘Count of PMIDs’ and see the 
unique PubMed IDs supporting the results. The tool also displays the Z-scores for each disease along 
with its rank. Z-score is a standardized score for the count of each disease, indicating the resultant 

Figure 3. Visualization of miRNA regulome in miRegulome v1.0. The figure represents hsa-miR-200b 
regulome.
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disease’s location in a distribution of other diseases, in relation to the mean and standard deviation of 
miRNA-disease counts. The Z-score of the disease tells the user, how many standard deviations it is from 
the mean of all miRNA-disease count distribution present in the database. To calculate this Z-score, we 
first calculated all the individual input miRNA and disease association counts and converted them to 
their respective Z-scores in Table C (Supplementary Fig. S8, Z-score for miRNA-disease associations). 
Thereafter, we added all the Z-scores associated to a single disease, thereby giving us the fair cumulative 
impact of all the input miRNAs with the single disease. This final cumulative Z-score is displayed for 
each disease. To further understand the relative impact of each miRNA (entered by the user) to the 
disease, we display Table C with each miRNA-disease edge with a Z-score. This value gives the user the 
individual miRNA-disease strength of association. It also displays which among the input miRNAs has 
the highest/lowest impact on the disease, thereby giving a more in-depth insight into the results dis-
played in Table A. Moreover, the ‘Count of PMIDs’ gives the cumulative count of PubMed IDs citing the 
associations of the input miRNAs with the disease. However, it does not take into account the impact of 
each miRNA-disease association towards the count. For e.g. a certain disease ‘D’ has ‘Count of PMIDs’ 
as 15 with miRNAs M1, M2, and M3 associated with it. Among them, the the count of PubMed IDs 
for M1-D1, M2-D1 and M3-D1 are 12, 2, and 1 respectively. Evidently, here M1-D1 will have a higher 
positive Z-score because of its high count (assuming the mean is 5) and M3-D1 will have a negative 
Z-score. Nevertheless, when we add these individual Z-scores together, we get a fair relative scoring of 
the disease with respect to the input miRNAs, capturing the cumulative effect of the group of miRNAs. 
This is especially helpful, when the ‘Count of PMIDs’ for certain diseases are the same. In such cases, 
Z-score analysis would give a fine-grained ranking of the results. Table C explains the values obtained 
in Table A. This tool also searches the miRegulome database and identifies the most frequent BPs which 
are associated with the specified miRNA(s) and then displays them in Table B (Supplementary Fig. S8, 
Biological processes), ordered by rank, based on the count of associations present in this database.

Gene–disease analysis. When a list of genes is entered by the user in the input field, the tool searches 
for miRNAs associated with the set of genes and counts the number of gene-miRNA associations (i.e. 
PubMed IDs) recorded in the database. Thereafter, the tool searches and counts the existing relation-
ships (i.e. PubMed IDs) between the observed miRNAs and diseases. Following which, the tool ranks 
the diseases based on their count of PubMed entries (Supplementary Fig. S9). Similarly, the tool also 
displays the list of BPs which are associated with the specified set of genes via miRNAs, and ranks them 
following the same principle of the miRNA-disease analysis tool. The tool does not assert a relationship 
between the entered genes and diseases but highlights the top diseases indirectly associated with the 
genes entered, via the miRNAs.

Disease-chemical/miRNA analysis. This tool works in the opposite way of the Chemical – disease 
analysis tool. It takes disease(s) as an input and searches the repository for specific miRNA(s)-disease 
associations. Thereafter, it retrieves the chemicals associated with the miRNAs. The tool displays these 
associations and ranks them based on the number of occurrences in the database (i.e. PubMed IDs). This 
gives the user an insight into possible role of chemicals in regulating miRNAs which are deregulated in 
the input disease(s).

Utility and Discussion
A single window for a wide range of data exploration. Information on validated upstream TF 
regulators can be obtained from TransmiR16, validated targets from miRWalk19, environmental factors 
acting on miRNAs from miREnvironment17, effects of small molecules on miRNA expression from 
SM2miR37, miRNA regulating pathways from miRNAPath34, and disease related miRNAs from miR2D-
isease15 databases. However, none of these databases provide additional information other than their 
respective specifics. Therefore, they are inadequate in terms of providing a comprehensive understanding 
of the miRNA regulome.

miRegulome is the first-of-its-kind integrated resource of miRNA regulomics having most of the mod-
ules of a miRNA regulome. Using miRegulome v1.0, in a single platform, the user can get almost all the 
information that is maintained by these databases along with several unique features such as prioritized 
targets and target based functional annotations of miRNAs among others. Therefore, it can be used in 
multiple ways to suit user needs.

Modules are hyperlinked to respective data resources so that if users are interested to explore addi-
tional information, it will ensure the comprehensive understanding of the data. Since, each miRNA 
regulating chemical is linked to the corresponding CTD webpage35; user can easily obtain the basic 
chemistry of the chemical and the details of gene interactions, associated diseases, other chemicals hav-
ing comparable sets of interacting genes, BPs, pathways, etc. regulated by the chemical from the CTD 
(Supplementary Fig. S3). CTD, so far does not contain miRNA information for any chemical listed in 
the database. Therefore, the miRNA information of miRegulome for a chemical will be complementary to 
CTD thereby adding the entire range of regulatory network of the chemical. Similarly, basic information 
of a miRNA can be obtained by clicking on the name of the miRNA that is hyperlinked to miRBase14 
and miRBase contains several useful information and links for the miRNA including nomenclature, 
basic annotation, stem-loop and mature sequences, locus report, Entrez, and HUGO Gene Nomenclature 
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Committee (HGNC) (www.genenames.org) etc. From Entrez and HGNC, the user can get most of the 
resources which include associated published literature and even the clinically significant information 
on the miRNA. Since the targets and upstream TF regulators are hyperlinked to Entrez, user will also 
be able to get detailed information on these modules. Similarly, functions of miRNAs are hyperlinked to 
EBI-GO (http://www.ebi.ac.uk/GOA), pathways to KEGG33 and miRNAPath35, disease to miR2Disease 
database15 etc. (Supplementary Fig. S4). Further, additional miRNA resources and tools have also been 
listed under the “Resources” page of miRegulome (Supplementary Fig. S2). Therefore, using miRegulome, 
users can explore most of the information and analysis related to a miRNA.

Visualization of regulome and data interpretation. To simplify the understanding of a miRNA 
regulome, miRegulome v1.0 is integrated with an intuitive and effective schematic visualization tool. The 
complex interactions and relationships of a miRNA with its various modules can be visualized, thereby 
providing a cursory overview of the miRNA biology. This visual schematic is displayed when the user 
clicks on a miRNA under “miRNA Details” available in the first table. Fig. 3 represents visualization of 
hsa-miR-200b. The visualization gives a glimpse of seven modules (chemicals, upstream activators and 
repressors, validated targets, prioritized targets, biological pathways, BPs/functions, and disease asso-
ciations) of the miRNA and the manner in which they regulate the miRNA or are being regulated by 
the miRNA with the relative impacts such as activation or inhibition or association. Further analysis of 
the visualization may provide deeper understanding of the mechanism and the impact of each module 
component on the hsa-miR-200b, and hence the biology and patho-physiological significance of the 
miRNA. Considering an example of cancer, from Fig. 3 and tabular forms of the regulome description, 
it can be observed that hsa-miR-200b: (i) forms a feed-back loop with TGFB1, (ii) P53 activates and 
TGFB1 inhibits its expression, (iii) inhibits MAPK, WNT, and AKT signalling pathways, (iv) inhibits 
cell cycle and cell proliferation by targeting cell cycle regulators and oncogenes like CCND1, VEGFA, 
MYC, NOTCH1, MET, EGFR etc. (v) is involved in cancer associated pathways, (vi) is downregulated in 
response to arsenic carcinogen, (vii) is upregulated by chemotherapy drug Gemcitabine and downreg-
ulated in Docetaxel-resistant cancers, and (viii) is downregulated in several cancers (Fig. 4). Therefore, 
it may be implicated that hsa-miR-200b could be a tumor suppressor miRNA and may be a potential 
therapeutic for a wide range of cancers.

Exploration of new biological events. Since miRegulome gives most of the information associated 
with a miRNA, the user can explore the molecular mechanism and precise role of a miRNA behind a 
normal BP or a patho-physiological process. Identification of the particular role of a miRNA may con-
secutively help in developing miRNA-based diagnostics and therapeutic strategies.

User can search miRegulome v1.0 based on chemical using simple “Search by chemical” option or can 
use the “Advanced search” to get specific information as per the input search combinations. Using the 
“Search by Chemical”, user can get the validated regulations of a list of miRNAs in response to a user 
defined chemical. Chemical responses to miRNAs for twelve species (Human, Mouse, Rat, Dog, Zebra 
fish, Drosophila, C. elegans, Arabidopsis, Maize, Rice, Solanum, and Chlamydomonas) can be explored 
using this feature. From the retrieved list of miRNAs, user can get the regulome having upstream reg-
ulators (chemicals and TFs), regulated BPs, pathways, and disease involvement of any selected miRNA 
(currently available for Human, Mouse, Rat) and therefore can analyze any event related to that miRNA. 
Current version of miRegulome does not provide other upstream regulators except chemicals for other 
species.

In the “Advanced search” option, each module of miRNA regulome along with species, regulations, 
technique and condition, totalling twelve options have been accommodated. Therefore, single or a com-
bination of input keywords can be used to get highly selective information. For example, for a particular 
disease, we can easily get a list of all up- and down-regulated miRNAs separately, using a combination 
of two input fields: disease and regulation.

Similarly, we can explore complex associations among several modules and novel correlations using 
the “Advanced search” option. For example, it can be found that, hsa-mir-27b is down-regulated and 
hsa-mir-143 is up-regulated in obesity. Further, from miRegulome v1.0, it can also be established that 
hsa-mir-27b is involved in adipocytokine, insulin, and type-2 diabetes pathways and hsa-mir-143 acts in 
lipid metabolism pathway. These pathways are important events in obesity and therefore, deregulation of 
hsa-mir-27b and hsa-mir-143 may affect these pathways and eventually may lead to obesity and diabetes. 
Further, the database also provides correlation of obesity - mir-27b - Ribavirin and obesity - mir-143 -  
Benzo[a]pyrene. As per miRegulome v1.0, Benzo(a)pyrene and Ribavirin up-regulate mmu-mir-143 and 
hsa-mir-27b, respectively. It is reported that higher Body Mass Index (BMI) lowers bioavailability of 
Ribavirin and causes treatment failure in obese HCV patients38. On the other hand, Benzo[a]pyrene can 
induce obesity39. In summary, it can therefore be implicated that, (a) Benzo[a]pyrene upregulates mir-
143 and affects lipid metabolism to induce obesity and (b) an aberrant expression of mir-27b may play 
a role in obesity-associated insulin resistance by modulating adipocytokines and Ribavirin resistance in 
obese patients. Similarly, it also suggests that these two miRNAs interlink obesity with diabetes at a new 
and deeper molecular level (Fig. 5). Therefore, miRegulome v1.0 may play an important role in exploring 
novel molecular mechanisms behind a disease as well as designing personalized medicine.
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miRegulome v1.0 tools and analysis. The user-friendly tools of miRegulome v1.0 can help the users 
to understand and test their hypotheses by exploring relationships among miRNA - function - disease, 
gene - function - disease, chemical - function - disease, and disease associated chemicals and miRNAs.

A user chosen set of miRNAs or genes can be used to understand relevant diseases and BPs associated 
with the sets using miRNA-Disease and Gene-Disease tool, respectively. Similarly, single disease or a set 
of diseases can be used as input to find the common miRNAs, chemicals, and BPs associated with the 
set or individual disease using Disease-Chemical/miRNA tool. In miRNA-Disease tool, users can search 
for species-specific (Human, Mouse, Rat) miRNA analysis using the corresponding prefix (has-, mmu-, 
rno-) for the miRNA symbols, or can adopt a combined analysis including all three species. For the lat-
ter, the user should not use species-specific prefix, instead should use general miRNA symbols such as 
miR-21 etc. Disease-Chemical/miRNA tool can provide the associated miRNAs, chemicals, and affected 
BPs for a single or a combination of diseases.

Efficacy of miRegulome tools. To demonstrate the efficacy of miRegulome v1.0 tools, we used sets 
of miRNAs or genes that have been reported to show directly up- or down- regulated in a particular 
disease condition, and have been considered as biomarkers or signatures for the corresponding diseases. 
Ten such published datasets from ten PubMed literature (that are not incorporated so far in this version 
of miRegulome) were randomly selected and used for the analysis. The set of miRNAs or genes from 
each publication is fed into the corresponding tool and checked for the output results. Upon analysis, 
we look for the results if they match with the disease(s) mentioned in the corresponding publication for 
that particular set of miRNAs or genes. miRegulome v1.0 tools rank top 15 diseases associated with single 
or a set of miRNAs or gene(s) along with a count of association/count of PMIDs along with respective 
Z-scores based on the strategy as described in the “Analysis Tools” section. Out of the tested ten miRNA 
and 10 gene sets from twenty different publications, the miRNA-Disease and Gene-Disease association 
analysis tools are able to rank the diseases associated with the miRNA and gene sets as per the published 
literature within the top 15 diseases and mostly under the first five listed diseases.

Out of ten tested miRNA sets from ten different PubMed literature, in 7 cases the tool ranks the 
same disease associated with the miRNA set (as mentioned in the corresponding literature) within rank 
5 and only 3 are between ranks 10 to 14 (Supplementary Table S1). As per the PubMed: 2221323640, a 
set of human miRNAs comprising of miR-21, miR-31, mir-122, miR-221, miR-222, miR-145, miR-146a, 

Figure 4. The relationships among various modules of hsa-mir-200b suggest that this miRNA is a 
probable tumor suppressor. 
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miR-200c, and miR-223 are deregulated in hepatocellular carcinomas. When this set of miRNA is used 
for analysis, the miRNA-Disease analysis tool gives hepatocellular carcinoma at rank-3 with an associ-
ation score/count of PMIDs 50 (Z-score: 37.821). Another set of miRNA miR-1, miR-134, miR-186, 
miR-208, miR-223, and miR-499 are associated with acute myocardial infarction according to PubMed: 
2364183241. When this set is used in miRNA-Disease analysis tool, the outcome ranks myocardial infarc-
tion at position 2 with an association score/count of PMIDs 6 (Z-score: 4.222). Additionally, the asso-
ciated BPs ranked by the tool also correlate with the diseases; supporting the efficacy of the tool in 
associating diseases with the input miRNA sets (Supplementary Fig. S8).

The performance of miRegulome tools may be compared to tools that perform statistical enrichment 
analysis. We compared the results from miRNA-Disease analysis tool with the Tool for Annotations of 
human miRNAs (TAM) (http://210.73.221.6/tam)42 that calculates the probability of a particular miRNA 
belonging to a cluster of miRNAs, using its expression values and gives enriched miRNA-associated dis-
ease and functions based on p-values. miRegulome v1.0 does not have expression values or information of 
cluster of miRNA families and thereby cannot do statistical significance analysis. However, we have used 
the Z-score statistical assessment of the results which gives a standardized scoring metric and credibility 
to the miRNA-disease associations. For comparison, we used the same miRNA sets (Supplementary 
Table S1), that are used to test efficacy of miRNA-Disease analysis tool and selected overrepresentation 
and set version 2 of TAM. As shown in Supplementary Table S2, the ranking of diseases for a particular 
set of miRNA based on p-values by TAM is comparable to the ranking by our miRNA-Disease analysis 
tool; although the absolute ranks differ. This variation could be due to more disease entries used by TAM 
analysis (as it uses the entire HMDD database43).

Supplementary Table S3 shows the results for the Gene-Disease association analysis tool. It is observed 
that, a 29-gene signature for lung cancer (PubMed: 19951989)44 gives the same cancer at rank-5 with an 
association score 215. Two genes COL2A1 and ATP4B identified as markers in gastric cancer (PubMed: 
23606240)45 gives colorectal cancer as the rank-1 disease with an association score of 99. For the 
Gene-Disease tool, we observed that, in 50% cases the tool ranks the disease associated with the gene 
set within rank 5 and 100% within rank 10 (Supplementary Table S3). Similar to the miRNA-Disease 
analysis, the ranked BPs also correlate with the disease.

We have also tested the Chemical-Disease and Disease-Chemical/miRNA association tools and have 
received similar precision in results (data not shown). Therefore, these tools are useful in predicting or 
identifying disease associations or disease associated miRNAs/genes/chemicals for user specified data 

Figure 5. Emerging molecular mechanism and correlation between obesity and diabetes as identified by 
miRegulome data. For details, please see the text.
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sets e.g., (i) miRNA/gene biomarkers for a disease, (ii) disease susceptibility in response to a chemical 
based on miRNA profile, (iii) miRNA/gene signature of a disease, (iv) affected or regulated BPs by a 
group of miRNA/gene, and (v) developing therapeutic strategies.

Conclusions and Future development
miRegulome may be considered as the advanced version of miReg29 in terms of data, functionality, usa-
bility, and completeness. miRegulome aims to provide the complete regulome of any miRNA listed in 
this database as derived from published literature. The current version of miRegulome v1.0 provides the 
complete regulome for chemically responsive 803 miRNAs from 12 species. However, the miRNAs from 
Human, Mouse, and Rat currently have most of the downstream modules of their regulome. For other 
species, as most of these modules are unavailable in published literature, they are partially available here. 
Once the data for these missing modules are available in the public domain, they will be incorporated 
in the upcoming versions of miRegulome.

Performance of miRegulome v1.0 tools depend on the available data present in the database. Since 
these tools work based on the association counts; the efficacy of their analysis can be further improved 
if more data are added to the database. For the next release, we aim to add new data and new upstream 
regulators (such as physical, physiological and mechanical factors) for the existing miRNAs. Similarly, 
miRNAs from new species will also be included to further enrich the database. New modules such as 
regulatory relationships between miRNAs and epigenetic modifications, miRNAs and disease related 
SNPs in their target genes, and variations in miRNA sequence and its associated phenotypes among oth-
ers will be included. Interactions among diseases can be explored using miRNA-disease relation model 
of the current data. This can be achieved by representing the miRNA-disease information as a network. 
Further work would also aim to develop novel ways of interaction with the database and ascertain the 
nature of associations among different diseases, in which the effect of a certain disease on the occurrence 
or receding of other diseases can be evaluated. Tools for prediction of prognostic and early diagnostic 
markers will also be developed. In order to achieve that, high throughput genome-wide expression and 
association data will be incorporated in the next versions of miRegulome and the novel “reverse transcrip-
tomics” approach by Barh et al.46 will be implemented. Similarly, disease specific therapeutic miRNAs 
and small molecules targeting the disease causing precursor microRNAs also will be included. Further, 
the miRNAs may be classified based on -3p and -5p and the new version will be developed based on such 
strand specific miRNA information. We also aim to develop a better visualization and advanced inte-
grated analysis system for next-level of interaction of miRegulome modules and interpretation of miRNA 
functions in various biological and patho-physiological processes and to understand if miRNA-miRNA 
direct interactions do also exist.

Availability and Requirements
miRegulome v1.0 can be accessed online at http://bnet.egr.vcu.edu/miRegulome and is free for academic 
research. Commercial use is not permitted. jQuery, JavaScript, and HTML have been used to design the 
user interface. PHP has been used for server-side scripting support. Google visualization library has been 
used to represent the data in an interactive form. MySQL v.5.1.63 is used as database to store regulome 
information. It runs on Apache 2.2.17 on Ubuntu 12.04. The database and its integrated tools can be best 
used using the latest versions of Google Chrome and Mozilla Firefox browsers.
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IV.2.1 Conclusions from this research/ Chapter-2  

 
i. We have developed user-friendly miRegulome knowledgebase that provides complete 

regulome (upstream regulators, downstream targets, miRNA regulated pathways, 

functions, diseases etc.) of a miRNA where all modules are hyperlinked to an 

appropriate external resource to give overall idea about the miRNA 

ii. All information in this database is based on validated data manually curated from 

published literature  

iii. The database contains 803 miRNAs from 12 species (including Human, Mouse, Rat, 

and plants) 

iv. It provides a comprehensive understanding of biology and function of a miRNA 

v. Visualization of miRNA regulome and advance combined search provide a single 

window to explore wide range of data and data interpretation 

vi. The database and its integrated four tools (Chemical-disease analysis, miRNA-disease 

analysis, Gene–disease analysis, and Disease-chemical/miRNA analysis) are helpful in 

understanding novel biology of miRNAs and  their novel associations with diseases  

vii. The database is essential resource for miRNA researchers and its four tools facilitates 

biomarkers and therapeutics discoveries with high precision 
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IV.2.2 Media highlights of this research outcomes/ Chapter-2 

 

 
 
http://www.medicalnewstoday.com/releases/301718.php  

__________________________________________________________________ 
 
About Medical News Today (www.medicalnewstoday.com): MTN is the healthcare internet publishing market leader 
for medical news. It is in the top 360 United States sites and top 120 United Kingdom sites and receives more than 12 
million monthly visits, 10 million monthly unique visitors and 15 million monthly page views as reported by Quantcast. 
It contents are based on evidence-based, peer-reviewed studies, along with accurate, unbiased and informative 
content from governmental organisations (e.g. FDA, CDC, NIH, NHS), medical societies, royal colleges, professional 
associations, patients' groups, pharmaceutical and biotech companies, among others and targeted to an educated 
audience of both healthcare professionals and patients alike.  

 

 

Page 155 of 237

http://www.medicalnewstoday.com/releases/301718.php


22 
 

IV.3 Chapter III: Research Article   

 
miRsig: a consensus-based network inference methodology to identify pan-

cancer miRNA-miRNA interaction signatures. 

 
Joseph J Nalluri, Debmalya Barh, Vasco Azevedo, Preetam Ghosh 
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In this chapter, a novel computational pipeline is developed based on consensus of six network 

inference algorithms on miRNA expression matrix and graph intersection analysis to predict the 

common and core miRNA-miRNA interaction signatures in multiple diseases especially in 

cancers towards identification of early deregulated miRNA networks and therefore the screening 

or early diagnostic biomarkers. The miRsig (miRNA Signature) online tool is also developed that 

performs the analysis and visualization of the disease-specific signature/core miRNA-miRNA 

interactions based on this novel computational pipeline. miRsig is available at: 

http://bnet.egr.vcu.edu/miRsig 
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miRsig: a consensus-based network 
inference methodology to identify 
pan-cancer miRNA-miRNA 
interaction signatures
Joseph J. Nalluri1, Debmalya Barh2,3,4, Vasco Azevedo3 & Preetam Ghosh1

Decoding the patterns of miRNA regulation in diseases are important to properly realize its potential 
in diagnostic, prog- nostic, and therapeutic applications. Only a handful of studies computationally 
predict possible miRNA-miRNA interactions; hence, such interactions require a thorough investigation 
to understand their role in disease progression. In this paper, we design a novel computational pipeline 
to predict the common signature/core sets of miRNA-miRNA interactions for different diseases using 
network inference algorithms on the miRNA-disease expression profiles; the individual predictions 
of these algorithms were then merged using a consensus-based approach to predict miRNA-miRNA 
associations. We next selected the miRNA-miRNA associations across particular diseases to generate 
the corresponding disease-specific miRNA-interaction networks. Next, graph intersection analysis 
was performed on these networks for multiple diseases to identify the common signature/core sets 
of miRNA interactions. We applied this pipeline to identify the common signature of miRNA-miRNA 
inter- actions for cancers. The identified signatures when validated using a manual literature search 
from PubMed Central and the PhenomiR database, show strong relevance with the respective cancers, 
providing an indirect proof of the high accuracy of our methodology. We developed miRsig, an online 
tool for analysis and visualization of the disease-specific signature/core miRNA-miRNA interactions, 
available at: http://bnet.egr.vcu.edu/miRsig.

MicroRNAs (miRNAs) are non-coding RNAs of ~22 nucleotides in length that inhibit gene expression at the 
post transcriptional level by binding to the 3′  UTR region of target mRNAs through complementary base 
pairing1. However, a couple of studies have instead reported an activation of target gene expression as well2,3. 
By virtue of this gene regulation mechanism, miRNAs play a critical role in several biological processes4 and 
patho-physiological conditions, including cancers5. The role of miRNA regulations in diseases have been widely 
recorded6, however the precise patterns through which a miRNA regulates a certain disease(s) are still elusive. For 
example, it is not yet clear how a miRNA’s up/down regulation directly or indirectly affects a disease’s progression 
or repression because of the many intermediate factors involved. Thus, predicting and identifying miRNA-disease 
associations has been a primary research area for several groups. Moreover, the multi-level interactions of miR-
NAs in cancer-like multi-factorial diseases are more complex due to the possibility of several types of interactions, 
such as, the classical miRNA-mRNA, miRNA-environmental factors, miRNA- transcription factors-miRNA7, and 
our newly hypothesized direct miRNA-miRNA interactions without any intermediate linkers (e.g., transcription 
factors)8. However, till date, no experimental proof of direct miRNA-miRNA interactions exists except, a single 
study reported in mouse9.

Although, the precise patterns or the reasons behind miRNAs’ deregulation in cancers are not fully understood, it 
has been found that miRNAs tend to work together in groups10, as evidenced in certain diseases11. Such co-ordinated 
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regulation, comprising mutual co-targeting and co-regulation, as well as miRNA regulation by other miRNAs are 
reported in many disease conditions, including various cancers10. To elucidate the miRNA-disease associations at 
the regulome level, we earlier developed the miRegulome database and corresponding analytic tools12. Furthermore, 
in cancers it has been observed that groups of miRNAs, known as superfamilies, express consistently across several 
cancers and may act as drivers of tumorigenesis, where few key miRNAs direct the global miRNA expression pat-
terns13. Identification and existence of such groups or super-families of miRNAs obviously leads to the intuition, 
that the therapeutic suppression or expression of any one of the miRNAs in the family, would compensate for the 
other participants of the family13. Our central hypothesis in this paper is that, these miRNAs in such superfamilies 
may interact directly or indirectly, by forming a core miRNA-miRNA co-regulatory network and thereby acting as a 
signature component for prognosis, prediction, and early diagnosis of any disease including cancer.

Several computational efforts have been implemented to study and discover the disease-miRNA interac-
tion networks based on functional enrichment analysis14, social network analysis methods15, similarity-based 
methods16, and diffusion-based methods17. Some studies have integrated genomic and phenotype data sets to 
infer novel miRNA-disease associations18. A miRNA regulatory network was also constructed by integrating 
multidimensional high-throughput data and was used to identify the cancer-associated miRNAs19. Similarly, 
co-regulating miRNA clusters and prioritized candidate miRNAs across multiple types of diseases have been 
predicted. Using co-regulating functional modules, a miRNA-miRNA synergistic network was constructed to 
study the aspect of homophily among miRNAs associated with the same disease and subsequently disease-specific 
miRNAs were detected based on their network topological features. In this study, a miRNA-miRNA co-regulation 
network was constructed by selecting common miRNAs across various data sets related to the same disease, 
pairing them based on their sharing of common targets, and subsequently performing a GO enrichment analysis 
of their predicted targets. These miRNAs were qualified as co-regulating if they shared a significant amount of 
GO enrichment analyses of predicted targets20. Disease-specific miRNAs were also identified using the miRNA 
target-dysregulated network built on the assumption that causative miRNAs show abnormal regulation of their 
target genes21. Similarly, disease-specific miRNAs were also identified by integrating phenotype associations of 
diseases which had matching miRNA and mRNA expression profiles22. Network theoretic algorithms such as the 
biclique-based method23, biclustering technique24 and maximum weighted matching25 among others have been 
deployed to discover and predict the patterns of miRNA regulation. Graph theoretical methods and network 
inference models have also been applied to analyze complex regulatory interactions and reconstruct the causative 
gene regulatory network and other biological networks26–29.

In this work, we have used the miRNA expression data sets available at the PhenomiR30 database to predict 
miRNA-miRNA core/signature interactions across several cancers using a combination of (i) six state-of-the-art 
network inference algorithms, (ii) a wisdom of crowds31 based consensus approach32 to generate disease-specific 
miRNA interaction networks with higher accuracy, and (iii) a simplified graph intersection analysis to identify 
the miRNA-miRNA core interactions across multiple diseases belonging to a particular disease class.

Methods
The methodology adopted in this paper is comprised of i) translating the miRNA-disease expression scores 
from the PhenomiR database into a miRNA expression matrix (Fig. 1, Step 1); ii) deploying six network infer-
ence algorithms on the expression matrix and deriving the miRNA-miRNA interaction scores from each algo-
rithm (Fig. 1, Step 2); iii) performing a consensus-based approach, i.e. estimating an average score for every 
miRNA-miRNA interaction across its six predicted scores (Fig. 1, Step 3); iv) validating the resultant interac-
tions using precision-recall analysis with a hypothetical true network generated using the PubMed IDs from 
PhenomiR; v) analyzing the miRNA-miRNA interaction networks for every disease and detection of the con-
served miRNA-miRNA interactions across various groups of cancers and finally vi) validating the conserved 
miRNA-miRNA interactions in the identified group of cancers via manual literature search.

Data preparation and modeling. The data from the PhenomiR database is freely available and was used in 
this study. PhenomiR 2.0 was downloaded for the purposes of this study. PhenomiR 2.0 is a comprehensive data set 
containing 535 database entries across 345 articles recording miRNA expressions in diseases30. As shown in Fig. 2, 
the data from PhenomiR was converted into a disease-specific miRNA expression matrix (shown in Fig. 3). The 
miRNAs whose fold-change values were not available in PhenomiR 2.0 data set were discarded from the study; this 
also includes some misformatted lines of data that were excluded from further processing as they were also missing 
the fold-change values. Here, the core idea is to consider a pair of miRNA and disease as a single miRNA-disease 
(MD) node, as seen in Fig. 3; note that, for ease of reference, we consider an MiDj pair as an MD node which concep-
tually designates a disease-specific miRNA. The same miRNA participating in multiple diseases will have different 
expression profiles in each of them and hence the disease specific miRNA terminology, i.e., MD, signifies a miRNA’s 
expression profile in a particular disease. Thus, every unique miRNA-disease pair constitutes a unique MD type 
node. In this disease-specific miRNA expression matrix (Fig. 3-b), each row represents a study/experiment and each 
column represents an MD’s expression score in that study. The resultant expression matrix herein, has 4,343 unique 
nodes/columns (i.e., unique MDs in the network) for 267 samples (i.e., rows).

In the PhenomiR data set, some MDs have two fold-change values indicating minimum and maximum expres-
sion scores while other MDs only report a minimum fold-change expression score (for e.g., see Fig. 1, Step 1, 
PhenomiR data set, row 2). To assess these scenarios, we devised three different methodologies (described in the 
next section), generated separate expression matrices based on each methodology and performed the subsequent 
analysis on each of them.
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Average scoring. Under Average scoring method, for the MDs having both minimum and maximum fold-change 
values per sample, their average was taken and considered as the final expression value in the expression matrix. As 
shown in Fig. 1, Step-1, the entry M1-D1 has two expression values - 2.3 and 2.9, i.e., minimum fold-change and 
maximum fold-change respectively, which were averaged to 2.6 in the Expression Matrix 1 (see Fig. 1, Step 1-a).  

Figure 1. Overview of the methodology with Mi denoting miRNAs and Dj denoting the diseases. Step 1 
consists of translating the PhenomiR data set into three miRNA expression matrices (a, b and c) based on three 
approaches. In Step 2, each of these matrices are subjected to six network inference algorithms which produce 
the interaction scores across the different MiDj nodes. In Step 3, the six individual MiDj −  MxDy interaction 
scores are averaged into a final score designating its confidence.
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For MDs with only their minimum expression values reported, this single value was also considered to be its 
average expression value.

Retaining maximum and minimum expression values. The Average scoring method can lead to a potential loss 
of information as the individual maximum and minimum expression values (when available) were not retained. 
Hence we designed the following two methods to generate the expression matrix.

 1. Max-Min scoring
 Under Max-Min scoring method, for the MDs having minimum and maximum fold-change expression values,  
(instead of taking their average) both these data points were considered as separate entries; thus, the same 
MD was considered twice in the expression matrix with the duplicate entry designating a new experiment. 
As displayed in Fig. 1, Step 1, the first row entry, M1-D1 in Study-1 has two expression values; these val-
ues were individually considered as separate data points and included in the expression matrix accordingly 
along with their co-expressing miRNAs’ expression values, providing us with Expression Matrix 2 (see Fig. 1,  
Step 1-b).

 2. Computing Missing Max. scoring
 Under Computing Missing Max scoring method, for the MDs which did not have a maximum fold-change 
expression value, we took an average of its maximum fold-change values across all its other samples and 
substituted this average score as it’s maximum fold-change expression value. As shown in Fig. 1, Step 1, the 
entry M2-D1 on 2nd row does not have a maximum fold-change value. However, M2-D1 combination has 
maximum fold-change expression values of 6.7 and 3.1 from sample #5 and #6, respectively. Herein, we took 
an average of these two values, i.e. 6.4 and substituted it for the original missing value for M2-D1 in the 2nd 
row. This method overcomes the limitation posed due the non-availability of the expression value by giving 

Figure 2. Schematic of the miRNA-disease regulation with fold-change values. 

Figure 3. Schematic of the miRNA expression data set. [(a) and (b)] Data from PhenomiR is mapped into an 
miRNA expression matrix. (c) Network inference approach is applied to the matrix to derive the interaction 
network.
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its closest approximation, based on the particular MD’s expression pattern across the sample spectrum. After 
applying this method, the Average Scoring method was performed on this matrix to obtain Expression Matrix 3  
(see Fig. 1, Step 1-c).

After the three expression matrices were derived, a reverse engineering methodology32 was adopted to recon-
struct the MD-MD regulatory network from these expression matrices (Fig. 3, Network Inference), by applying six 
widely used network inference algorithms along with a consensus-based ranking algorithm, which is explained 
in the next section.

Network inference algorithms. Each expression matrix has 4,343 nodes and therefore, there are poten-
tially 4,343 ×  4,343 (i.e. 18,861,649) MD-MD interactions in the network. Six different network inference 
algorithms were applied on the miRNA expression matrix, which gave prediction scores for every MD-MD inter-
action. We used the mutual information-based algorithm, Context Likelihood of Relatedness (CLR)33, Maximum 
Relevance Minimum Redundancy Backward (MRNETB)34, Basic Correlation methods (Pearson and Spearman), 
Distance Correlation (DC)35, and regression-based Gene Network Inference with Ensemble of Trees (GENIE3)36 
algorithms for network inference. The details of the algorithms are given in Supplementary File S1. Note that, the 
Basic Correlation methods resulted in two different network inference algorithms based on the type of correla-
tions implemented, i.e., one each for Pearson and Spearman correlations.

Consensus based network inference approach. Each of the six individual network inference algo-
rithms produced a ranked list of prediction scores for every MD-MD interaction (see Fig. 1, Step-2). Thereafter, 
we used the wisdom of crowds31 approach, which proposes that the aggregation of information from the com-
munity yields better results than the individual few. In this study, the consensus based approach aggregates the 
collective information (i.e. prediction scores) from the six individual network inference algorithms and computes 
a more accurate final score for MD-MD interactions. This rank is computed by taking an average of the predicted 
ranks of each interaction derived from the corresponding network inference algorithms. Figure 4 displays the 
workflow of this approach. This approach was earlier implemented to infer gene-regulatory networks and yielded 
highest accuracy compared to each of the individual network inference algorithms32.

This consensus based network inference approach is executed in the Average Rank32 algorithm which essen-
tially computes the average score of a particular MD-MD interaction by taking the mean of its six predicted ranks. 
The ranking methodology used in this algorithm is based on the Borda count method. This method is used in 
elections during which voters rank candidates as per their preferences. The winning candidate is the one with 
the best average rank. Here, all the interactions are first ranked in descending order of their predicted scores (as 

Figure 4. Workflow of the consensus-based miRNA network inference. 
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seen in the column Rank in Table 1). Describing briefly, the Borda count method allocates points to each rank. 
The highest ranked interaction (meaning, 1) get the maximum Borda points (number of interactions - 1) and the 
lowest ranked interaction has 0 Borda points as demonstrated in the column Borda points in Table 1. In order to 
derive the final rank between 0 and 1, these points are thereafter normalized to derive a relative Borda rank. Thus, 
each rank has been translated to its new relative Borda rank. Note that, the Borda count ranking method is among 
the many other methods to perform averaging of the ranks in the consensus methodology.

The six network inference algorithms generate six different ranks for each interaction and the consensus algo-
rithm next computes an average Borda rank for the interaction. Tables 1 and 2 display a scenario of ranking four 
MD-MD interactions I1, I2, I3 and I4 via a consensus-based approach as executed in AverageRank algorithm. 
Table 1 displays the ranked list of predictions for these interactions by all the six network inference algorithms 
based on their prediction scores. For example, in Table 1, Algorithm 1 ranks MD-MD interactions in this order 
— I4, I2, I1 and I3 based on their prediction scores. The individual ranks for miRNA-miRNA interaction I4 are 1, 
3, 4, 2, 2 and 3 by the six algorithms respectively (noted with *), and their relative respective Borda ranks are 1, 
0.333, 0, 0.666. 0.666 and 0.333. The final rank of interaction I4 is the average of all the Borda ranks, i.e., 0.49, as 
demonstrated in Table 2 (noted with *). Similarly the final ranks of every other interaction is computed using the 
following formula,

∑=
=

‐ ‐Final rank I
K

Borda rank I( ) 1 ( )
(1)j

K

j
1

where, K is the number of algorithms (six, in our case). These results are displayed in Table 2.
An example of the final result listing of our MD-MD interactions is shown in Table 3 (also see Fig. 1 Step-3).
In these results, we noted all the different possibilities of interactions that can occur considering the 

miRNA-disease pair, i.e. MD as a node. There are essentially four types of interactions that can exist in this net-
work. These are explained in Table 4. Among these types, type 1 is a self-loop and not applicable for our purposes. 
For application purposes of our methodology, we focused on analyzing the set of interactions belonging to type 
3 which is further elaborated in the next section. Interactions of type 2 and type 4 will be studied in the future to 
analyze the relationship between diseases sharing a common miRNA (type 2) and the proximity between dissim-
ilar miRNAs and dissimilar diseases (type 4) having high probabilities of interaction.

Disease-specific miRNA network construction. In this section, the results of the type 3 interactions 
were selected for disease-specific analysis. There were 66 unique diseases in the final predicted list of interac-
tions from the Average Rank algorithm; this list of diseases are provided in the Supplementary File S2. Under a 
specific disease Dx, all the miRNA-miRNA edges, i.e. M1Dx −  M2Dx edges were collected into a single Dx disease 
network; thereby giving us the disease-specific miRNA-miRNA interaction network (DMIN) (Fig. 5, Step 1). 
DMIN is a network G =  (V, E), where V =  {M1Dx, M2Dx, …  MnDx} (i.e., set of miRNAs under disease name Dx) 

Borda rank (Norm. borda points) Borda points Rank Alg. 1 Alg. 2 Alg. 3 Alg. 4 Alg. 5 Alg. 6

1 3 1 I4
* I2 I2 I2 I2 I3

0.6667 2 2 I2 I3 I3 I4
* I4

* I2

0.3334 1 3 I1 I4
* I1 I3 I3 I4

*

0 0 4 I3 I1 I4
* I1 I1 I1

Table 1.  Ranked individual predictions of each algorithm for every interaction I. Borda points are 
allocated to each Rank. A relative Borda rank =( )Borda points for that rank

maximum Borda points
 is computed for every Rank. Borda 

ranks for interaction I4 (noted with *) are 1, 0.333, 0, 0.666, 0.666 and 0.334 by the six algorithms respectively.

Interaction Averaging of Borda ranks Final rank

I2 (0.66 +  1 +  1 +  1 +  1 +  0.66)/6 0.88

I3 (0 +  0.66 +  0.66 +  0.33 +  0.33 +  1)/6 0.49

I4
* (1 +  0.33 +  0 +  0.66 +  0.66 +  0.33)/6 0.49*

I1 (0.33 +  0 +  0.33 +  0 +  0 +  0)/6 0.11

Table 2.  Final ranks for each interaction; the final rank of interaction I4 is 0.49.

Rank Interaction Score

1 Hepatocellular carcinoma:hsa-mir-183 ⇒  Hepatocellular carcinoma:hsa-mir-374a 0.9786

2 Hepatocellular carcinoma:hsa-mir-374a ⇒  Hepatocellular carcinoma:hsa-mir-182 0.9781

3 Breast cancer:hsa-let-7a-1 ⇒  Breast cancer:hsa-mir-30d 0.2985

4 Breast cancer:hsa-let-7a-1 ⇒  Breast cancer:hsa-mir-381 0.2426

Table 3.  Format of the results based on the consensus approach.
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and E is the ordered set of edges, where edge e =  {Mi, Mj}. We performed a similar network construction for every 
cancer-related disease, Dx. To pursue a more definitive and cancer-specific analysis, only cancer-related diseases 
were chosen and grouped into classes based on their tissue/organ specificity. We created four major classes: i) 
gastrointestinal cancers (esophageal, gastroesophageal, gastrointestinal, gastric, and colorectal cancer), ii) endo-
crine cancers (hepatocellular, pancreatic, and thyroid carcinoma follicular, and thyroid carcinoma papillary), iii) 
leukemia/blood cancers (hematological tumors, acute myeloid leukemia, chronic lymphatic leukemia, and acute 
myelogenous leukemia), and iv) nerve cancers (neuroblastoma, medulloblastoma, and glioblastoma).

Under a particular disease class, all the corresponding DMINs were combined into a single network (Fig. 5, 
Step 2). Using graph intersection analysis, we mined the miRNA-miRNA interaction networks of all the cancers 
within the specific class to identify a conserved (signature/core) miRNA-miRNA interaction component. This 
identified miRNA-miRNA interaction component was present in all the diseases of that particular class. These 
findings are reported in the pan-cancer miRNA signatures section and the results are discussed in the Discussion 
section.

Results
Validation of interactions. After executing the Consensus based network inference approach on three input 
miRNA expression matrices derived from the three approaches mentioned in the Data preparation and mode-
ling section (Average scoring, Retaining Max-Min and Computing Missing Max.), we obtained three sets of pre-
dicted miRNA-miRNA interactions. Each predicted interaction was validated by querying for PubMed IDs in the 
PhenomiR database which cited and reported the occurrence of miRNAs’ association with the specific disease in 
a single PubMed ID. For e.g., for each predicted interaction, i.e. MaDx to MbDx, if a PubMed ID cited the occur-
rence of the association between the miRNAs (Ma, Mb) and the disease (Dx), the interaction was termed as true/
validated (1); else the predicted interaction was termed as unknown/unverified (0). Based on this, labels were 
generated for every interaction in the resultant set forming the true network. We performed a precision-recall 
analysis to ascertain the accuracy of the consensus-based network inference method. The precision-recall values 
were calculated using the formula:

=
+

=
+

Precision tp
tp fp

Recall tp
tp fn (2)

where tp, fp, and fn are true-positives, false-positives and false-negatives respectively.

Type # Interaction type Edge Remark

1 miRNAssame, Diseasessame M1D1 →  M1D1 Self-loops, N/A

2 miRNAssame, Diseasesdifferent M1D1 →  M1D2 Present in the result set

3 miRNAsdifferent, Diseasessame M1D1 →  M2D1
Present and used for 
analysis

4 miRNAsdifferent, Diseasesdifferent M1D1 →  M2D2 Present in the result set

Table 4.  Types of interactions in the network.

Figure 5. Overview of the disease analysis. 
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Figure 6 displays the results of the precision-recall analysis and the ROC curve for all the three approaches 
used. As demonstrated in the figure, the Average scoring method fared better than the other two methods; in fact 
the Computing Missing Max. method also performed well for low recall but gradually degraded for higher recall 
values. Based on this precision-recall curve, our proposed methodology displays a high precision (for up to a 30% 
recall) demonstrating its effectiveness in providing high confidence to the results. The ROC curve shows that both 
the Average scoring and Computing Missing Max. methods are comparable in predicting the true positives when 
compared to the number of false positives seen alongside.

Note that our true network generation method has some obvious limitations. While a true edge constituting 
the association of the two miRNAs with the same disease in the same PubMed ID is still acceptable (specifically 
because these edges were manually curated), the unverified edges may simply mean that a study has not yet been 
reported associating the miRNAs to the same disease. Hence, a high precision performance should be the best 
judge of our methodology whereas the recall curve can be somewhat circumstantial.

Pan-cancer miRNA signatures. After the Validation of interactions, in order to confidently detect miRNA 
signatures in the specified disease classes, only the top 10% interactions with the highest confidence scores were 
used in the construction of DMIN (Fig. 5, Step 1) and the subsequent graph intersection approach (Fig. 5, Step 2).  
Hence, all the considered miRNA-miRNA interactions had a confidence score of 0.9 and above. As reported 
in Fig. 7, under gastrointestinal cancers, we detected a signature component of three miRNAs (hsa-mir-30a, 
hsa-mir-181a-1, and hsa-mir-29c). For endocrine cancers, the signature component consisted of hsa-mir-221, 
hsa-mir-222, hsa-mir-155, hsa-mir-224, hsa-mir-181a-1, and hsa-mir-181b-1. For leukemia cancers, the signa-
ture component consisted of hsa-mir-29b-1, hsa-mir-106a, hsa-mir-20a, hsa-mir-126, and hsa-mir-130a. We 
observed two different signatures for nerve cancers. For subsequent validation of these cancer-specific signature 
set of miRNAs, we manually mined PubMed articles which corroborate our results, as reported in Fig. 7. We que-
ried both the PhenomiR database and the PubMed Central database for these reported PubMed IDs; the results 
from these two sources are shown in different colors in Fig. 7. We also observed that, while hsa-mir-30 is common 
in gastrointestinal and nerve cancers; hsa-mir-181 is shared by gastrointestinal, endocrine and nerve cancers. The 
miRNA signature component of the category leukemia is found to possess a distinct group of miRNAs (Fig. 7). 
The role and involvement of these miRNAs in their associated diseases are further elaborated in the Discussion 
section.

The individual steps involved in the manual search process from PubMed Central are shown in Fig. 8. To 
summarize, we first searched PubMed Central with the list of core miRNAs and each disease for which they form 
a signature component. We next manually checked the ‘search’ results to confirm the associations (i.e., the prun-
ing step for PMIDs). If not enough results were retrieved from this search, we entered each miRNA, disease pair 
individually for all the miRNAs forming the signature component in that disease; each of these results were then 
manually pruned and collated to give us the set of PMIDs corresponding to the core miRNAs for that disease. This 
process was repeated for all the other diseases of a particular disease class.

Figure 6. Precision-recall and ROC curves displaying the accuracy of the three methods. The figure 
demonstrates that the Average scoring (blue curve) method fared better than Retaining Max-Min (green curve) 
and Computing Missing Max. (red curve) methods. The inset image shows that the precision of Average scoring 
method slightly outperformed the Computing Missing Max. and was the best overall performer.
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miRsig - an online tool. In order to aid researchers to identify disease-specific miRNA-miRNA interaction 
networks across several diseases, we developed the miRsig tool, available at http://bnet.egr.vcu.edu/miRsig. miR-
sig allows the user to visualize the miRNA-miRNA interaction network for each disease recorded in PhenomiR 
and also across multiple diseases. The results are based on the consensus-based network inference approach. 
miRsig also allows users to search for a common/core miRNA-miRNA interaction component in a user-specified 
selection of diseases (see Fig. 9). Users can create their own class/category of cancers by selecting more diseases, 
as shown in Fig. 9. The edges in the interaction have confidence scores as weights, from 0 (minimum) to 1 (max-
imum). Hence, the tool also allows the user to view only the higher/lower/specific confidence interactions by 
changing the Maximum and Minimum confidence score ranges. Currently, the total number of edges across the 
entire miRNA-miRNA interaction networks are more than 18 million. Hence, to avoid cluttering of the result set 
and to allow clear visibility and comprehension of the network, the Minimum score is set to 0.5, if not specified 

Figure 7. Signature miRNA-miRNA interaction component identified in various cancer categories. The 
PubMed IDs citing the critical miRNAs with the disease from the PhenomiR database are in magenta while the 
PubMed IDs from the PubMed Central database are in blue.
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by the user. Users can also view and analyze the topological properties of miRNA clusters interacting in each or 
a set of diseases. The signature/core miRNA-miRNA interactions among esophageal, gastroesophageal, gastroin-
testinal, gastric, and colorectal cancers, as predicted and visualized is shown in Fig. 9. This network component 
consisting of three miRNAs (has-mir-30a, has-mir-181a-1, and has-mir-29c) is the signature component for all 
the aforementioned five cancers, and can be validated using simple literature search on PubMed Central database 
as demonstrated in Fig. 8.Users can also download the miRNA-interaction network in the format of an edge-list 
in a CSV file. This edge-list can be imported in various network analysis tools such as, NodeXL, Cytoscape, etc. for 
further study and analysis of the interaction network.

miRsig tool has been developed using MySQL as the back-end database and HTML, PHP, JavaScript, AJAX for 
front-end design. The interactive network visualization has been implemented using data visualization library, 
D3.js37.

Discussion
miRNA-mRNA interactions have been substantially documented38 and is a prime area of ongoing research. 
Similarly, miRNA- miRNA interactions through mutual co-expression39, via transcription factor40, and 
miRNA-disease associations6 have also been reported. However, miRNA-miRNA interactions towards iden-
tification of a core miRNA-miRNA module that could potentially be a signature component for a particular 
disease have not been studied enough. Many studies have used computational approaches to study this aspect. 
A miRNA-miRNA co-regulation network in lung cancer was identified using a progressive data refining 
approach20. Similarly, miRNA expression profiling along with a genome-wide SNP approach was used to create 
a miRNA-miRNA synergistic network to study coronary artery disease41. miRNA-miRNA interactions were also 
identified in esophageal cancer using K-clique analysis on a bipartite network consisting of miRNAs and sub-
pathways42. Additionally, miRNA-target interactions were integrated with miRNA and mRNA expressions to 
deduce miRNA-miRNA interactions in prostate cancer43. A network topological approach was also undertaken 
to identify disease miRNAs by constructing a miRNA-miRNA synergistic network consisting of co-regulating 
functional modules44.

Figure 8. Flowchart of the workflow for manual literature search. 
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In this work, we adopted a strategy that takes a miRNA expression profile and uses six different network 
inference algorithms (CLR33, MRNETB34, Basic Correlation (Pearson and Spearman), DC35, GENIE336), each 
varying in their inference strategies, integrated with a consensus approach and graph intersection to identify the 
conserved miRNA-miRNA interaction signature across a group of diseases (cancers, in this case). The identified 
signatures were validated via manual literature search and were found to be associated within the classes of the 
selected cancers, demonstrating the efficacy of the method. Under validation, we retrieved the PMIDs report-
ing the associations from the PhenomiR database and also performed a manual literature search in the PubMed 
Central database to separately corroborate our results, as displayed in Fig. 7.

Our results show that, the expression profile of hsa-mir-30a, hsa-mir-181a-1, and hsa-mir-29c could be a sig-
nature for gastrointestinal cancers that comprises of esophageal, gastroesophageal, gastrointestinal, gastric, and 
colorectal cancers (Fig. 7). These miRNAs are already reported to be associated with these cancers45–48. miRNAs 
(hsa-mir-30a, hsa-mir-29c, hsa-mir-181a-1) displayed the same trend of expression in a study of esophageal ade-
nocarcinoma (EAC) and Barrett’s esophagus (BE) and were differentially up-regulated in both the disease tissues. 
hsa-mir-181a and hsa-mir-29c showed higher expression levels in EAC to that of BE with high grade dysplasia48. 
Studies have also reported hsa-mir-181a, hsa-mir-30a and hsa-mir-29c being overexpressed in esophagela carci-
noma (EC) and hsa-mir-29c to be underexpressed in EC49,50 and therefore, this group of miRNAs may be consid-
ered for developing a pan-diagnostic tool for the aforementioned cancers.

We identified that hsa-mir-221, hsa-mir-222, hsa-mir-155, hsa-mir-224, hsa-mir-181a-1, and hsa-mir-181b-1 
make the signature for endocrine cancers (hepatocellular, pancreatic, and thyroid cancers) (Fig. 7). Reports sug-
gest that these miRNAs are predominantly associated with this group of cancers51–54. In another study analyzing 
molecular signatures for aggressive pancreatic cancer, all the miRNAs (hsa-mir-221, hsa-mir-222, hsa-mir-155, 
hsa-mir-224, hsa-mir-181a-1, and hsa-mir-181b-1) were significantly altered due to chronic exposure to conven-
tional anti-cancer drugs55. A large-scale meta-analysis investigating candidate miRNA biomarkers for pancreatic 
ductal adenocarcinoma (PDAC) across eleven miRNA expression profiling studies, reported all the miRNAs to be 
up-regulated and having a consistent direction of change. miRNAs hsa-mir-221, hsa-mir-222, hsa-mir-155 were 
reported to be upregulated together in at least five of these studies with a consistent direction. Among them, miR-
NAs hsa-mir-221, hsa-mir-155 were identified as part of a meta-signature and biomarkers for PDAC56. Studies 
also report all these miRNAs to be associated with lung cancer57. Thus this set of miRNAs may be used/tested as 
a diagnostic tool for all the endocrine cancers considered here.

Seven miRNAs (hsa-mir-29b-1, hsa-mir-146a, hsa-mir-20a, hsa-mir-126, hsa-mir-99a, hsa-mir-199b and 
hsa-mir-130a) that are well documented for their association with various kinds of leukemia54,58–63 are found 
to form the signature component of leukemia from our analysis (Fig. 7). miRNAs (hsa-mir-29b-1, hsa-mir-20a, 
hsa-mir-126, hsa-mir-146a, hsa-mir-199b) were differentially expressed in a blood stem cell study in which 
the blood stem cells were treated with plerixafor and granulocyte colony-stimulating factor. The miRNAs were 

Figure 9. miRNA-miRNA interactions shown in miRsig for esophageal, gastroesophageal, gastrointestinal, 
gastric, and colorectal cancers. 
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recorded to be expressed in this treated cell study analyzing acute lymphocytic leukemia conditions64. miRNAs 
(hsa-mir-126, hsa-mir-130a, hsa-mir-99a, hsa-mir-146a, hsa-mir-199b) have also been reported to express 
together in a myeloid cell study exploring transcription factor binding site motifs65. Therefore, this signature 
group of miRNAs can be potentially used as a screening or diagnostic tool for a range of different types of 
leukemia.

In case of neurone cancers (neuroblastoma, medulloblastoma, and glioblastoma) we detected two signatures: 
i) hsa-mir-323, hsa-mir-129-1, hsa-mir-137, hsa-mir-330, hsa-mir-149, hsa-mir-107, hsa-mir-30c-1, hsa-mir-
181b-1 and ii) hsa-mir-30b, hsa-mir-331, hsa-mir-150, hsa-let-7a-1 (Fig. 7). Regarding the first signature net-
work component, hsa-mir-137, hsa-mir-330, hsa-mir-149, hsa-mir-107, hsa-mir-181b were among the miRNAs 
whose experimentally validated targets (such as CTBP1, CDC42, CDK6, E2F1, VEGFA, AKT1, KAT2B) affect 
the pathways which play a crucial role in glioblastoma biology. Deregulations of hsa-mir-137, hsa-mir-330 and 
hsa-mir-149 lead to effects in the glioma de novo pathway, VEGF signaling pathway and Notch signaling path-
way66. Among the miRNAs reported in the second signature component, hsa-mir-330 and hsa-mir-30b are 
among the top ten miRNAs having least coefficient of variation in the expression of benign kidney tumor and 
hsa-mir-150 is differentially expressed in metastatic clear cell renal cell carcinoma67.

Comparing our results with other similar works has been challenging, primarily because there are not many 
studies that have reported direct miRNA-miRNA co-regulations across these disease classes. Similar studies13,20,68 
have used different disease and miRNA data sets which makes a one-to-one comparison challenging. In some 
previous works, miRNA-miRNA regulatory associations have been deduced based on the semantic similari-
ties between the associated diseases69 and based on the analysis of shared transcription factors, common tar-
gets, KEGG pathway analysis and corroboration from literature20. However, none of these methods allow for a 
network-level miRNA-miRNA analysis for a variety of diseases and hence cannot be used for comparison pur-
poses to the predicted interaction networks in this paper.

Online analysis and visualization of results is an aid to the research community. Along these lines, several net-
work analysis and visualization tools have been developed, such as VisANT for integrative online visual analysis 
of biological networks and pathways70, miRegulome for miRNA regulome visualization and analysis12 and miRNet 
for functional analysis of miRNAs within a high-performance network visual analytics system71 among others. 
However, no tool is available so far which can perform an online visualization and analysis of signature miRNAs 
across multiple diseases. The miRsig tool developed here bridges this gap and provides an intuitive analysis and 
visualization of core/signature miRNA-miRNA interaction components for several diseases.

Conclusion
In this work, we have developed a novel consensus-based network analysis pipeline to identify disease-specific 
miRNA-miRNA interactions by combining the expression profiles of various miRNAs in specific diseases. This 
method can effectively identify the signature/core miRNA-miRNA interactions for a group of diseases; here tested 
on cancer. These signature miRNAs may have potential use for diagnostic, prognostic, or therapeutic applications 
for a group of related diseases such as cancers. The predicted miRNA-miRNA signature patterns were extensively 
validated by the PMIDs reported in the PhenomiR database as well as an independent manual literature search 
from PubMed Central. miRsig thus provides a powerful prediction and visualization tool for the identification 
of core/signature miRNA-miRNA interactions amongst a number of diseases. Our future work includes inves-
tigating the (i) miRNAsameDiseasedifferent category of interactions to study the dynamics of similar miRNAs across 
multiple diseases and also (ii) the miRNAdifferentDiseasedifferent category of interactions to understand the evolution 
of diseases based on the underlying miRNA expression patterns. As miRNAs may potentially serve as biomarkers 
for a wide variety of diseases, our proposed pipeline may motivate the study of several interesting questions both 
for particular diseases or across multiple diseases.
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IV.3.1 Conclusions from this research/ Chapter-3  
 

 

i. We have developed miRsig (miRNA Signature) online tool that analyses miRNA-

miRNA interaction signatures  

ii. A novel consensus-based network inference is developed from six network inference 

algorithms along with graph based approach is used in this analysis pipeline. 

iii. The algorithm is applied to miRNA-disease expression profiles for identification of 

miRNA-miRNA interaction signatures 

iv. Disease-specific miRNA-miRNA interaction networks as well as common conserved 

miRNA-miRNA interaction network signatures in multiple diseases can also be 

constructed, visualized, and validated using the methodology 

v. We applied the miRsig methodology to identify pan-cancer miRNA signatures 

vi. The identified pan-cancer signatures: 

a. Gastrointestinal cancers (esophageal, gastroesophageal, gastrointestinal, gastric, 

and colorectal): hsa-mir-30a, hsa-mir-181a-1, and hsa-mir-29c 

b. Endocrine cancers (hepatocellular, pancreatic, and thyroid cancers): hsa-mir-

221, hsa-mir-222, hsa-mir-155, hsa-mir-224, hsa-mir-181a-1, and hsa-mir-181b-

1 

c. Leukemias: hsa-mir-29b-1, hsa-mir-106a, hsa-mir-20a, hsa-mir-126, and hsa-

mir-130a. 

d. Neurone cancers (neuroblastoma, medulloblastoma, and glioblastoma) two 

signatures:  

a) hsa-mir-323, hsa-mir-129-1, hsa-mir-137, hsa-mir-330, hsa-mir-149, hsa-

mir-107, hsa-mir-30c-1, hsa-mir-181b-1 and  

b) hsa-mir-30b, hsa-mir-331, hsa-mir-150, hsa-let-7a-1 

vii. Literature mining shows the identified signatures are 100% accurate proving the accuracy 

of the method. 

viii. This novel computational method can help in identification of early deregulated miRNA 

signatures in diseases, therefore the screening or early diagnostic biomarkers can be 

discovered.  
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IV.4 Chapter IV: Research Article   
 

Globally conserved inter-species bacterial PPIs based conserved host-

pathogen interactome derived novel target in C. pseudotuberculosis, C. 

diphtheriae, M. tuberculosis, C. ulcerans, Y. pestis, and E. coli targeted by 

Piper betel compounds. 
 

Debmalya Barh, Krishnakant Gupta, Neha Jain, Gourav Khatri, Nidia Leo´n-Sicairos, Adrian 

Canizalez-Roman, Sandeep Tiwari, Ankit Verma, Sachin Rahangdale, Syed Shah Hassan, 

Anderson Rodrigues dos Santos, Amjad Ali, Luis Carlos Guimara˜es, Rommel Thiago Juca´ 

Ramos, Pratap Devarapalli, Neha Barve, Marriam Bakhtiar, Ranjith Kumavath, Preetam Ghosh, 

Anderson Miyoshi, Artur Silva, Anil Kumar, Amarendra Narayan Misra, Kenneth Blum, Jan 

Baumbach, Vasco Azevedo 

 

Integrative Biology (Camb). 2013 Mar;5(3):495-509. doi: 10.1039/c2ib20206a.  

[PMID: 23288366] 

Impact Factor: 3.5 (2013) 

 

 

Understanding protein–protein interactions (PPI) and host–pathogen interactions are important 

aspects to unveil molecular insights of bacterial pathogenesis and target identification. In this 

chapter we have discussed a novel integrated bioinformatics strategy combining PPI, host-

pathogen interactions, and subtractive genomics to identify common conserved targets in C. 

pseudotuberculosis (Cp), C. diphtheriae, M. tuberculosis, C. ulcerans, Y. pestis, and E. coli. The 

intra-species PPIs of for four Cp strains (Cp FRC41, Cp 316, Cp 3/99-5, and Cp P54B96) is 

identified first time. Inter-species bacterial PPI based conserved common host–pathogen 

interactions (HP-PPI) were determined and validated. Network analysis strategies and 

subtraction genomics approaches were applied to the HP-PPI networks to identify acetate kinase 

(Ack) as a common conserved target in Y. pestis, M. tuberculosis, C. diphtheriae, C. ulcerans, E. 

coli, and all four Cp strains. Piper betel derived Piperdardine and Dehydropipernonaline are 

predicted to have superior effects compared to Penicillin and Ceftiofur on Ack as per our virtual 

screening. Piperdardine inhibits E. coli O157:H7 growth similar to penicillin and may also work 

on other studied pathogens in a similar way. Thus, Ack could be a broad spectrum target and 

Piperdardine is a potential targeting molecule that to be tested in vitro and in vivo against all 

these pathogens.  
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Although attempts have been made to unveil protein–protein and host–pathogen interactions based on mole-

cular insights of important biological events and pathogenesis in various organisms, these efforts have not yet

been reported in Corynebacterium pseudotuberculosis (Cp), the causative agent of Caseous Lymphadenitis

(CLA). In this study, we used computational approaches to develop common conserved intra-species

protein–protein interaction (PPI) networks first time for four Cp strains (Cp FRC41, Cp 316, Cp 3/99-5, and Cp

P54B96) followed by development of a common conserved inter-species bacterial PPI using conserved proteins

in multiple pathogens (Y. pestis, M. tuberculosis, C. diphtheriae, C. ulcerans, E. coli, and all four Cp strains) and

E. Coli based experimentally validated PPI data. Furthermore, the interacting proteins in the common conserved

inter-species bacterial PPI were used to generate a conserved host–pathogen interaction (HP-PPI) network consi-

dering human, goat, sheep, bovine, and horse as hosts. The HP-PPI network was validated, and acetate kinase

(Ack) was identified as a novel broad spectrum target. Ceftiofur, penicillin, and two natural compounds derived

from Piper betel were predicted to inhibit Ack activity. One of these Piper betel compounds found to inhibit

E. coli O157:H7 growth similar to penicillin. The target specificity of these betel compounds, their effects on

other studied pathogens, and other in silico results are currently being validated and the results are promising.
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Insight, innovation, integration
Here, for the first time we represent the intra-species PPIs in C. pseudotuberculosis (Cp). Further, a novel method was used to develop common conserved inter-
species bacterial PPIs for C. pseudotuberculosis, Y. pestis, M. tuberculosis, C. diphtheriae, C. ulcerans, C. glutamicum, and E. coli (pathogenic, nonpathogenic,
closed and distant taxa) to identify the conserved common essential PPIs in these bacteria. This inter-species bacterial PPI was then used to make conserved
common host–pathogen interactions. Using network analysis strategies and subtraction genomics approaches, from this conserved common host–pathogen
interactions; Ack was identified as a key target for all these bacteria. Virtual screening shows Penicillin and Ceftiofur can inhibit Ack. However, Piper betel

derived Piperdardine and Dehydropipernonaline are predicted to have similar or superior effects compared to Penicillin and Ceftiofur on Ack. Piperdardine
inhibits E. coli O157:H7 growth similar to penicillin and can also work on other pathogens in a similar way.

Introduction

Protein–protein interactions (PPIs) are crucial events in several
biological processes. PPI-based decoding of the functionality of
uncharacterized proteins can reveal unknown molecular
mechanisms behind important biological events within a cell
or at the system level.1,2 Therefore, PPIs of an entire proteome
or between a set of proteins in a pathogen and its corres-
ponding host can be useful in identifying precise molecular
mechanisms of host–pathogen interactions, thereby leading to
the development of effective drug targets against the patho-
gen.3–5 Initial computational approaches for the prediction of
PPIs were based on the structural context of proteins. However,
in the post-genomic era, the focus has shifted, and sequence
information is now used.6,7 The availability of genomic and
proteomic data and the advent of yeast two-hybrid, affinity
purification, mass spectrometry, and other high-throughput
techniques have tremendously enriched the field. Recently, a
number of computational approaches have also been developed
to facilitate the prediction and study of these ubiquitous inter-
actions. A number of in silico approaches were recently reviewed
that highlight the use of genomic, structural, and biological
contexts of proteins and genes in complete genomes for PPI
predictions and determination of the functional relationship
among them.8 Using these approaches, the development of
highly reliable PPIs in several organisms including yeast9 and
human10 are close to completion. However, false-positive inter-
actions are a concern.11,12 Similarly, sequence-based computational
methods including gene neighborhood,13 phylogenetic profiles,14

gene fusion,15 co-evolution,16 and domain interactions,17 along with
several newly developed methods, have been used to generate
genome-/proteome-wide interactions in a number of organisms
including, M. tuberculosis18 and E. coli.19 Genomic sequences are
used as the primary data sources in these prediction techniques,
which assume that evolutionary co-inherited gene pairs have a
functional association.20,21 Similarly, amino acid (AA) sequence-
based PPIs identify interacting protein pairs that have specific
AA residues due to their co-evolution or binding to one another.22

Yeats et al. have catalogued the commonly occurring domains for
PPIs.23–25 However, in general, a PPI denotes the binding of proteins
to other proteins.

Concurrently, in silico host–pathogen interactions have been
reported in many organisms, including Plasmodium,26,27

M. tuberculosis,28 and Streptococcus.29 Combined computational
and yeast two-hybrid based approaches have been recently

published for B. anthracis, F. tularensis, and Y. pestis PPIs.5

Although, it gives only 20% positive interactions and therefore
produces a high degree of false-negative interaction,30 the yeast
two-hybrid method and related high-throughput and computa-
tional interaction data have been analyzed to identify targets in
many pathogens.

Although extensive studies have been conducted for
host–pathogen interactions and target identification in
M. tuberculosis31–34 and Corynebacterium diphtheriae,35–38

another member of the Corynebacterium, Mycobacterium,
Nocardia, and Rhodococcus (CMNR) group of pathogens,
C. pseudotuberculosis, remains uninvestigated with respect to both
its PPI and host–pathogen interactions. C. pseudotuberculosis
causes Caseous Lymphadenitis (CLA) or ‘‘cheesy gland’’ in small
ruminants worldwide, which can result in a significant
economic loss.

CLA is characterized by the formation of external or internal
abscesses, chronic limb infections (lymphangitis) and lympha-
denitis.39,40 It also infects visceral organs such as the liver,
spleen, kidneys and lungs.41 Although the bacterium rarely
infects humans, there are reports of human lymphadenitis,
and clinical strains have been isolated.42 Other important
pathogens in the CMNR group, M. tuberculosis and C. diphtheriae,
cause tuberculosis and diphtheria, respectively. According to
the WHO, approximately 1.7 million people died from tubercu-
losis in 2009 and 50,000 died from diphtheria in 2004. Yersinia
pestis causes plague and poses a threat for use in bio-
terrorism.43 Most of its isolates are derived from Y. pseudo-
tuberculosis,44 and lymphadenitis or lymphadenopathy caused
by Cp is one of the symptoms of a Y. pestis45–47 and
M. tuberculosis48,49 infection.

Here, for the first time, using a combination of comparative,
functional, and phylogenomics approaches, supported by pub-
lished, experimentally validated data we report (a) a probable
conserved PPIs in the Cp proteome. (b) Further, we created
proteome-wide common conserved PPIs for a number of patho-
genic and non-pathogenic bacteria (C. pseudotuberculosis,
C. diphtheriae, C. ulcerans, M. tuberculosis, Y. pestis, and
E. coli). (c) Thereafter, the proteins involved in this common
conserved intra-species bacterial PPIs were used to generate
host–pathogen interactions considering human, goat, sheep,
and horse as hosts. This host–pathogen PPI was based on
experimentally validated published host–pathogen interactions
data. (d) By analyzing the host–pathogen interaction networks,
we identified common conserved targets in these pathogens.
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(e) Finally, we use the identified targets to develop broad
spectrum drugs from an existing antibiotic regime and phyto-
chemicals derived from Piper betel.

Materials and methods
Selection of highly identical conserved proteins in Cp, other
bacteria, and hosts

Selection of conserved genes for intra-species Cp PPI. In this
work, we aimed to develop PPIs based on sequences. Therefore,
highly identical common conserved proteins of Cp were
selected using comparative genomics/proteomics approaches
using the BLAST tool.50 As there is no report on Cp PPIs so far,
first we approached to develop intra-species common
conserved PPIs for four Cp strains (strain FRC41, 316, 3/99-5,
and P54B96) that were isolated from four different hosts and
recently sequenced. The strain FRC41 (biovar ovis) was isolated
from a human; strain 316 (biovar equi) was isolated from a
horse; strain 3/99-5 (biovar ovis) was isolated from a sheep; and
strain P54B96 (biovar ovis) was isolated from an antelope.
Highly conserved and common proteins of these four strains
were selected using BLASTp cut off values: E = 0.0001 and
Z 80% identity. Such BLAST parameters were used to select
identical sequences from different strains of a species.51

Selection of conserved genes for inter-species bacterial PPI.
Next, the highly identical common conserved genes across a
wide range of pathogenic and non-pathogenic bacteria from the
same and distant taxa (E. coli, Y. pestis, M. tuberculosis,
C. diphtheriae, C. ulcerans, C. glutamicum, and all four Cp
strains) were selected using the BLAST option available in the
Prokaryotic Sequence homology Analysis (PSAT) Tool.52 The
PSAT tool was selected because it compares gene neighborhoods,
gene clusters, homologs, and orthologs among multiple bacterial
genomes in a single run. It also accounts information of gene
context including weak alignment scores therefore provides better
sensitivity compared to other available comparative analysis meth-
ods. To get the homolog list we used Y. pestis genome as reference
and compared with M. tuberculosis, C. diphtheriae, C. glutamicum,
and E. coli. The BLAST score thresholds were set to: E = 0.01, bit
score Z100, identity Z35% that was used in our previous report
to identify homologs essential genes.51 The common homolog
genes in these bacteria were selected and further tested for their
presence in C. ulcerans and pool of conserved common genes of
four Cp strains, and other selected bacterial strains (Table S1, ESI†)
using NCBI BLASTp with same parameters. Finally, the common
conserved genes that are present in all these selected bacteria were
collected and the common conserved E. coli K12 genes were used
in further analysis as most of the required experimentally validated
data are available for this species. The list of bacteria used in this
analysis is represented in Table S1 (ESI†).

Selection of conserved genes in hosts. A range of hosts
(human, goat, sheep, bovine, and horse) were selected based
on the commonality of the pathogenesis from the selected
pathogenic organisms. The conserved genes in these hosts
were identified using the general NCBI BLASTp program
(cut off values: E = 0.01, bit score Z 100, identity Z 35%).

In all cases, the name of the protein or the functionality was
matched during the selection.

Classification and functional annotations of common
conserved bacterial proteins

The common conserved inter-species bacterial proteins were
functionally classified as per the Clusters of Orthologous
Groups classifications (COGs).53 E. coli genes were subjected
to the COGNITOR BLAST (using default parameters) to group
the proteins under each COG functional classifications. Each
class of COG consists of evolutionary conserved (at least 3
distant lineages) individual protein or groups of paralogs
having similar cellular function under 18 classes. Therefore,
the COG database and its classification are very useful in
comparative, evolutionary, and phylogenetic analysis of new
genome or gene to assign their biological functions.54 Additionally,
the proteins were annotated for their functionality using the NCBI
and UniProt55 databases. Pathogenicity islands (PAIs) encode
various virulence factors including type III secretion system
proteins of a bacterium that are required for infection. Hence, to
check the virulence of the common bacterial proteins, each protein
was tested with the help of the BLASTp option at the Pathogenicity
Island Database (PAIDB) server.56 The PIDB contains all reported
PAIs from 497 pathogenic bacterial strains. The database also
contains more than 310 predicted PAIs from 118 prokaryots. To
map the pathway involvements of these conserved proteins, we
used the KEGG pathway database.57

Generation of intra- and inter-species bacterial PPI, validation,
and analysis

The bacterial PPIs were developed and analyzed using VisANT
3.0.58,59 VisANT is an integrative platform for developing PPIs
and network prediction, construction, editing, analysis, and
visualization. It develops biological interactions based on data
derived from 102 methods (computational and both high- and
low- throughput experimental methods). The tool can integrate
and mine KEGG57 pathways in biological interactions and
multi-scale analysis and visualization of multiple pathways
can also be done.

Intra-species PPI of four Cp. The Cp genome is not available
in VisANT. Therefore, a combination of genomic context-based
methods including comparative and phylogenetic profiling,14

gene or domain fusion,15 and gene neighborhood methods13

were used to develop the intra-species PPIs for the conserved
C. pseudotuberculosis proteins of the selected four Cp strains.
The resultant PPIs along with KEGG pathways were incorpo-
rated in the VisANT for network analysis and in silico validation
of the intra-species Cp PPIs.

Inter-species bacterial PPI. The common conserved inter-
species bacterial PPIs for Y. pestis, E. coli, M. tuberculosis,
C. glutamicum, C. diphtheriae, and C. ulcerans and all four
Cp strains were developed using VisANT. We used common
conserved E. coli K12 proteins to develop this PPI as multiple
experimentally validated data for E. coli PPIs are available in
VisANT. Additionally, the VisANT generated E. coli based conserved
PPIs were evaluated using anti-tag co-immunoprecipitation-based
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binding PPIs from E. coli.60 Next, the COG-based classification was
applied to construct interacting protein hubs (a group of proteins
under a common COG). Further, KEGG pathways were incorpo-
rated into the PPI network and analyzed in VisANT for identifi-
cation of correlations among the interacting individual proteins,
hubs, connecting nodes, and pathways to determine if the selected
common conserved proteins and their PPIs are involved in bacter-
ial essential metabolic process as well as in pathogenesis. This is
with the agreement that as we have taken common conserved
proteins of multiple pathogenic and non-pathogenic bacteria from
same and different taxa; the proteins and their resultant inter-
species PPIs must be involved in bacterial essential metabolic as
well as pathogenic pathways.

Host–pathogen protein–protein interactions (HP-PPIs)

Cp infects a broad range of hosts, commonly goat, sheep, and
horse,51 and in rare cases, human.42 However, the other patho-
gens investigated in this analysis do affect humans. With the
exception of the human host, the genomes of the other hosts
(goat, sheep and horse) have not been fully characterized. It is
presumed that the goat, sheep and horse genomes have protein
products similar to those of human, as they are higher mammals.51

Several symptoms are shared between a Cp, Y. pestis,45–47 and
Mycobacterium48,49 infection. Mycobacterium also falls under the
same bacterial group of Cp (the CMNR group of pathogens).
Therefore, we used our identified common conserved proteins
(that interact with each other and forms common conserved PPIs)
in our previous analysis step (inter-species PPIs) to generate
a common conserved host–pathogen interaction that will be
common to all the selected pathogens and hosts.

Although several computational approaches based HP-PPIs
have been reported over time for a number of pathogens,26,28,61,62

instead of using computational methods, we made our HP-PPIs
based on published experimentally validated host–pathogen
protein–protein binding data. To achieve the HP-PPIs; yeast
two-hybrid assay based Y. pestis-human PPIs,5,63 liquid chromato-
graphy-tandem mass spectrometry based surface-affinity profiling
data for S. gallolyticus-human PPIs,64 and protein microarray based
streptococcu-human PPIs29 were extracted from corresponding
published literatures. Although the yeast two-hybrid screens
generate significant degree of false negatives interactions,65 we
had no other option to generate the host pathogen PPIs because of
unavailability of any other high throughput experimental data.

In addition to these literature based data, 7180 experi-
mentally validated host–pathogen protein binding interactions
for 21 pathogens with the human proteins from the Patho-
Systems Resource Integration Center (Patric) database66 and
24 253 PPIs between 58 hosts and 416 pathogen species from
HPIDB database67 were downloaded to enrich our interaction
data. While the Patric contains interactions of bacterial
proteins with only human; the HPIDB provides PPIs data for
multiple hosts (including human, mouse, rat, and bovine,
chicken etc.).

Next, the identified common conserved bacterial proteins
those interact with each other in intra-species bacterial PPIs
were manually correlated with human interacting counterparts

based on the collected experimentally validated host–pathogen
interaction data. In some cases, the correlation was difficult as
the interacting partner protein from the bacteria was from
species that is not considered in our analysis. Therefore, we
used comparative genomics BLAST to identify if the interacting
bacterial partner is a homologue to any of our selected common
conserved bacterial proteins and if there is a 435% identity, we
considered the interaction for our purpose.

Towards validating and determining the significance of the
HP-PPIs

To identify and evaluate the significance of the host–pathogen
interactions involved in the host response to the pathogenesis
and the key bacterial proteins involved in the pathogenesis, we
performed two analyses of the HP-PPIs. First, we performed
gene set enrichment and enriched functional clustering based
on Gene Ontology using the well known tool: Database for
Annotation Visualization and Integrated Discovery (DAVID
Vs6.7)68 for the host proteins in the HP-PPIs. Further, we used
ToppGene69 for candidate gene prioritization, identification of
network key nodes, and centrality analysis of the interacting
host proteins by mapping their involvement in host pathways
affected due to infection. ToppGene is a platform for gene set
enrichment, functional annotations, and protein interactions
network based candidate gene prioritization. It also provides
information about relative importance of a candidate gene in a
PPI network. For ToppGene analysis, the training sets for the
respective biological processes were collected from data avail-
able at the Molecular signature Database (MsigDB).70 The key
biological processes were selected that are modulated within
the host such as TLR signaling and inflammatory pathways,
immunity, cytoskeleton reorganization, phagocytosis, and
apoptosis in response to infection of Y. pestis, E. coli,
M. tuberculosis and several other pathogenic bacteria as
described in manually curated PHIDIAS host–pathogen inter-
actions database.71 Finally, the interacting pathway-specific key
host proteins were selected based on the ToppGene analysis.

The key bacterial proteins in the HP-PPIs that are involved in
the pathogenesis were identified based on the functionality
analysis. The functional annotation was done using the NCBI,
UniProt,55 and KEGG databases.57 Additionally, the sub-cellular
localization of the proteins were determined using CELLO72

and ‘‘Effective’’73 tools. While CELLO identifies extracellular,
outer membrane, inner membrane, periplasmic, and cyto-
plasmic proteins; the ‘‘Effective’’ specifically predicts bacterial
secreted proteins. The virulence was checked using PAIDB
database.56

Identification of targets from the host–pathogen PPIs and
virtual screening

From the host–pathogen interaction network, the interacting
essential non-host homolog bacterial proteins were identified
as probable targets based on the method and criteria as
described by Barh et al., 2011.51 Briefly, the interacting essential
bacterial proteins were selected based on Database of Essential
Genes (DEG)74 BLASTp (cut off values: E = 0.01, bit score Z 100,
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identity Z35%). Further, the non-host essential bacterial homo-
logs were identified by subjecting essential proteins in NCBI
BLASTp program against human, mouse, sheep, horse, and
bovine proteomes. Finally, the bacterial essential non-host
homolog core and PAI associated proteins having r100 KDa
molecular weight and are involved in bacteria’s multiple unique
essential metabolic pathways were selected as putative targets.

The bacterial targets were modeled using the Phyre 275 and
Swiss model servers76 and validated using the SAVS server Vs.4.
(http://services.mbi.ucla.edu/SAVES/). A ligand library was
developed with 30 well known antibiotics used against the
selected pathogens and effective drugs for Cp.77 In India, a
Cp infection is rare in areas where the cattle feed on betel vine
leaves and stalks. Therefore, 120 compounds derived from betel
vine were also used to enrich the ligand library and for testing
these betel compounds on the identified targets. The catalytic
pockets within the target proteins were determined using
Molegro Virtual Docker.78 The docking was performed using
GOLD software79 and the five best ligands based on their GOLD
score. The overall strategy is represented in Fig. 1.

Growth inhibitory effect of Piper betel compounds: preliminary
validation

The best lead compounds from Piper betel were tested for their
individual growth inhibition efficacy against the pathogenic
E. coli O157:H7. The bacteria were cultured in Mueller Hinton
(MH) broth (Sigma-Aldrich Co. LLC) at 37 1C for 6 hours to
reach the log phase. Then, cells were harvested by centrifuga-
tion and 107 CFU mL�1 cells were resuspended in tubes

containing MH broth and 10, 100 mM or 1, 10, and 100 mM
concentrations of the Piper betel compounds. Treatment with
100 mg ml�1 of ampicillin was used as control. Cultures were
then incubated at 37 1C for 2 hours in a shaker. The number of
colony-forming units (CFUs) was counted each 30 min interval
by obtaining the CFU/ml from serial 10-fold dilutions prepared
in MH agar (Sigma-Aldrich Co. LLC).

Results
Bacterial protein–protein interactions

Common conserved intra-strain PPI in Cp. We identified
1783 genes common to our 4 Cp selected strains. Using the
computational approaches, we found 4186 conserved interac-
tions common to these Cp strains. We found total 874 proteins
are involved in these interactions. The number of predicted
PPIs based on phylogenetic profile, domain fusion, and gene
neighborhood methods are 2392, 2388, and 245, respectively.
To analyze the pathways falling in these conserved interactions,
we fed the PPIs and Cp FRC41 metabolic pathways (obtained
from KEGG) into VisANT. Upon analysis, we found that 68
pathways can be mapped in this intra-strain PPI of the Cp.
These pathways include various metabolisms, two component
systems, ABC transporters, and bacterial secretion systems among
others that are important for bacterial survival and pathogenesis.
Therefore, our selected conserved common proteins and the
developed intra-strain PPI of Cp will be useful to explain the
biology and pathogenesis of the bacteria if further analyzed.

Fig. 1 Simple flow diagram of the overall strategy used to develop intra-species Cp PPI, inter-species bacterial PPI, host–pathogen interaction PPI, and identification of
targets from the host–pathogen interactions.
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Although this PPI of Cp is very preliminary of its kind, we are
reporting it because there is no report so far on Cp PPI. As our
main aims are to develop conserved common inter-species
bacterial PPIs and use the same to develop conserved common
host–pathogen interactions to finally identify conserved
common broad spectrum target; we did not analyze the intra-
strain PPI of Cp in detail.

Inter-species common conserved bacterial PPIs. To generate
the common conserved inter-species bacterial PPIs, first we
identified common conserved proteins in Y. pestis CO92, E. coli
K-12 DH10B, E. coli O157:H7, M. tuberculosi H37Rvs, C. diphtheriae,
and C. glutamicum R using PAST server. Seventy eight proteins
were found to be conserved in all these species. Further, we
checked if all these proteins are conserved in other virulent and
non-virulent strains of various strains of these bacteria and
Cp strains i.e. from closed and distance taxa. To achieve this we
used amino acid sequences of these 78 Y. pestis CO92 proteins
and performed comparative BLASTp in NCBI server against
proteomes of E. coli str. K-12 substr. MG1655, C. glutamicum
ATCC 13032 Kitasato, C. urealyticum DSM 7109, M. tuberculosis
CDC1551, M. ulcerans Agy99, and four of our Cp strains (FRC41,
316, 3/99-5, and P54B96). We found all these 75 proteins are
conserved in all these selected species and strains (Table S2, ESI†).

As various experimental PPI data are available for E. coli str.
K-12, we selected conserved 75 proteins of this species to make
the common conserved inter-species PPIs using VisANT.

In VisANT, these 75 proteins form a PPI network with 1674
interactions involving 666 interacting nodes where 1210,
755, and 281 interactions are based on the tandem affinity
purification, inferred by authors, and anti tag co-immuno-
precipitation methods, respectively. There are interactions
based on computational and other experimental methods such
as cross-linking studies among others. Twenty seven total path-
ways were mapped in this PPI (Table S3a, ESI†). However, while
we did internal interactions among these 75 proteins, we found
only 142 interactions involving 23 pathways (Table S3b, ESI†).
These 75 interacting proteins fall under 14 COGs (Fig. 2) and
with the exception of 3 proteins, all other proteins were found
to be virulent as per the PAIDB – BLASTp analysis (Table S2,
ESI†).

We selected pathogenic and non-pathogenic organisms
from the same and distant taxa and their conserved genes to
make the inter-species PPIs. Therefore, the resultant PPIs are
common and conserved in all the bacterial species considered
and the PPIs should involve pathways that are essential for
bacterial survival as well as for pathogenesis. To check this,
KEGG pathways were incorporated in the PPIs using VisANT’s
‘‘expand pathways’’ option and the interactions along with the
pathways were analyzed. The analysis showed that the inter-
acting networks were well linked and fit with various pathways
that are well known for their involvements in bacterial survival
and virulence such as various metabolism, two-component

Fig. 2 Clusters of Orthologous Groups (COG) classifications of common conserved proteins of four C. pseudotuberculosis strains, Y. pestis, M. tuberculosis,
C. glutamicum, C. diphtheriae, C. ulcerans, and E. coli.
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system,80 ABC transporter,81,82 redox signaling,83 and sphingolipid
metabolism84,85-like pathways (Fig. 3), supporting the accuracy
and significance of our PPIs.

Host–pathogen protein–protein interactions (HP-PPIs)

To make the HP-PPIs, we used the conserved bacterial proteins
that interact with at least another protein of the bacteria in the
inter-species bacterial PPI. Using the procedure described in
the methods and such conserved interacting proteins, we

identified 14 bacterial proteins that interact with 122 host
proteins. Functional annotations of these bacterial proteins
revealed that eight are cytoplasmic enzymes and five are
membrane localized. All these 14 proteins were predicted to
be involved in virulence as per the PAIDB and the DEG based
analysis showed; all these proteins are encoded by essential
genes. Further, the functional annotation of these 14 proteins
revealed that, they are involved in bacterial various essential
metabolic pathways as well as pathogenicity-related pathways

Fig. 3 The conserved common PPIs with COG classifications of Cp FRC41, Cp 316, Cp 3/99-5, Cp P54B96, Y. pestis, M. tuberculosis, C. gluticum, C. diptherae, C. ulcerans,
and E. coli. Important bacterial pathways involving these proteins and the relationship of these proteins and pathways are also shown. The relationships (edgs)
between hubs and individual proteins are determined using VisANT.
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such as two-component systems (dnaA) and ABC transporters
(gluA) (Table S4, ESI†). All 122 interacting host proteins were
found in well-known bacterial infection associated host
pathways such as integrin-mediated signaling, endocytosis,
TLR signaling, immunity, apoptosis, inflammation, and redox
signaling71 (Table S5, ESI†). The ToppGene-based gene set
enrichment analysis ranked CTNB1 and PIK3R1 at positions
one and four, respectively. Both proteins interact with rpoB and
are involved in immunity, apoptosis, and cell matrix adhesion
(Table S6, ESI†). The bacterial proteins rpoB, carA, carB, leuD,
groEL and their host interacting partners IGHV4-31, NFKB1,
CHD8, and C12orf35, respectively were the key nodes in the
host–pathogen protein–protein interaction network based on
the degree of interactions and centrality analysis (Fig. 4).

Drug target and lead selection

From the host–pathogen protein–protein interaction network,
we identified common conserved bacterial targets using

subtractive genomics as described by Barh et al., 2011.51 The
14 identified genes were essential for the selected group of
pathogens, and the cytoplasmic Acetate kinase (Ack) [EC =
2.7.2.1, Mass = 43.3 KDa] involved in the metabolism of taurine,
hypotaurine, pyruvate, propanoate, and methane metabolism is
the only non-host homolog satisfying most of the criteria of an
ideal target for being (a) an essential non-host homolog enzyme
for multiple organisms, (b) core gene of the organisms,
(c) involvement in organisms’ multiple unique and essential
pathways, (d) PAI-related enzyme, and (e) less than 100 KDa
molecular weight51 (Table S4, ESI†). This common conserved
target binds to host PRDX3 in yeast two hybrid assay (Fig. 4).
PRDX3 is involved in the immune system, apoptosis, cell
proliferation, and redox signaling-like pathways. Therefore,
interaction of Ack-PRDX3 affects all these biological processes
in the host, supporting a mechanism of bacterial infection.

Four active sites were found in the modeled Ack using the
Molegro Virtual Docker (Table S7, ESI†). The GOLD fitness

Fig. 4 Common conserved host–pathogen interaction network of multiple pathogens (four C. pseudotuberculosis strains, Y. pestis, M. tuberculosis, C. glutamicum,
C. diphtheriae, C. ulcerans, and E. coli) and their usual hosts.
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score and MVD analysis of the docking showed that of the
group of 30 selected antibiotics, ceftiofur and penicillin,
commonly used to treat Cp, Diphtheria, Tuberculosis, and
Y. pestis infections, were probably effective against Ack (Fig. 5
and Table S8, ESI†). Additionally, piperdardine and dehydropi-
pernonaline derived from Piper betel were also predicted to be
effective and possibly had a similar or superior inhibitory
activity against the target as compared to penicillin and ceftiofur
(Table S8, ESI†).

Piperdardine inhibits E. coli O157:H7 growth

Viable cells were counted during the culture in MH media
containing the compounds in order to investigate their growth-
inhibiting effect on E. coli O157:H7. We observed that addition
of 100.0 mM of piperdardine or their higher concentration
dramatically decrease in the CFU counts, similar to bacteria
treated with ampicillin (Fig. 6).

Discussion

PPIs derived information along with a molecular basis for host–
pathogen interactions are important in finding effective targets
against a pathogen. Computational or high-throughput
approaches based on the development of genome- or
proteome-wide PPI networks have been applied to various
organisms,9,10,18,19,26–29 allowing for the extraction of important
information for specific biological processes. Predicted
host–pathogen PPIs have been reported for HIV,86,87 Dengue
virus,88 Mycobacterium, apicomplexa, kinetoplastida,28 and
P. falciparum.26,27 Experimentally validated interactions and their
implementations in drug or vaccine development against the
various pathogens have also been reported for group-B strepto-
coccus,29 Corynebacterium diphtheriae,36,89 M. tuberculosis,31–33

Yersinia pestis,90 and Yersinia pseudotuberculosis.91 However,
these experiments were conducted for a small fraction of patho-
genic proteins. Recently, yeast-two hybrid-based proteome-wide

Fig. 5 Docking of Ack with ceftiofur (A–B), penicillin (C–D), piperdardine (E–F), and dehydropipernonaline (G–H).

Fig. 6 Inhibitory effects of Piperdardine on the growth of Escherichia coli 0157:H7 as compared to ampicillin.
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host–pathogen protein–protein binding interactions were reported
for B. anthracis, F. tularensis, and Y. pestis,5 and a number of novel
interactions were documented for these pathogens.

In this report, for the first time we represent 4186 common
conserved intra-species PPIs for four Cp strains (Cp FRC41,
Cp 316, Cp 3/99-5, and Cp P54B96) using phylogenetic profile,
domain fusion, and gene neighborhood methods. In Cp, we
found 874 proteins are involved in these interactions. The
recently reported experimental PPI data on M. tuberculosis
H37Rv, another CMNR group of pathogens, revealed B8000
novel interactions.92 When we compared our intra-species PPIs
of Cp with these M. tuberculosis data, we found half of the
number of M. tuberculosis interactions in Cp. This difference
may be due to the larger genome size of M. tuberculosis (4062
genes, almost double that of the Cp genome), the methods
applied, and the phylogenetically conserved proteins in Cp. The
sixty eight pathways mapped in the Cp PPI belong to both the
bacterial essential metabolic and virulence pathways. There-
fore, our developed Cp PPI will be significant in explaining
biology and pathology of Cp upon further analysis.

While we developed the inter-species PPIs using common
phylogenetically conserved proteins of different groups of
organisms (pathogenic, non-pathogenic, and same and distance
taxa), including four Cp strains, Y. pestis, M. tuberculosis,
C. glutamicum, C. diphtheriae, C. ulcerans, and E. coli, we only
observed 75 common interacting proteins that constituted a
network of 142 interactions among each other and 1674 inter-
actions involving 666 proteins to form the PPI network; however,
important essential metabolic pathways and virulence related
pathway can be mapped in these networks supporting the
usefulness of the PPI in describing the common physiological
process and virulence of these selected pathogens. It is also
profound from these results that, the species-specific global PPIs
exhibit a large number of interactions. However, number of
interactions in conserved PPIs across a distantly related species
of similar pathogenesis is reduced drastically, although essential
and important pathogenesis-related proteins and pathways were
found in the network.

Human-based host–pathogen interactions have been
reported for a number of individual pathogens.5,29,63,64 How-
ever, a common conserved HP-PPI for a number of pathogens
and hosts have not been reported. Here, for the first time we
used common conserved proteins from a broad spectrum of
hosts (human, goat, sheep, and horse) to study the interactions.
Additionally, for the first time, we have extended the strategy to
generate conserved and common host–pathogen interactions
for a group of pathogens using inter-species common
conserved interacting proteins of Cp, Y. pestis, M. tuberculosis,
C. diphtheriae, C. ulcerans, and E. coli with a mode of pathogen-
esis common to these selected hosts. This strategy helped to
gain insight into common conserved host–pathogen inter-
actions across a wide range of organisms and to identify broad
spectrum targets in a single analysis. The PAI-related proteins
are thought to be involved in pathogenesis.93 Our results
support this finding, and we found that the 14 identified
conserved pathogen proteins involved in host–pathogen

interactions were located in PAIs. These proteins are also
involved in essential metabolic and virulence pathways.
Similarly, GSEA, candidate gene prioritization, key nodes, and
centrality analysis of the interacting host proteins revealed that
they are involved in most of the infection-related signaling
pathways,71 supporting the rationality of the developed host–
pathogen interaction networks.

Based on the strategy of target identification,51 Ack was
selected as a broad spectrum target from the host–pathogen
interaction network. Ack is essential to E. coli,94 M. genitalium,95

and M. pulmonis96 and is predicted to be a target in S. aureus.97

The HP-PPI showed that Ack interacted with Peroxiredoxin 3
(PRDX3) from the host. PRDX3 is a peroxidase and is involved
in the NF-kappaB cascade, cell proliferation, apoptosis, and
redox signaling. Redox-sensitive proteins in pathogens make
them resistant to oxidative stress and antibiotics,98 and mani-
pulation of the redox state can be an important strategy for the
management of Tuberculosis.99 Ack, our identified target, is a
kinase that interacts with the redox protein PRDX3 of the host.
We hypothesized that the binding of Ack to PRDX3 modulates
PRDX3 activity, thereby disrupting the redox signaling and
immune system of the host. This interaction may help in
SOD-mediated fibrocyte activation and scar or abscess
formation100 in lymphadenitis, the common symptom of Cp
and Y. Pestis infections. It may also be a vital mechanism for
drug resistance in these pathogens, disrupting the host redox
system.

However, to interfere mitochondrial functions during patho-
genesis, a bacterial protein needs to reach and bind to mito-
chondrial protein of the host.101 Bacteria that possess type III
and type IV secretion system like injection machinery can
directly inject bacterial proteins into the host cell cytoplasm
during infection process.102,103 As per the ‘‘Effective’’73 predic-
tion, Ack of M. tuberculosis H37Rv is a type III secreted protein
and according to Couto et al. (2012), Ack is probably secreted or
localizes to bacterial surface during M. mycoides infection in
cattle and plays a role in immunogenic responses in the
host.104 Therefore, it might be possible that Ack is injected
into host cell through bacterial secretion system during infection
and upon resealed into the host cytoplasm it interacts with
mitochomdrial PRDX3. However, it should be proved experimentally
and this is one of the future scopes of this research.

Virtual screening showed that ceftiofur and penicillin could
be effective antibiotics against the selected pathogens consid-
ering the target Ack. The natural products piperdardine and
dehydropipernonaline from Piper betel had shown a similar or
superior effect on Ack as per our in silico analysis. Until now, no
experimental data were available that tested the efficacy of
compounds targeted to Ack, and validation is thereby necessary
using conventional antibiotics and our identified Piper betel
compounds. The leaf extract of Piper betel has proven to be
useful as an antimicrobial,105,106 antioxidant,107 anti-inflam-
matory,108 and immunomodulator.109 However, the specific
compounds in the plant that produce these properties are yet
to be determined. In our preliminary validation, we observed
that, 100.0 mM of piperdardine inhibits E. coli O157:H7 growth
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similar to penicillin. Therefore, it is presumed that these
compounds may also be effective against other pathogens
considered in this work. We are currently testing the bacter-
icidal effects of these betel compounds against C. pseudotuber-
culosis, C. diphtheriae, M. tuberculosis, C. ulcerans, and Y. pestis
and their target specificity to Ack. The results are highly
promising.

Conclusion

This study demonstrates intra-species PPI for Cp and illustrates
the potential and importance of inter-species bacterial protein–
protein and host–pathogen interactions in broad spectrum
target identification. We report the conserved intra-species PPIs
of Cp and a common conserved host pathogen-interaction
network for Y. pestis, M. tuberculosis, C. diphtheriae, C. ulcerans,
E. coli, and four Cp strains. Ack was identified as a broad
spectrum target for all these pathogens considering human,
goat, sheep, and horse as hosts. Ceftiofur, penicillin and two
natural compounds derived from Piper betel, piperdardine and
dehydropipernonaline, were predicted to be effective against
Ack activity. Validation shows piperdardine is a highly effective
antibacterial agent. The in silico approaches used in this work
were supposed to be effective in developing and analyzing inter-
species global bacterial PPIs as well as host–pathogen interac-
tions to identify drug targets.
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IV.4.1 Conclusions from this research/ Chapter-4  
 

i. We have shown a novel integrated bioinformatics strategy combining PPI, host-

pathogen interactions, and subtractive genomics to identify common conserved targets 

in C. pseudotuberculosis (Cp), C. diphtheriae, M. tuberculosis, C. ulcerans, Y. pestis, 

and E. coli. 

ii. The strategy have shown first time the intra-species PPI for Cp and the importance of 

inter-species bacterial PPI and HP-PPI in broad spectrum target identification.  

iii. Ack was identified as a broad spectrum target for all these pathogens considering 

human, goat, sheep, and horse as hosts.  

iv. Ceftiofur, penicillin and two natural compounds derived from Piper betel, piperdardine 

and dehydropipernonaline, were predicted to be effective against Ack activity.  

v. Validation shows piperdardine is a highly effective broad spectrum antibacterial agent.  

vi. This approach can be effective in developing and analysing interspecies global bacterial 

PPIs as well as host–pathogen interactions to identify drug targets in other pathogens 

too. 
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IV.4.2 Media highlights of this research outcomes/ Chapter-4  
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http://www.medicalnewstoday.com/releases/256338.php  

__________________________________________________________________ 
 
About Medical News Today (www.medicalnewstoday.com): MTN is the healthcare internet publishing market leader 
for medical news. It is in the top 360 United States sites and top 120 United Kingdom sites and receives more than 12 
million monthly visits, 10 million monthly unique visitors and 15 million monthly page views as reported by Quantcast. 
It contents are based on evidence-based, peer-reviewed studies, along with accurate, unbiased and informative 
content from governmental organisations (e.g. FDA, CDC, NIH, NHS), medical societies, royal colleges, professional 
associations, patients' groups, pharmaceutical and biotech companies, among others and targeted to an educated 
audience of both healthcare professionals and patients alike.  
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IV.5 Chapter V: Research Article   
 

Exoproteome and Secretome Derived Broad Spectrum Novel Drug and 

Vaccine Candidates in Vibrio cholerae Targeted by Piper betel Derived 

Compounds. 
 

Debmalya Barh, Neha Barve, Krishnakant Gupta, Sudha Chandra, Neha Jain, Sandeep Tiwari, 

Nidia Leon-Sicairos, Adrian Canizalez-Roman, Anderson Rodrigues dos Santos, Syed Shah 

Hassan, Sıntia Almeid, Rommel Thiago Juca Ramos, Vinicius Augusto Carvalho de Abreu, 

Adriana Ribeiro Carneiro, Siomar de Castro Soares, Thiago Luiz de Paula Castro, Anderson 

Miyoshi5, Artur Silva, Anil Kumar, Amarendra Narayan Misra, Kenneth Blum, Eric R. 

Braverman, Vasco Azevedo 

 

PLoS One. 2013;8(1):e52773. doi: 10.1371/journal.pone.0052773. Epub 2013 Jan 30 [PMID: 

23382822] 

Impact Factor: 4.4 (2013) 

 

 

Targets from exoproteome and secretome are best candidates for developing next-generation 

antibacterial drugs and vaccines. In the omics era, peptide vaccines are the best choice. In this 

chapter, comparative proteomic strategy coupled with a modified reverse vaccinology approach 

are described to identify exoproteome and secretome derived novel broad spectrum drug and 

vaccine targets in 21 Vibrio cholerae serotypes. The strategy includes, subtractive proteomics, 

conventional and PPIs and host-pathogen interactions based target prioritization, antigenic B-cell 

derived T-cell epitope prediction, 3D modelling of drug and vaccine targets, epitope design, 

topology analysis of epitopes, validation of epitopes using IEDB, virtual screening of piper betel 

compounds against drug targets, and experimental validation of targeting compounds against V. 

cholerae O1 Inaba. ompU, uppP and yajC are found to be candidate targets for most of the 

pathogenic Vibrio strains where uppP and yajC are novel targets in Vibrio. uppP and ompU may 

be used to develop both drugs and vaccines against broad spectrum Vibrio serotypes. Seven 

Piper betel compounds found to target these targets in in silico and show anti- Vibrio effects in 

vitro. 
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Sciences, Central University of Jharkhand, Ranchi, Jharkhand State, India, 8 College of Medicine, University of Florida, Gainesville, Florida, United States of America,

9 Center for Clinical and Translational Science, College of Medicine, University of Vermont, Burlington, Vermont, United States of America, 10 Weill-Cornell College of

Medicine, Cornell University, New York, New York, United States of America

Abstract

Vibrio cholerae is the causal organism of the cholera epidemic, which is mostly prevalent in developing and underdeveloped
countries. However, incidences of cholera in developed countries are also alarming. Because of the emergence of new drug-
resistant strains, even though several generic drugs and vaccines have been developed over time, Vibrio infections remain a
global health problem that appeals for the development of novel drugs and vaccines against the pathogen. Here, applying
comparative proteomic and reverse vaccinology approaches to the exoproteome and secretome of the pathogen, we have
identified three candidate targets (ompU, uppP and yajC) for most of the pathogenic Vibrio strains. Two targets (uppP and
yajC) are novel to Vibrio, and two targets (uppP and ompU) can be used to develop both drugs and vaccines (dual targets)
against broad spectrum Vibrio serotypes. Using our novel computational approach, we have identified three peptide
vaccine candidates that have high potential to induce both B- and T-cell-mediated immune responses from our identified
two dual targets. These two targets were modeled and subjected to virtual screening against natural compounds derived
from Piper betel. Seven compounds were identified first time from Piper betel to be highly effective to render the function of
these targets to identify them as emerging potential drugs against Vibrio. Our preliminary validation suggests that these
identified peptide vaccines and betel compounds are highly effective against Vibrio cholerae. Currently we are exhaustively
validating these targets, candidate peptide vaccines, and betel derived lead compounds against a number of Vibrio species.
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Introduction

Vibrio cholerae is a noninvasive gram-negative bacterium that

causes water borne disease cholera, which is characterized by

profuse watery diarrhea and vomiting [1]. The severity of the

diarrhea and vomiting causes rapid dehydration and electrolyte

imbalance that leads to death. The V. cholerae O395 strain is a

classical O1 serotype strain responsible for cholera epidemics in

Asian countries, and the non-O1 sero-group Vibrio cholerae O139

has been implicated as the causative agent of sporadic cases of

gastro-enteritis and extra-intestinal infections [2,3]. Both of the

strains have been reported to cause significant numbers of

morbidities [4,5]. Although considerable research is ongoing to

develop new drugs and vaccines and many antibiotics are already

used to treat cholera, the infection remains frequently uncontrolled

because of emerging antibiotic resistance of the pathogen [6,7,8].

Therefore, novel drugs and vaccines must be developed to tackle

the Vibrio infection and transmission.

The identification of antigenic and virulence factors is

paramount in developing antibiotics against a pathogen. In most

cases, exomembrane (surface exposed) and secretary proteins

exhibit antigenicity and virulence and are therefore suitable for

targeting. Similarly, in the post-genomics era, computational

approaches for the identification of genomic targets [9] and the

use of reverse vaccinology [10] are becoming popular for rapid
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identification of novel targets to develop both drugs and vaccines

against any given pathogen.

The present study aims to identify broad spectrum and novel

drug and vaccine targets for a number of Vibrio strains, including

V. cholerae strains O395 and O139; to design peptide vaccines; and

to identify lead natural compounds first time from Piper betel, a

well-known plant with medicinal value, to make use of these

targets.

Materials and Methods

Drug and Vaccine Target Prioritization Parameters
Target prioritization in pathogenic microorganisms is accom-

plished in various ways [11]. Among these important prioritization

considerations are subcellular localization, non-host homolog

essential genes, core pathogen genes, pathogenic island associa-

tion, involvement in the pathogen’s unique metabolic pathways,

druggability, availability of 3D structural information, and low

molecular weight of the target protein (#110 kDa) [9,11–14]. The

exoproteome and secretome are good source of targets for

developing vaccines and drugs (dual targets) [9,10]. Therefore,

we first screened the exoproteome and secretome of the pathogen

for potential targets, followed by the application of other

prioritization parameters to identify targets.

Screening of the Exoproteome and Secretome and
Target Identification

We applied the classical reverse vaccinology strategy [10] and a

modified method of subtractive proteomics [15,16] to identify

candidate drug vaccine targets in V. cholerae strain O395 and other

Vibrio serotypes. In brief, the Vibrio cholera O395 proteome, which

consists of 3875 proteins, was screened using CELLO [17],

PSLpred [18], PSORTb [19], SOSUI-GramN [20], and SurfG+

[21] to identify the exomembrane and secreted proteins.

Thereafter, the essential, non-human homolog Vibrio proteins

(putative targets) from the pool of exoproteome and secretome

were identified using the Database of Essential Genes (DEG) [22]

and NCBI BLASTp [23], as described by Barh et al., 2011 [15].

Selected non-human homolog essential Vibrio proteins were then

checked for their pathway involvement, and the best targets were

selected based on the involvements of these targets in the unique

essential bacterial metabolic pathways and another twelve criteria

as described by Barh et al., 2011 [15] for target selection. The final

list of identified targets was then checked for their presence in

different Vibrio strains and related species using NCBI prokaryotic

genome BLASTp.

Additional Evaluation of the Essentiality Parameters of
Targets

The DEG-based essentiality of the identified targets was further

validated using sequence-based computational approaches: (i)

strand-bias; (ii) codon adaptation index (CAI); (iii) patterns of

enzyme classes distributed, and (iv) clusters of orthologous groups

(COG) of proteins. Essential genes are mostly located on leading

strands and show strand bias [24]. We used Ori-Finder [25] to

check the replication origin- and replication termini-based

determination of strand-bias and the localization of the identified

target genes in leading or lagging strands. CAI values are reported

as one of the measures to evaluate essential genes, with a CAI

.0.5 indicative of significant essentiality [26]. We used ACUA

software [26] to calculate the CAI values of our identified targets.

The distribution of enzyme classes of the targets was determined

with BRENDA [27] and UniProtKB [28]. The targets were also

examined for their bias toward COG functional subcategories for

essentiality as per the findings of Lin et al., 2010 [29].

Evaluation of Prioritization Parameters of Targets
We further checked the identified targets for their molecular

weight if they are of #110 kDa using UniProtKB [28]. The

druggability of the targets was determined using the DrugBank

database [30]. The amino acid sequences of identified potential

targets were aligned using BLASTp with a cutoff E-value = 0.01

against the DrugBank -listed targets for which specific compounds

are available in the database. The availability of 3D structural

information of targets was verified with PDB [31]. When

structures were not available, a homology modeling or threading

Figure 1. Protein-protein and host-pathogen interactions among ten preliminary identified Vibrio targets. The interactions
demonstrate that the finally selected three targets (ompU, yajC, and uppP) are involved in Vibrio pathogenesis and modulate host response (immunity
and apoptosis) by interacting with the host protein PDCD6.
doi:10.1371/journal.pone.0052773.g001
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approach was performed and verified with various 3D modeling

parameters (see 3D modeling of targets section).

Additional Prioritization Parameters of Targets by PPIs
and Hostpathogen Interactions

Target identification based on host-pathogen interactions has

been implemented in many organisms, including M. tuberculosis

[32]. Therefore, to verify the reliability of our identified targets, we

searched for protein-protein interactions (PPIs) among the

identified targets and also host-pathogen interactions. All V. cholera

O395 targets were selected to make PPI networks using VisAnt

[33]. Further, KEGG pathways [34] were incorporated into the

PPI networks and analyzed for their involvement in bacterial

pathogenesis and essential pathways. To identify host-pathogen

interactions, 20,000 experimentally-validated host-pathogen inter-

actions for 24 pathogens were downloaded from the PathoSystems

Resource Integration Center (PATRIC) database [35]. In

PATRIC, Vibrio-specific host-pathogen interaction data are not

available. Therefore, we used sequences from pathogens listed in

PATRIC that are 90% homologous to our identified Vibrio targets

to determine interactions and interacting human counterparts.

The interacting human counterparts were also analyzed for their

involvement in key biological processes and pathways involved in

host response to infection, such as immunity and apoptosis, and

examined whether they are key nodes in those pathways using the

Search Tool for the Retrieval of Interacting Genes (STRING) [36]

and the Database for Annotation, Visualization and Integrated

Discovery (DAVID) [37]. Targets that are involved in bacterial

pathogenesis or essential pathways and interact with key molecules

in host response pathways are generally more effective targets.

Prediction of Antigenic B-cell Derived T-cell Epitopes
Once the targets are finalized, the novel strategy of epitope

designing as described by Barh et al., 2011 [16] was applied to

design peptide vaccines from the vaccine targets. Briefly, the

secreted and exomembrane proteins were checked for antigenicity

using the VaxiJen v2.0 server (threshold = 0.4, ACC output) [38],

and thereafter, their virulences were predicted using VirulentPred

[39]. Proteins that were antigenic according to VirulentPred and

showed an antigenicity score .0.5 in VaxiJen were selected. The

exomembrane sequences of each virulent protein commonly

derived from VaxiJen and VirulentPred analysis were determined

by TMHMM v2.0 [40]. The BCPreds server [41] was used for B-

cell epitope prediction (cutoff .0.8, 20-mer epitopes) and epitope

sequences were matched with surface-exposed sequences of

corresponding proteins. The surface-exposed B-cell epitope

sequences were further checked for antigenicity using VaxiJen,

and the best epitopes were selected for T-cell epitope prediction

using ProPred [42] and ProPred I [43]. QSAR-based simulation

analysis of each T-cell epitope was performed by MHCPred v.2

[44] and VaxiJen to detect half maximal (50%) inhibitory

concentration (IC50) and antigenicity, respectively. For a second

level confirmation, the selected T-cell epitopes were further

screened by T-epitope designer [45], and epitopes were selected

that showed binding affinity to $80% of HLA molecules,

including the A*0201, A*0204, and B*2705, DRB1*0101 and

Figure 2. 3D models of Vibrio targets constructed using threading approaches. A) Front view of ompU, B) Side view of ompU, and C) Front
view of uppP.
doi:10.1371/journal.pone.0052773.g002

Figure 3. Pepitope analysis of identified T-cell epitopes for their exomembrane topology (colored in red) within the corresponding
folded proteins. A) The ‘‘VTSGEPVHS’’ epitope of uppP, B) the ‘‘VTETNAAKY’’ epitope of ompU, and C) the ‘‘YNNAETAKK’’ epitope of ompU.
doi:10.1371/journal.pone.0052773.g003
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Figure 4. The best seven Piper betel compounds that may render activities of Vibrio targets ompU and uppP. GOLD fitness and Moldock
scores were considered to select the compounds. Guineesine, Pinoresinol, and Piperdardine inhibit both targets. Dehydropipernonaline and
Piperrolein B are effective on ompU. Chlorogenic acid and Eugenyl acetate are good ligands for uppP.
doi:10.1371/journal.pone.0052773.g004
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DRB1*0401 alleles that are most common in the human

population. Finally, epitopes that bound more than 13 MHC

molecules in ProPred and ProPred-I with less than 100 nM IC50

for DRB1*0101 in MHCPred v2.0 and that bound $80% of HLA

molecules in T-epitope designer were selected for fold-level

topology analysis to select the best epitopes.

3D Modeling of Targets and Topology Analysis of
Epitopes

For topology analysis of the identified epitopes and for virtual

screening, the target proteins were modeled. The Phyre2 server

[46] was used for homology modeling, and the threading approach

was performed using the I-TASSER server [47]. The homology-

based models were validated using the Structure Analysis and

Verification Server (SAVS) Vs.4 (http://services.mbi.ucla.edu/

SAVES/), and threading-based models were based on confidence

scores (C-score range 25.0 to +2.0) and TM-scores of the resultant

protein models. Further loop refinement of threading-based

models was done by the ModLoop server [48], and finally,

structure verification was performed by ERRAT plot version 2.0

[49], RAMPAGE [50], and the Dali server [51]. The localization

and positioning of the epitopes within the folded proteins were

analyzed using Pepitope server [52].

Ligand Library Preparation and Virtual Screening
Piper betel, one of the economic crops of West Bengal, India, is

reported to have various medicinal and antimicrobial properties.

However, no specific compound from this plant has so far been

tested for antibacterial property. We collected 128 natural

compounds of Piper betel from published literature to construct

our ligand library. The library was also enriched with 35 well

known antibiotics that are used to treat cholera with an aim to

compare the efficacy of betel compounds with these antibiotics. The

catalytic pockets of identified targets were determined using

Molegro Virtual Docker (MVD) [53], CASTp [54], Pocket-Finder

[55], and Active Site Prediction Server [56]. GOLD 4.1.2 software

[57] was used for virtual screening. The best five betel derived

ligands and antibiotics based on GOLD fitness scores and negative

binding energy were selected and further validated using RMSD

and MolDock scores in Molegro Virtual Docker 4.2.0 screening.

The efficacy of top five betel compounds in respect to the top five

antibiotics were determined based on GOLD fitness and Molegro

Virtual Docker scores.

Preliminary Validation of Epitopes using IEDB and Betel
Compounds against V. cholerae O1 Inaba

We preliminary validated the identified candidate peptide

vaccines using the Immune Epitope Database (IEDB) [58]. One

of the identified candidate betel compounds was also checked for its

anti-Vibrio properties against V. cholerae O1 Inaba. The bacteria were

maintained in Mueller-Hinton (MH) Broth, placed on a shaker

incubator and grown at 37uC for 16–18 h, to reach the

logarithmic phase. After that, bacterial cultures were adjusted to

an absorbance of 0.1 at 600 nm (16107 UFC/ml) to test the

bactericidal activity of the candidate betel compound by two

methods. a) Disk diffusion method: MH agar plates were prepared

and spreaded with 16107 UFC of bacterial cultures, and then

sensi-disks (Ampicillin and Chloramphenicol) and disks impreg-

nated with the betel compound (dissolved in water, at concentra-

tions of 20, 40, 60, 80, 100, 200 and 300 mM); were placed on

MH agar plates and were incubated at 37uC for 24 h. Finally, the

zone inhibition was measured by using a Vernier caliper. To test

the comparative efficacy of the candidate betel compound in

respect to conventional anti-Vibrio antibiotics, we performed b)
Colony-forming units (CFU/ml) assay: Here, 16107 UFC/ml of

bacterial suspension were resuspended in tubes containing MH

broth, alone (control for bacterial growth) or incubated with

100 mg/ml of Chloramphenicol (control for bacterial inhibition),

or with 20, 40, 60, 80, and 100 mM of candidate betel compound.

After that, tubes were incubated at 37uC for 0, 20, 40, 60 and

Figure 5. Anti-Vibrio activity of Piperdardine. A). Growth inhibition effects Piperdardine, Ampicillin, and Chloranphenicol on V. Cholerae O1
Inaba growth as per the disk diffusion method. 1) 100 mM, 2) 200 mM, and 3) 300 mM Piperdardine; 4) water; 5) Ampicillin (10 mg); and 6)
Chloranphenicol (30 mg). The zones of inhibition (mm) around disks containing Piperdardine are concentration-dependent: 1) 19.360.03; 2)
26.2360.1; 3) 28.6560.16. Controls: 4) 060; 5) 18.5160.16; and 6) 29.4760.16. B). Effects on Piperdardine and Chloranphenicol on V. Cholerae O1
Inaba growth as per the Colony-forming units (CFU/ml) assay. As per the method described in the text, 60 mM of Piperdardine (squares) shows anti-
Vibrio effect similar to 100 mg/ml of Chloramphenicol (triangles).
doi:10.1371/journal.pone.0052773.g005
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80 min in shaking. Finally, the number of viable bacteria was

counted each time by obtaining the CFU/ml from serial 10-fold

dilutions prepared in MH broth and plating onto MH agar.

Results and Discussion

Genome Screening and Target Identification
We identified 513 membrane (160 from Ch-I and 353 from Ch-

II) and 317 secreted (113 from Ch-I and 204 from Ch-II) proteins

for a total of 830 proteins based on our exoproteome and

secretome analysis of V. cholerae strain O395. The V. cholerae strain

O395 proteome consists of 3875 proteins; therefore, 13.2% and

8.18% of proteins of the entire Vibrio proteome constitutes

exoproteome and secretome, respectively. DEG-based essential

gene analysis revealed only 178 essential proteins (119 exomem-

brane and 59 secreted) out of the total 830. Only 10 essential

proteins (7 exomembrane and 3 secreted) were found to be non-

human homologs and therefore probable targets (Table S1).

As shown in Table S2, among these 10 proteins, 3 are

hypothetical (VC0395_0360, VC0395_A1375, and

VC0395_A2856). The antigenicity and virulence analysis showed

that 9 out of these 10 proteins are antigenic and that 7 are virulent.

All 10 proteins were further analyzed for their involvement in the

pathogen’s essential unique pathways using the KEGG pathway

database. The three hypothetical proteins and LysE did not show

any pathway involvement and therefore were removed from the

analysis. fadL-3 (Long chain fatty acid transport protein) does not

show any vital role in any bacterial essential pathway and was

therefore also eliminated. rodA (rod shape determining protein) is

involved in the regulation of cell shape processes [59] and is

essential for Vibrio; however, it is not an essential gene for S. aureus

[60] and also did not provide any T-cell epitopes in further

analysis.

Cell membrane-localized TatC (sec-independent translocase

protein) was identified as an interesting target in Vibrio. TatC is a

virulent protein and is involved in pathways such as membrane

transport and the bacterial secretion system. TatC has been

reported as a target in M. leprae [61] and Klebsiella pneumonia

MGH78578 [62]. However, according to the AEROPATH Target

Database (http://aeropath.lifesci.dundee.ac.uk/), in P. aeruginosa,

TatC is not an essential gene and it also did not generate any B-cell

derived T-cell epitopes in further analysis.

The secreted protein ompU/VC0395_A0162 (Outer membrane

protein ompU) was found to be an important target as it is involved

in the V. Cholerae pathogenic cycle. ompU is involved in host cell

invasion during Vibrio infections [63], and for pathogenic Vibrio

harveyi SF-1, it is reported as a candidate subunit and DNA vaccine

[64].

The second most important target is membrane-localized yajC/

VC0395_A0472 (Preprotein translocase subunit yajC), which is

involved in the bacterial secretion system, a vital pathway for

bacterial survival. The C. botulinum yajC is reported as a putative

target [65] and is also listed as a target in M. leprae, M. tuberculosis,

and Wolbachia endosymbiont of Brugia malayi in the TDR Targets

Database [66]. Our analysis also showed that both of these

proteins from Vibrio are exomembrane/secreted, antigenic, and

highly virulent and are therefore suitable for vaccine and drug

design where yajC is a novel candidate target for Vibrio (Table S2).

Apart from these two vaccine targets, the third important target

we identified is the membrane bound enzyme uppP/

VC0395_A0054 (Undecaprenyl pyrophosphate phosphatase) be-

cause of its vital role in the bacterial-specific peptidoglycan

biosynthesis pathway and its involvement in cell wall biosynthesis.

uppP is reported as an antibiotic resistant gene [67] and is also a

listed target for M. Leprae and M. tuberculosis in the TDR Targets

Database [66]. However, we are reporting uppP for the first time as

a target in Vibrio, therefore it is a novel target for this pathogen.

We used 21 Vibro species (both pathogenic and non-pathogenic)

available in NCBI and when we searched these three targets

(ompU, yajC, and uppP) for their presence among these Vibrio species

using comparative BLASTp in NCBI server, we found that all

three targets are present in 12 species, including the virulent

strains Vibrio anguillarum 775, Vibrio cholerae O1 biovar El Tor str.

N16961, Vibrio splendidus LGP32, Vibrio cholerae O395, and Vibrio

harveyi, and the non-virulent strain Vibrio fischeri ES114. Therefore,

all of these selected targets can be used for broad-spectrum drug

and vaccine design for a number of Vibrio serotypes (Table S2).

Additional Evaluation of the Essentiality Parameters of
Targets

The identified targets ompU, yajC, and uppP were further verified

with additional parameters for essentiality in the pathogen

genome. Essential enzymes are better targets [15], and most of

the essential enzymes belong to the following enzyme classes:

transferases, oxidoreductases, ligases, hydrolases, lyases, and

isomerases [68]. Among the three targets, uppP (EC = 3.6.1.27) is

a hydrolase and therefore meets the criteria to be an essential gene.

The other two proteins (the secreted protein ompU and the

preprotein translocase subunit yajC) are not enzymes; thus,

additional analyses for essentiality were done using a combination

of strand-bias, CAI, and COG-bias analysis. The strand-bias

analysis showed that these three targets are located in the leading

strand and that the codon adaptation indexes (CAI) are 0.63, 0.58,

and 0.80, respectively, for ompU, yajC, and uppP, satisfying the

cutoff value of .0.5 for being an essential gene. Previous reports

have suggested that the essential genes of M. ulcerans belong to

COG subcategories E, H, J. D, N, V and M [68]. Our identified

targets ompU, yajC, and uppP, respectively, belong to M (cell

envelope and membrane biogenesis), N (cell motility and

secretion), and V (cellular processes and signaling) categories.

Therefore, these three targets are essential as per the COG-bias

analysis also.

Evaluation of the Prioritization Parameters of Targets
Proteins with molecular weight #110 kDa are proposed to be

effective targets [68]. The molecular weights of Yajc, uppP, and

ompU are 11.9 kDa, 29,3 kDa, and 37,7 kDa, respectively;

therefore, these proteins are of the low molecular weight. This

parameter is highly desirable for a target so that the target can be

easily purified for further validation [69]. Targets are preferably

druggable [70], and 3D structure is required for in silico drug

discovery by modeling, virtual screening, and druggability analysis.

The druggability of these three targets was first tested using a

DrugBank search to determine if specific compounds are available

against these targets. The results showed that only ompU is

potentially druggable by small molecules such as N-

(6,7,9,10,17,18,20,21-octahydrodibenzo[b,k] [1,4,7,10,13,16]hex-

aoxacyclooctadecin-2-yl) acetamide, Dodecane, and (Hydro-

xyethyloxy)Tri(Ethyloxy)Octane, N-Octyl-2-Hydroxyethyl Sulfox-

ide. However, the E-values were high. No molecule was found to

target Yajc and uppP in DrugBank. The druggability analysis using

DrugBank was negative, potentially because of the novel nature of

these identified targets, the non-availability of their 3D structures

in PDB, and no previous study on their druggability aspects.

Therefore, in this study, we attempted to model these three targets

and further tested for druggability using virtual screening.
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PPIs and Host Pathogen Interactions
We used all 10 initially identified targets, including the

hypothetical proteins, to make PPI networks of the targets in V.

cholera O395. The phylogenetic analysis and domain fusion-based

PPI networks show that with the exception of VC0395_0360

(putative hydrolase/Hypothetical) and LysE, all targets interact

with other Vibrio proteins. The KEGG-based analysis of the PPI

networks reveals that the selected targets ompU, yajC, and uppP are

involved in the V. cholera pathogenic cycle, bacterial secretion

system, and peptidoglycan biosynthesis pathways, respectively. All

of these pathways are unique to bacteria and involved in

pathogenesis. Therefore, the PPIs-based analysis also supports

our selected final three targets.

Our host-pathogen interaction analysis revealed that only uppP

and LysE have host protein interacting counterparts. Our selected

target uppP, which is involved in the peptidoglycan biosynthesis

pathway, directly interacts with or binds to the PDCD6

(Programmed cell death 6) protein of the human host. The gene

enrichment, pathway, and centrality analyses show that PDCD6 is

a key molecule in host immunity and the apoptosis pathway

(Figure 1). The other target, LysE, interacts with the host

SEC31A (Protein transport protein SEC31A). SEC31A is also

involved in immunity and apoptosis in the host but is not a key

molecule in these pathways. LysE is also not involved in any

bacterial pathogenesis pathway, and the exclusion of LysE from the

final list of targets is therefore justified. Although the two selected

targets ompU and yajC do not directly interact with any host

protein, the network analysis showed that the pathways in which

these two proteins are involved (the bacterial secretion system and

the V. cholerae pathogenic cycle) are interlinked and that some

proteins in the V. cholerae pathogenic cycle interact with PDCD6

(Figure 1). Therefore, these two selected targets (ompU and yajC)

indirectly interact with PDCD6, leading us to the observation that

all of our final selected targets (ompU, yajC, and uppP) interact with

PDCD6 and modulate host response in terms of modulation of

immunity and the apoptosis pathway in the host.

3D Modeling
We first attempted to model ompU, yajC, and uppP using the

Phyre 2 server. However, the attempt failed because of unavail-

ability of the proper template. We therefore developed threading-

based 3D structure models of these proteins. We were able to

model ompU and uppP using I-TASSER; however, we could not

model the yajC protein using this approach. Models were validated

using the RAMPAGE, ERRAT plot, and Dali servers. Models

were found to satisfy all criteria (Table S3, A-E). The 3D models

of uppP and ompU are represented in Figure 2.

Epitope Design
Antigenicity and cell-exposed sequences. A good epitope

should be cell exposed and antigenic. Therefore, these three

targets ompU, yajC, and uppP were first analyzed using VaxiJen and

then by TMHMM. The antigenicity scores of these three proteins

were found to be 0.766, 0.744 and 0.484, respectively, for ompU,

yajC, and uppP; therefore, they are all highly antigenic (Table S2,
column-4). The TMHMM-based exomembrane region for ompU

is 1–350 amino acids and is therefore fully exposed to the outside

of the membrane. The cell-exposed amino acid sequences of uppP

are 30–84, 132–156 and 206–219, and for yajC, the sequence is 1–

14 (Table S4, column 6).
Antigenic B-cell epitope-derived T-cell epitopes. Using

the approach described above, we identified one B-cell epitope

from yajC, two from uppP, and thirteen from ompU (Table S4,
column 2). However, when we analyzed for the presence of T-

cell epitopes within these B-cell epitopes according to our selected

criteria, yajC did not produce any T-cell epitope. ompU generated

two (‘‘VTETNAAKY’’ and ‘‘YNNAETAKK’’) and uppP only one

(‘‘VTSGEPVHS’’) epitope satisfying all of our criteria (Table
S5). The entire protein sequence of uppP is non-virulent, but this

single epitope is highly virulent and antigenic. Therefore, the uppP

protein is a candidate novel vaccine target for Vibrio. The Pepitope

analysis also showed that all of the identified T-cell epitopes are of

the exomembrane topology within their corresponding folded

proteins (Figure 3).

Drug Target and Virtual Screening
Since ompU is a secreted and uppP is an exomembrane protein,

they are also suitable drug targets. The Piper betel leaf is used in folk

medicine for treatment of several situations [72], and the leaf

extracts are experimentally shown to be useful as antimicrobial

[73], anti-leishmanial [74], antimalarial [75], anti-filarial [76],

anti-fungal [77], anti-allergic [78], immunomodulator [79],

gastroprotective [80], antioxidant [81], and anti-inflammatory

[82] agents. We performed literature mining and collected 128

active phytochemicals from betel leaf and used them to screen

against these two targets. The docking was done against the best

cavity according to the Molegro virtual docker (MVD), CASTp,

Pocketfinder, and Active Site Prediction Server (Table S6). The

docking results based on the GOLD fitness score and Moldock

score show that Guineesine, Pinoresinol, and Piperdardine can

bind and render the activities of both the targets with high

specificity. Apart from these three common compounds, Dehy-

dropipernonaline and Piperrolein B were found to be effective on

ompU and Chlorogenic acid and Eugenyl acetate on uppP

(Figure 4, Table S7A). Several other betel compounds such as

Piperardine and Peridine are also found to be effective against

these targets however their GOLD fitness and Moldock scores are

less. It should also be noted from the docking results that the Piper

betel compounds are superior to the conventional antibiotics that

are prescribed for the treatment of cholera in inhibiting these two

targets (Table S7B).

Validation of Epitopes and Betel Compounds
Among the identified three candidate peptide vaccines, we

found ompU derived ‘‘VTETNAAKY’’ is 80% identical to an

experimentally validated linear peptide vaccine derived from

adhesin P1 of Mycoplasma pneumoniae M129 [71]. However, we

could not get any similar peptide in IEDB for other two identified

epitopes ((ompU derived ‘‘YNNAETAKK’’ and uppP based

‘‘VTSGEPVHS’’), perhaps due to unavailability of similar

peptides in IEDB or because of their novelty as candidate vaccines.

Piperdardine was used in this preliminary validation. This betel

compound is found to be highly effective against V. cholerae O1

Inaba and the effect is concentration-dependent (Figure 5A).
While we tested Piperdardine for its efficacy in respect to

Chloramphenicol using growth kinetics assay, we observed that

60 mM of Piperdardine was able to inhibit V. cholerae O1 Inaba

growth similar to100 mg/ml of Chloramphenicol treatment

(Figure 5B). Form these assays; it’s also evident that the anti-

Vibrio efficacy of Piperdardine is better than that of Chloram-

phenicol, although Piperdardine requires a higher concentration.

In this study, we did not check the target specificity of

Piperdardine in V. cholerae O1 Inaba. However, currently we are

conducting in-depth validations and target specificities of all

identified betel compounds against a number of Vibrio species.

V. cholerae Targets Targeted by Betel Compounds

PLOS ONE | www.plosone.org 7 January 2013 | Volume 8 | Issue 1 | e52773

Page 198 of 237



Conclusion
In summary, in this analysis, we have identified ompU, uppP, and

yajC from the Vibrio cholerae strain O395 secretome and membrane

proteome as novel targets that can be useful in designing broad-

spectrum peptide vaccines or drugs against most of the virulent

strains of the pathogen. YNNAETAKK and VTETNAAKY from

ompU and VTSGEPVHS from uppP were found to be effective

candidate peptide vaccines. Piper betel-derived Piperdardine,

Pinoresinaol, and Guineensine can target both ompU and uppP,

whereas Dehydropipernonaline and Piperrolein B are specific

inhibitors of ompU and Eugenyl acetate and Chlorogenic acid are

specific to uppP. Most of these compounds show better efficacy

than the currently-used anti-Vibrio drugs in our in silico analysis.

Our validation results first time demonstrate that Piperdardine

exhibits anti-Vibrio effects in a dose dependent manner and 60 mM

of Piperdardine is having similar anti-Vibrio effect as 100 mg/ml

of Chloramphenicol has. We are currently validating all of our

identified targets, candidate peptide vaccines, and betel derived

lead compounds against most of the Vibrio strains and serotypes

available.

Supporting Information

Table S1 Final statistics of membrane and secreted
essential proteins. The proteome of the Vibrio cholerae strain

O395 was screened using CELLO, PSLpred, PSORTb, SOSUI-

GramN, and SurfG+ to identify the membrane proteome and

secretome. The genome contains a total of 3998 genes encoding

3875 proteins. The essentialities of these membrane and secreted

proteins were determined by DEG-based BLASTp. The cutoff

values for bit score, E-value, and percentage of identity at the

amino acid level, respectively, were $100, E = 0.0001, and $40%.

A total of 178 essential proteins were identified in which 119 are

membrane located and 59 are secreted. Essential non-host

homologs of the pathogen were identified using NCBI Human

BLASTp with default parameters. A total of 10 (7 membrane and

3 secreted) essential non-host homologs was found.

(DOC)

Table S2 Features of the identified 10 targets in V.
Cholerae. Ten V. cholerae O395 targets were selected based on

subtraction proteomics. VC0395_0360 and VC0395_0374 are

located in Chromosome-I (Ch-I), whereas the other eight targets

are located in Chromosome-II (Ch-II). Column-1 and Column-3,

respectively, represent locus tags and target names. The blue-

colored (ompU, uppP and yajC) meet all conditions for good targets

and may be used for broad-spectrum drug and vaccine designing.

These three targets are also common to twelve Vibrio species.

Column 4 represents the COG categories. Column 5 provides

detailed annotation of the corresponding Vibrio target. Column 6

provides the information on Virulence based on VirulentPred.

VaxiJen-based antigenicity of the target Vibrio protein is provided

in Column 7. Column 8 provides PARTIC and other analysis-

based host proteins that interact with the corresponding targets.

Columns 9–29 represent Vibrio strains/species tested for having

identical targets in their genome/proteome based on homology. X

represents absence of the target and ! represents presence. The last

column represents the BLAST results of corresponding Vibrio

targets with the human genome/proteome, and all targets show

non-homology.

(DOC)

Table S3 A) Template and structure selection for modeling.

Because the homology-based approaches for 3D modeling failed,

we performed modeling using a threading approach. The three

target proteins were submitted to the I-TASSER server, and we

observed that the C-score (25, 2) and TM score were in

acceptable ranges. (i) Template selection for modeling Column-1

(The rank of templates) represents the top ten threading templates

used by I-TASSER. Ident1 (Column-3) is the percentage sequence

identity of the templates in the threading-aligned region with the

query sequence. The Ident2 (Column-4) is the percentage

sequence identity of the entire template with the query sequence.

Coverage (Column-5) represents the coverage of the threading

alignment and is equal to the number of aligned residues divided

by the length of the query protein. Column-6 represents the

normalized Z-score of the threading alignments. Alignment with a

normalized Z-score .1 indicates a good alignment. (ii) Target

protein structure selection B) Energy of the protein-modeled

structures The modeled structures were subjected to energy

minimization. We performed energy minimization in the Swiss

PDB Viewer and then checked using RAMPAGE and ERRAT

plot. The energies of these two proteins were as follows. C)

RAMPAGE results To validate the stereochemical properties of

the two targets’ modeled proteins, we used the RAMPAGE server.

The expected percentages for residues in the favored region,

allowed region, and outliers region are 98%, 2% and 0%,

respectively. Our results demonstrated that the parameters of our

modeled proteins are close to these cutoff values, and the models

are therefore acceptable. D) ERRAT plot results for ompU and

uppP. To further examine the non-bonded interaction of atoms in

the models of the two targets, we used the Erraplot server. This

server provides the quality factor of the modeled structure. Good,

high-resolution structures generally produce quality factor values

of approximately 95% or higher. For lower resolutions (2.5 to 3A),

the average overall quality factor is approximately 91%. The

following ERRAT plot criteria clearly show that our modeled

proteins are of high quality. E) Validation of structures using the

Dali server To provide strong support of the modeled structure, we

performed structure-structure alignment in the Dali server and

examined the function. We observed Z-scores of 2 that were greater

than the threshold for a good alignment for both of the modeled

proteins. Therefore, the models are acceptable for further

structure-based in silico analysis.

(DOC)

Table S4 Identification of B-cell epitopes. As described in

the methods, the amino acid sequences of yajC, uppP and ompU

were subjected to the BCPreds server for B-cell epitope

identification. The BCPreds and VaxiJen scores and the

transmembrane topology for the selected B-cell epitopes from

each target are listed in this table.

(DOC)

Table S5 Selected B-cell epitope-derived T-cell epitopes
and their properties. The method is adopted as described by

Barh et al., 2010 [16]. The final selected epitopes are highlighted

in red.

(DOC)

Table S6 Active residues of ompU and uppP in the best
cavity. We predicted the active residues for the largest cavity

from Molegro Virtual Docker (MVD), and we verified our

predictions with Cast-P, Pocketfinder and Active site prediction

server. All predictions were in good agreement with the predicted

result of MVD. However, in uppP, we observe a Histidine residue

that is well known for ligand specification.

(DOC)

Table S7 Virtual screening for uppP and ompU. The

docking was performed as described in the methods. The top five
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ligands were selected based on their GOLD fitness score,

MolDock score and RMSD. A ligand with a GOLD fitness score

.25 is considered to be a good ligand. Similarly, the standard

RMSD ranges from 0 to 4. Apart from electrostatic and

hydrophobic interactions, more than 2 H-bonds indicate the

ligand stability in the docked position.

(DOC)
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IV.5.1 Conclusions from this research/ Chapter-5  

 
i. We have shown a novel bioinformatics approach to identify exoproteome and 

secretome derived common conserved drug and vaccine targets in 21 Vibrio cholerae 

serotypes.  

ii. An integrative strategy was applied that includes subtractive proteomics, conventional 

and PPIs and host-pathogen interactions based target prioritization, antigenic B-cell 

derived T-cell epitope prediction, 3D modelling of drug and vaccine targets, epitope 

design, topology analysis of epitopes, validation of epitopes using IEDB, virtual 

screening of piper betel compounds against drug targets, and experimental validation of 

targeting compounds against V. cholerae O1 Inaba.  

iii. ompU, uppP and yajC identified as candidate targets for most of the pathogenic Vibrio 

strains  

iv. uppP and yajC novel targets in Vibrio.  

v. uppP and ompU may be used as dual targets i.e. both drugs and vaccines can be 

developed against these proteins 

vi. Seven Piper betel compounds found to target these targets in in silico and show anti- 

Vibrio effects in vitro. 

vii. The strategy can equally be applied to any other pathogenic bacteria and their serotypes 

to identify common conserved broad spectrum drug and vaccine targets. 
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IV.5.2 Media highlights of this research outcomes/ Chapter-5  
 

 

http://www.downtoearth.org.in/news/betel-benefit-40450 
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http://www.em.com.br/app/noticia/tecnologia/2013/06/03/interna_tecnologia,398342/pesquisador-da-ufmg-comprova-

a-eficacia-de-trepadeira-indiana-contra-doencas.shtml 
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Richard A. Stein, M.D., Ph.D.

Infectious diseases have shaped humanity more than any other single factor in history. Despite the substantial

morbidity and mortality associated with pathogens, eradicating infectious diseases has been challenging, both

in terms of generating vaccines and in ensuring that immunization campaigns can be affordable, effective, and

feasible on a global scale. The only human infectious disease that was eradicated worldwide as a result of

vaccination initiatives was smallpox, and with three countries—Afghanistan, Nigeria, and Pakistan—remaining

endemic in early 2014, poliomyelitis is expected to become the next target for global eradication.

Reverse Vaccinology

Advances in sequencing technologies and the increasing availability of microbial genomes catalyzed one of the

great strides in vaccinology. This consisted in the shift from conventional vaccines, which are based on

inactivated or killed microorganisms or subunit vaccines, to more rationally designed approaches. One of these

advances consisted in the development of reverse vaccinology, a genome-based approach in which scanning

the entire genome of a pathogen allowed, without the need to grow the microorganism, the identification of

genes encoding proteins with certain desirable characteristics, which were then expressed and tested

experimentally for their ability to confer protection in vivo.

“Several modifications have been developed to the reverse vaccinology strategy that was originally pioneered

Send to printer »

Infectious Disease Vaccines in the Omics Era
A shift from conventional vaccines to more rationally designed approaches is

a hallmark of the new revolution.
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by Dr. Rino Rappuoli,” said Debmalya Barh, Ph.D., principal scientist at the Institute of Integrative Omics and

Applied Biotechnology (IIOAB), India. “Peptide vaccines based on immunogenic pan- and subtractive-

proteomic strategies mining the exoproteome/surfectome and secretome emerged as some of the most

promising strategies. We have designed and are testing such peptide vaccines against gonorrhea,

tuberculosis, and the Corynebacterium-Mycobacterium-Nocardia group of pathogens.”

However, rationally designed vaccines open multiple challenges. “Most rationally designed vaccines do not

work as expected during their initial developmental stages and fail to produce immune protection, even after

multiple dosages,” Dr. Barh commented.

Dr. Barh and his colleague Vasco Azevedo, D.V.M, Ph.D., professor at Instituto de Ciências Biológicas,

Universidade Federal de Minas Gerais, Brazil, have made significant advances toward designing drugs and

vaccines for cholera, an infectious disease that remains a global public health concern. In the case of cholera,

multiple serotypes of the pathogen are responsible for epidemics. The oral whole-cell, killed cholera vaccine,

which is based on cholera toxin, is only effective against two serogroups, O1 and O139, and no broad-

spectrum vaccine has been available so far.

“These two serogroups are not the only pathogenic ones, and several other Vibrio serogroups cause the

epidemic in various geographical regions,” said Dr. Barh. Therefore, there is a need to develop multivalent

broad-spectrum vaccines. “The main constraint in designing next-generation vaccines for cholera is the

identification of proper vaccine candidates and their clinical evaluation, and this is due to the large genome

size, the genomic variations among the serotypes, the lack of proper animal models, and the lack of

international and collaborative efforts,” he explained.

In Vivo-Induced Antigen Technology

“When we approached the vaccine, we wanted to have information available about all the genes that are

encoded in the genome, to identify the proteins that are expressed and elicit an immune response during

infection,” said Harry L.T. Mobley, Ph.D., professor and chair in the department of microbiology and

immunology, University of Michigan Medical School. Several major projects in Dr. Mobley’s lab focus on

developing a vaccine against uropathogenic Escherichia coli, the primary cause of urinary tract infections.
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In one of the recent experimental strategies that they used to identify vaccine candidates, Dr. Mobley and

colleagues removed surface-exposed peptides from the bacterial cell surface by limited proteolytic digestion,

and identified the fragments by using mass spectrometry. “This identified not only the proteins that are

expressed and are on the bacterial cell surface, but also revealed the specific parts of the proteins that are

exposed,” he said. The fragments that are exposed have a higher likelihood of being important in eliciting an

immune response, and they can subsequently be tested in vivo for their ability to confer protection. This

approach provides a promising strategy to identify vaccine candidates for other pathogens as well, if an animal

model of pathogenesis is available and results from omics studies can be integrated with the in vivo studies.

In another strategy recently used in the Mobley lab, a genomic expression library, generated from a human

pathogenic strain, was screened against sera collected from mice chronically infected with the strain and

adsorbed against bacteria cultured under in vitro conditions. This immunoscreening approach, known as in

vivo-induced antigen technology, identified, in the first stage, 93 genes from a pool of 40,000 clones. The in

vivo expression of several representative genes identified from this pool was examined by quantitative PCR,

and mutants that targeted these genes for deletion revealed, in an animal model, that one of them is an

important contributor to virulence, emerging as a promising vaccine candidate.

“Our approach is to analyze the cell surface of parasites at different stages of the life cycle, and try to dissect

their contribution to pathogenesis to develop more rational vaccines,” said Igor C. Almeida, Ph.D., professor of

biological sciences at the University of Texas at El Paso (UTEP). Dr. Almeida and colleagues are focusing on

Trypanosoma cruzi, the causative agent of Chagas disease, a condition that has become increasingly more

relevant in the United States and many other countries worldwide particularly as a result of the very intensive

migration of people from endemic to nonendemic countries. This parasitic infection is particularly challenging

when it occurs during pregnancy.

“It is estimated that about 8–10 million people are chronically infected just in Latin America, and this does not

include other countries, such as the U.S., Canada, and several European countries,” Dr. Almeida pointed out.

“Overall, less than 1% of the patients are currently treated in the world.”

The challenge in designing a vaccine is that the only way to learn about the proteins expressed on the surface
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of the trypomastigote, which is the infective form of the parasite and lives in the mammalian host, is by

proteomic analysis. “To learn about the antigens that are expressed on the parasite surface and can be

therapeutically targeted, proteomic analysis has to be performed not only in different parasite stages but also in

different strains, and this is what our lab has been doing in recent years,” Dr. Almeida said. An additional hurdle

in generating vaccines against protozoan parasites is that sometimes, even though they work in the

experimental settings, this may not always be true in the field, due to the fact that field isolates do not always

express the specific antigens that the vaccine was developed against.

“This is happening for other parasites as well, and it is the reason why so far we do not have a single vaccine

against any parasites, despite the fact that they cause diseases affecting over 1 billion people worldwide,” he

added.

Research in Dr. Almeida’s lab has focused on the analysis of surface antigens mainly at the trypomastigote and

intracellular amastigote forms, in an attempt to find molecules that are conserved and can be recognized by

patients from different geographic locations. “Unfortunately, the parasite has a very complex cell surface, and

this makes it challenging to generate a vaccine,” he said. The strategy that Dr. Almeida and colleagues used

involved a proteomic analysis to identify and characterize, at each of the parasite stages, conserved antigens

that are vaccine candidates.

“As a proof of concept, using this approach, my group in collaboration with the group of Dr. Rosa Maldonado at

UTEP were able to develop a vaccine based on a protein that is found in the T. cruzi secretome,” Dr. Almeida

said. After fractionating culture supernatants, a proteomic analysis of the trypomastigote stage of the parasite

secretome identified thousands of peptides, from which and a more narrow number of candidates was

selected. Subsequent immunoinformatics studies to predict T-cell and antibody epitopes revealed a peptide of

interest, which, after being synthesized and attached to a carrier protein, was able to prime the immune

system. “In a mouse model, this peptide was 90% effective in controlling the infection,” he commented.

Dr. Almeida’s group has also been developing a vaccine based on sugars that are unique to T. cruzi. “The

parasite surface is covered by a thick coat of sugar-containing molecules or glycoconjugates,” he said.

“Although highly immunogenic to humans, these glycoconjugates have not been exploited as vaccine targets,

mainly because of the technical difficulties in structurally characterizing and synthesizing carbohydrate epitopes
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or glycotopes.” Using transgenic mice that do not express a particular highly immunogenic sugar expressed by

the parasite, Dr. Almeida’s group has recently developed a fully protective vaccine that is now undergoing trials

in nonhuman primates.

One of the many disciplines that benefited from the omics revolution, infectious diseases have entered a new

era, characterized by the transition to rationally designed vaccines as one of its defining features. Human

pathogens are expected to continue to inflict significant morbidity and mortality worldwide, both as a result of

acute and chronic infectious diseases and in terms of the chronic medical conditions, such as cancer, which

were causally linked to certain pathogens. The transition to novel vaccination strategies has far-reaching

implications that extend to all groups of human pathogens and promise to fill a longtime gap in preventive

medicine and global public health.
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In this research we have developed novel various bioinformatics strategies to identify biomarkers 

in cancers and targets in bacterial pathogens.  

 

The in silico reverse-transcriptomics approach (Chapter-I) can be useful in identifying subtype 

specific and early diagnostic/ screening markers in lung cancer. A modified strategy can be 

helpful in drug target identification towards precision medicine. The miRegulome and its 

integrated tools (Chapter-II) can further boost the reverse-transcriptomics strategy and 

biomarkers and therapeutics discoveries. It also helps in exploring novel patho-physiological 

roles of miRNAs.  The consensus-based network inference oriented miRsig (Chapter-III) can 

identify common miRNA-miRNA interaction network signatures in multiple diseases therefore, 

early deregulated common miRNA signatures in such diseases can also be identified using this 

method and thus screening or early diagnostic biomarkers can developed. Although, all these 

three strategies have been applied to identify cancer biomarkers in this research; they can also be 

equally applicable to other complex human diseases.  

 

Towards identification of common, conserved, and broad spectrum targets in multiple pathogens 

including M. tuberculosis, we have shown a novel integrated bioinformatics strategy in Chapter-

IV that combines intra- and inter-species PPI, host-pathogen PPI, and subtractive genomics. We 

have also shown a modified exoproteome and secretome base reverse vaccinology strategy to 

identify common conserved drug and vaccine targets in Vibrio cholerae serotypes (Chapter-V). 

Both the strategies can be applicable to identify globally conserved novel targets in any set of 

pathogens or serotypes of any pathogenic bacteria. Further, first time we have shown Piper betel 

derived photychemicals have broad spectrum antibacterial properties that may be effective 

against C. pseudotuberculosis (Cp), C. diphtheriae, M. tuberculosis, C. ulcerans, Y. pestis, E. 

coli, and Vibrio cholerae. The efficacies of the betel compounds are better than some third 

generation antibiotics indicating them potential in developing next-generation antibiotics. 
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VI. FUTURE PERSPECTIVES 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Page 212 of 237



35 
 

Lung cancer is the leading cause of all cancer related deaths with recently estimated 1.6 million 

deaths worldwide [JEMAL ET AL., 2011].  Similar to lung cancer, pulmonary tuberculosis 

caused by M. tuberculosis is one of the major causes of death amongst infectious diseases and 

according to WHO 2013 report, it is estimated that 9 million people are infected and 1.5 million 

are died from tuberculosis in 2012 [GLAZIOU ET AL., 2015]. Several reports have documented 

co-existence of tuberculosis and lung cancer [SKOWRONSKI ET AL., 2015; YU ET AL., 2008; 

LIANG ET AL., 2009; WU ET AL., YU ET AL., 2011] and pulmonary tuberculosis is a risk 

factor for developing lung cancer [YU ET AL., 2008; LIANG ET AL., 2009; WU ET AL., YU 

ET AL., 2011]. However, it is not yet fully established at molecular level, how the 

Mycobacterium increases susceptibility to lung cancer.  

 

Several miRNAs have been implemented to be associated with lung cancer having causative 

roles and diagnostic potentials [BARH ET AL., 2013]. Similarly, a number of miRNAs are 

found deregulated in pulmonary tuberculosis patients [LATORRE ET AL., 2015; XU ET AL., 

2015; ZHENG ET AL., 2015]. Therefore, there could be common miRNA signature pretending 

to development of both the pulmonary tuberculosis and lung cancer. 

 

The future scope of this research is to develop bioinformatics strategies to: 

i. Identify the common miRNA signature associated with both pulmonary tuberculosis 

and lung cancer  

ii. Understand the role this miRNA signature in M. tuberculosis infection and lung 

carcinogenesis. 

iii. Explore the possibility of use of this miRNA signature for developing screening, early 

diagnosis, and prognosis tools for pulmonary tuberculosis and lung cancer. 

iv. Identify the human genetic predisposition factors and factors in Mycobacterium that 

increases susceptibility or risk in developing lung cancer. 

v. If such factors are identified, it can also be useful tool towards risk prediction and also 

for therapy or managing both the diseases.  
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B.a: Book with Prof. Vasco Azevedo 

 

OMICS: Applications in Biomedical, Agricultural, and Environmental Sciences 
Editors: Debmalya Barh, Vasudeo Zambare, Vasco Azevedo 

Publication Date: March 26, 2013 by CRC Press 
Reference: 713 Pages, 97 B/W Illustrations 

ISBN: 9781466562813 
Publisher: CRC Press, Taylor & Francis Group, USA 

 

Amazon Best Sellers Rank: #4,136,008 in Books (As on 20 January, 2017) 
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Features 

 Covers almost all current and emerging omics applications in one volume 

 Explores omics in the biomedical, environmental, and agricultural fields 

 Discusses epigenomics, pharmacogenomics glycomics, spliceomics, metagenomics, 

toxicogenomics, environomics, and other cutting-edge areas 

 Draws on the work of active, expert researchers around the world 

 Includes extensive references to aid in further research 

 Contains an eight-page color insert and more than 95 black-and-white illustrations 

 

Summary 

With the advent of new technologies and acquired knowledge, the number of fields in omics and 

their applications in diverse areas are rapidly increasing in the postgenomics era. Such emerging 

fields—including pharmacogenomics, toxicogenomics, regulomics, spliceomics, metagenomics, 

and environomics—present budding solutions to combat global challenges in biomedicine, 

agriculture, and the environment. OMICS: Applications in Biomedical, Agricultural, and 

Environmental Sciences provides valuable insights into the applications of modern omics 

technologies to real-world problems in the life sciences. Filling a gap in the literature, it offers a 

broad, multidisciplinary view of current and emerging applications of omics in a single volume. 

Written by highly experienced active researchers, each chapter describes a particular area of 

omics and the associated technologies and applications. Topics covered include: 

 Proteomics, epigenomics, and pharmacogenomics 

 Toxicogenomics and the assessment of environmental pollutants 

 Applications of plant metabolomics 

 Nutrigenomics and its therapeutic applications 

 Microalgal omics and omics approaches in biofuel production 

 Next-generation sequencing and omics technology for transgenic plant analysis 

 Omics approaches in crop improvement 

 Engineering dark-operative chlorophyll synthesis 

 Computational regulomics 

 Omics techniques for the analysis of RNA splicing 

 New fields, including metagenomics, glycomics, and miRNA 

 Breast cancer biomarkers for early detection 

 Environomics strategies for environmental sustainability 

 

This timely book explores a wide range of omics application areas in the biomedical, 

agricultural, and environmental sciences. Throughout, it highlights working solutions as well as 

open problems and future challenges. Demonstrating the diversity of omics, it introduces readers 

to state-of-the-art developments and trends in omics-driven research. 
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