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Com um toque para nascer uma folha comeca
branguiar-se até pingos comecarem a colorir o0s
caminhos em sua fibra frageis, criando formas
apessoadas e exultantes. Mas folhas se tornam
felas quando borradas e tristes quando
pisoteadas. Eu mergulhava em folhas em mim,
recolhia os pequenos pedagos, costurava 0s
rasgos por dentro, desamassava as dobras e
misturava os restos das cores que sobraram,
quando as folhas foram roubadas ao calar do
dia e jogadas ao nada com o cantar da noite.
Tentaram destruir minha aquarela para que eu
nao existisse mais, 0 que me restava era
recomecar no siléncio das minhas folhas, com o
Gnico pensamento: quem sabe colorir,
transformar restos de pingos em litros de cores
para se reconstruir, com a maior sutiliza de uma
aguia, que se recolhe em um siléncio ecoante
quando velha e ao despencar de suas asas. Em
seu recanto ela arranca o bico vetusto, e com o
expctar do seu crescimento, seu corpo é
regenerado, suas garras sao afiadas, e assim eu
fiz...

No siléncio ecoante arranquei todas as folhas
borradas, rasgadas e pisoteadas, regenerei
minha paleta de cores e afiei meus pincéis.
Recomecei a me colorir, e aos poucos 0S meus
olhos, a minha voz, a minha pele voltaram a
respirar em cores tao vividas quanto o primeiro
respiro de um recém-nascido. As folhas em mim
foram tomando formas com paciéncia e
resiliéncia de uma aguia, até o dia em que pude
voar novamente...

Hoje mergulho em folhas com fibras de aco que
podem cortar quem tentar rouba-las, rasga-las,
dobra-las ou pisoted-las. Novos capitulos de
mim virdo com maior quantidade de cores e
tentardo borra-las, e por quantas vezes
tentarem, serd a quantidade de vezes que terdo
que suportar eu aquarelar esses borroes.

Francielly Morais Rodrigues da Costa
Belo Horizonte, May 2017
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Abstract

Cancer is a major global health problem with millions of new cancer cases emerging
each year and millions of cancer-related deaths occurring per year. Breast cancer ranks as the
first to affect women with the most disease-related cases being reported in developed countries

but with the majority of deaths occurring in developing countries.

In this PhD project, a novel and innovative genome-wide model was developed to
classify breast cancer samples. This new logistic regression-based model that we propose uses
a stabilizing term in that allows the assignment of values to parameters «, a distinguishing
feature among other methods which circumvents the need for variable pruning. Applying this
methodology to classify samples found in NCBI's Gene Expression Omnibus (GEO)
GSE65194, GSE20711 and GSE25055 data sets we obtained a minimum performance of 80%
(both sensitivity and specificity). Genes associated with parameters ai* holding extreme values
were searched in the literature for a relation with breast cancer. Some hold no evidence in the
literature of association with breast cancer but based on the rational followed during this PhD
project, they were flagged to be investigated as yet-undiscovered candidates with potential

diagnostic and/or therapeutic utilities in breast cancer.

We examined the pattern and feature of a GRNs composed of TFs in MCF-7 breast
cancer cell lines to provide valuable information relating breast cancer with some particular
genes whose ai* associated parameter values reveal extreme positive values and as such
identify breast cancer prediction genes. The topological analysis of these networks, the direct
correlation observed between some of the flagged genes with relevant TFs in the context of
breast cancer and using the S-score system that has been used by many to confirm the tumour
suppressor/oncogenic profile of genes in specific cancer types, allowed us to reveal some
potential breast cancer prediction genes that are suggested to be be prioritized for further breast
cancer clinical studies. These results establish the proof of concept for the proposed novel and

innovative model to classify breast cancer samples that we propose here.

A large number of oncolytic viruses have been proposed for cancer therapy, which
includes Seneca Valley Virus. SEMAGA is a gene flagged by application of the new logistic
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regression model detailed in this PhD thesis, which produces a cell receptor. Keeping in mind
that SVV-001 cancer cell tropism might be governed by binding to specific receptors on the
surface of cancer cells, we hypothesize that this specific protein could be the door for Seneca
Valley Virus V001 entrance in breast cancer cells. The results obtained make probable the
creation of the complex Semaphorin-6A — V001, indicating the oncolytic virus Seneca Valley
Virus as a new therapeutic option to be considered and further studied for breast cancer

treatment.
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Thesis Outline

This PhD thesis consists of three chapters, a section with final conclusions, a section
with references and two annexes: the first with the supplementary material of the top
publication produced during the course of this PhD Project and submitted to publication to the
international peer-reviewed scientific journal BMC Bioinformatics (BioMed Central) and
second with other publications produced during a side Project carried out during these 4 years

of intensive work and schematized in Table 1.

Table 1: PhD thesis outline

Chapter 1
Using a new logistic regression-based model for breast cancer

classification

Potential breast cancer prediction genes

Chapter 3
Exploring breast cancer potential therapeutics

Conclusions and Final Reflections

References

Annex 1
Using a new logistic regression-based model for breast cancer

classification — supplementary material

Annex 2

Side Project — publications




Objectives of the Project

Main Objective:

The main objective of this PhD project was to develop a genome-wide new regression-
based model for breast cancer classification without reducing the number of features and with

good classification performance.
The specific objectives were:

1. To point out an ingenious way to compute the logit function;

2. Classify GSE65194, GSE20711 and GSE25055 microarray samples with all features

included;
3. Flag new potential breast cancer biomarkers;

4. Apply the new model here proposed to classify breast cancer samples, but using only
the genes whose a;* associated parameters that are topologically located in the extremes

of the «a plots;

5. Explore GRNSs to establish the proof of concept for the proposed novel and innovative

model to classify breast cancer samples that we propose here;

6. Propose a new Oncolytic Virotherapy for breast cancer using Seneca Valley Virus
V001

7. Explore the hypothesis established in the former point using the in silico method

molecular docking.
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CHAPTER 1

Using a new logistic regression-based model

for breast cancer classification

“If you want to have good ideas you must have many ideas. Most of them will be wrong, and what you
have to learn is which ones to throw away. ”

Linus C. Pauling
chemist

1. Introduction

Cancer is a major global health problem with the World Health Organization (WHO)
projecting that by 2035 the world could see 24 million new cancer cases and 14.5 million
cancer-related deaths per year (INCA, 2016). Based on based in the World Cancer Report 2014
from the International Agency for Research on Cancer (IARC) that is part of the WHO, the
National Cancer Institute José Alencar Gomes da Silva (INCA) has estimated in the beginning
of the year 2016 that for that year and the subsequent (2016 and 2017), about 596.070 new
cancer-related cases were expected to be counted in Brazil (Figure 1) (INCA, 2016). Breast
cancer ranks as the first to affect women with the most disease-related cases being reported in
developed countries but with the majority of deaths occurring in developing countries (Siegel,
Miller and Jemal, 2015; UK, 2017). In wealthier countries, death rates have become stable
since the 90s mainly due to early detection and increased efficacy of the applied treatments,

which still isn’t a reality in poor countries (Hu et al., 2016).

Genetic changes that promote cancer development occur mainly in genes that regulate
cell growth in normal cells: proto-oncogenes and tumour-suppressor genes. The former

promote cell growth and when they are mutated or when many copied if it exists, they stay



permanently activated making the cell grow without control which can lead to cancer. The later
are genes that slowdown cell division, DNA repair or programmed cell death (apoptosis) and
when mutated, cells grow without control, which can also lead to carcinoma. A meaningful
difference between oncogene and tumour-suppressor genes is that the former causes cancer
when it’s activated and the later does the same but when deactivated (American Cancer
Society, 2015; Schatten, 2013; Rivenbark, O’Connor and Coleman, 2013).
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Figure 1: Estimated cancer-related cases in Brazil for years 2016 and 2017. Adapted from (INCA, 2016).

Cancer holds clinical, morphological and biological heterogeneity that has implications
for cancer therapeutics. The biological characteristics of a tumour are determined by the
patterns of changes that cells experience during the disease. Based on similar patterns,
morphological and immunophenotypically tumours are grouped in genetically homogeneous
tumours (Hu et al., 2016; da Cunha et.al., 2013; Zhao et.al., 2009; Polyak, 2011; Rivenbark,
O’Connor and Coleman, 2013; Brooks, Burness and Wicha, 2015). Malignat breast tumours
hold different shapes and structures, with ductal carcinoma, which starts in a milk duct of the
breast (the passages that drain milk from the lobules to the nipple), as the most common. These
show a very slow growth rate and may or may not progress to invasive breast cancer. Invasive
ductal carcinoma is the most common type of breast cancer; it breaks through the wall of the
duct, and grows into the fatty tissue of the breast. The other common types is lobular
carcinoma that start in the milk-producing glands (lobules) and in many cases it spreads to
other parts of the body. Less common types of breast cancer are inflammatory breast cancer,

Paget disease of the nipple, Phyllodes tumour and angiosarcoma. Inflammatory breast cancer is
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an uncommon type of invasive breast cancer, very aggressive as it progresses rapidly in a
matter of weeks or months, in which cancer cells block lymph vessels in the skin of the breast.
The “inflammatory” designation came from the swollen and red, or inflamed appearance of the
breast. Paget disease of the nipple starts in the breast ducts and it spreads to the skin of the
nipple and, usually, the darker circle of skin around it (areola). Phyllodes tumour are rare breast
tumours that develop in the connective tissue (stroma) of the breast, are usually benign but
some are malignant. Angiosarcomas of the breast are very rare cancers that start in the cells
that make up the walls of blood vessels or lymphatic vessels (Malhotra et.al., 2010; Badve
et.al., 2011; American Cancer Society, 2015; Schatten, 2013).

There are four main molecular subtypes of breast cancer that are based on the genes a
cancer expresses: Human Epidermal growth factor Receptor 2 (HER2), Luminal A (LumA),
Luminal B (LumB), Triple-Negative Breast Cancer (TNBC). LumA tumours occur mainly in
developed countries, represent about 74% of all breast carcinomas and are characterized for
expressing estrogen receptors (ER+) and/or progesterone receptors (PR+), but not HER2 (Hu et
al., 2016). This subtypes shows a slower growth and less aggressive profile than LumB, which
has a more proliferative capacity and as such a higher hostility and less favourable prognostics.
It is ER+ and/or PR+, but either HER2+ or HER2-negative. Both these subtypes are sensitive
to anti-hormonal therapies with better prognostics than HER2 and TNBC subtypes (American
Cancer Society, 2015; Schatten, 2013; Park et al., 2016). Her2 tumour subtypes are much more
aggressive than the Lums, don’t express hormone receptors (HR-negative) but on the other
hand highly express HER2 gene. Traditional treatments for this tumour subtype usually turn off
signal channels (American Cancer Society, 2015; Schatten, 2013). TNBC subtype is both HR-
negative and lack of HER2 overexpression. This tumour subtype is known being very
aggressive, bad prognosis, with fewer treatment options. TNBC is often used as a surrogate for
identifying the aggressive basal-like breast cancer subtype, as both are defined by negative
immunohistochemical staining for estrogen receptor (ER) and progesterone receptor (PR) and
lack of Her2 overexpression. Both basal-like and triple negative breast cancers are associated
with poor clinical outcomes and although they share many similarities but they are not
synonymous (American Cancer Society, 2015; Schatten, 2013).

Developing countries have limited healthcare resources and use different strategies to

diagnose breast cancer that many times aren’t accessible to all the population, with



approximately 60% of deaths due to breast cancer occurring in developing countries. In
contrast, in developed countries there has been some debate about breast cancer treatment
being overrated and women being over-diagnosed. It has been reported that screening healthy
women with mammography to find breast cancers before they could be felt as a lump in the
breast did not lead to lower death rates for average-risk women in their 40s and 50s. Cancer
organizations continue to spread that "early detection saves lives" but their mantra has not
changed after being proved that such claims are inflated and imbalanced. Many times, breast
cancers found through mammaography screening lead to unnecessary surgery, radiation and
chemotherapy for non-life threatening cancers. This is a very controversial discussion, but the
bottom line here is that we must ensure that we all have access to unbiased information, free
from conflict of interest and without the heavy thumb of vested interests tipping the balance
(Hu et al., 2016).

2. SVD for Breast Cancer Classification

Microarray is the technology of choice since the 90s for global analysis of gene
expression that allows simultaneous investigation of hundreds or thousands of genes in a
sample (Brentani et al., 2005). Although this genomic tool is not new (Schena et al.,1995), it
has matured in the last fifteen years, with the emergence of high quality arrays due to
standardized hybridization protocols, accurate scanning technologies, and robust computational
methods (Powell et al., 2015). Still this technology has several limitations and a new powerful
technology named RNA-seq is predicted to replace microarrays for transcriptome profiling by
avoiding some technical issues in microarray studies related to probe performance such as
limited detection range of individual probes, cross-hybridization and non-specific hybridization
(Zhao et al., 2014). However, RNA-seq is still facing some challenges that are currently
limiting its potential utilization: higher cost that makes its use almost impractical for large
studies, high data storage requirements as data produced by an RNA-seq experiment is orders
of magnitude greater than microarrays data, and the analysis is quite complex for example, a
significant number of sequence reads in RNA-seq are multireads (reads that have high-scoring
alignments to multiple positions in a reference genome or transcript set) and the way to assign

multireads to genes is still a problem in reads mapping. Therefore microarrays are still the



more common choice of researchers gene expression analysis (Pont et al., 2016; Schulten et
al.,2016).

Microarray-based gene expression profiling is used to classify a multitude of tumour
types (Kumar, Sharma, and Tiwari 2012; Weigelt, Baehner and Reis-Filho, 2010), that, as
explained before, will determine which treatment methods will most likely yield beneficial
results for particular cancer patients (Ringnér et.al., 2011; Brentani et.al., 2005; Barnett et al.,
2014) and to predict cancer-specific biomarkers in large patient cohorts (Han and Li, 2011).
Microarray studies are characterized by a low sample number and a large feature (gene/ probes/
attributes) number, which adversely affect similarity measurements and classification
performance, since many of these features are irrelevant to specific traits of interest, and
therefore contain no discrimination power. If we would project our samples in the features'
space, we would have a thousand-dimensional space and we could talk about the “curse of
dimensionality’, coined by Richard E. Bellman (Bellman, 2015) and that in general terms is the
widely observed phenomenon that data analysis techniques frequently perform poorly as the
dimensionality of the analysed data increases. Conceptually, the samples are lost in the features
space as the dimensionality increases and we would need an enormous number of samples to
obtain a satisfactory estimate of, for example, which genes have altered expression patterns in a
specific tumour type. Many algorithms have been developed to deal with the high-
dimensionality problem in microarray studies (Wilcox, 1961; Fort and Lambert-Lacroix, 2005;
Giancarlo, Bosco and Pinello, 2010; Zhao et.al., 2013). Some use classical classification tools,
but feature selection must occur a priori (McKinney et.al.,2007; Saeys, Inza and Larranaga,
2007; Beniwal and Arora, 2012). Dimensionality reduction is another approach taken using
linear algebra methods (Zhao et.al., 2013; Kossenkov and Ochs, 2010; Thomas et.al., 2014;
Tomfohr, Lu and Thomas Kepler, 2005).

We attempted to use Singular Value Decomposition (SVD) to predict breast cancer in
samples from a GSE65194, GSE20711 and GSE25055 data set downloaded from NCBI Gene
Expression Omnibus (GEO).


http://www.hindawi.com/51760180/
https://www.researchgate.net/profile/Sunita_Beniwal
http://www.hindawi.com/51760180/

2.1. Method

2.1.1. Data collection and generation

A collection of three available data sets containing microarray data of breast cancer
samples, with no missing data, was used to test the applicability of the proposed methodology.
Data sets with the identifiers GSE65194, GSE20711 and GSE25055 were downloaded from
GEO and the former two acquired using Affymetrix Human Genome U133 Plus 2.0 arrays and
the last acquired using Human Genome HG U133A Affymetrix arrays. GSE65194 data set
consists of 178 measurements of gene expression profilings from 153 breast cancer samples,
grouped into 4 major subtypes (55 TNBC; 39 HER2; 29 LumA and 30 LumB), 11 non-tumour
breast tissue samples obtained from mammoplasty and 14 TNBC cell lines. GSE20711 data set
consists of measurements of gene expression profilings from 90 breast cancer samples grouped
into 4 major subtypes (27 Basal-like; 26 HER2; 13 LumA and 22 LumB) and 2 non-tumour
breast tissue samples. GSE25055 data set consists of measurements of gene expression
profilings from 310 samples grouped into 4 major subtypes (122 Basal-like; 20 HER2; 99

LumA and 44 LumB) and 25 non-tumour breast tissue samples.

2.1.2. SVD

The mathematical technique of linear algebra SVD can be applied to a term-document
matrix to find relevant documents from query words using a search engine in the context of
informational retrieval, enabling the analysis of latent (i.e. hidden) semantics in a document
containing words (Deerwester, et al., 1990). As previously mentioned, a typical term-document
matrix is very large and quite often very sparce and SVD acts as a method to reduce the
dimensionality of this original space and construct a subspace without great loss of
descriptiveness. With SVD the less frequently co-occurring features occurring in a given
document are excluded from the subspace and as such the “noise” of the original matrix is
reduced. This perspective has pushed us to apply SVD in breast cancer classification of
samples from GSE65194, GSE20711 and GSE25055 data sets.



2.2. Results and Discussion

Applying SVD to the matrices built using the samples in the three data sets considered
produced quite mixed results. For GSE65194, and after reducing to 4 the matrix dimensionality
(the same reduction was applied to all data sets), it is clearly observed a topological separation
between non-tumour samples and breast cancer samples, as illustrated in Figure 2. For all other
breast samples there was no clear separation between breast cancer subtypes. Likewise, for
both GSE20711 and GSE25055 data sets there was no clear separation between breast cancer

subtypes and not even between breast samples and non-tumour samples, as illustrated in
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Figure 2: Visualization of breast cancer samples from GSE65194 data set, after application of SVD technique for
dimensionality reduction with (A) 462 probes and (B) all genes. Red represents TNBC, black HER2, green
LumA, blue LumB, yellow TNBC cell lines and purple normal breast samples. Vectors were projected in space
IR® using the method described by Marcolino, Couto and Santos (2010).
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Figure 3: Visualization of breast cancer samples from GSE20711 data set, after application of SVD technique for
dimensionality reduction with (A) 320 probes and (B) all genes. Red represents Basal-like, black HER2, green
LumA, blue LumB, and purple normal breast samples. Vectors were projected in space IR® using the method
described by Marcolino, Couto and Santos (2010).

A B

Figure 4: Visualization of breast cancer samples from GSE25055 data set, after application of SVD technique for
dimensionality reduction with (A) 319 probes and (B) all genes. Red represents Basal-like, black HER2, green
LumA, blue LumB, and purple normal breast samples. Vectors were projected in space IR® using the method
described by Marcolino, Couto and Santos (2010).

Application of this methodology for breast cancer classification didn’t produce the
results we were expecting. We suspect that the poor classification performance is due to the
enormous resemblance between several probes (some have redundant information). When the
cosine of the angle formed between each vector representing an individual and any other vector
in the data set is computed, the minimum value observed is always higher than 0.8 (Figure 5),
pointing to very similar vectors positioned almost alongside (Marcolino, Couto and Santos,
2010; Xu et al., 2011 and Wu, et al., 2015).


https://www.ncbi.nlm.nih.gov/pubmed/?term=Wu%20M%5BAuthor%5D&cauthor=true&cauthor_uid=26459872
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Figure 5: Minimum cosine values for each sample against all samples for each (A) GSE65194, (B) GSE20711
and (C) GSE25055 data set.



3. The New Logistic Regression-based Model

Here we propose a new logistic regression-based model that we developed to classify
breast cancer tumour samples based on microarray expression data with all features included
and no need for reduction of microarray data matrix. This model uses the logit function for
classification of breast cancer subtypes with some particularities that will be detailed further
ahead in a scientific paper embedded in this thesis and submitted to publication to the
international peer-reviewed scientific journal BMC Bioinformatics (BioMed Central). Logit-
based methods have been successfully applied to cancer classification but always involving
gene selection for classification to be possible. Certain variable selection schemes for the
logistic regression models that exist before the one that we propose here are not suitable for
microarray-like problems having large numbers of variables and small sample sizes (James
et.al., 2013; Hyeoun-Ae, 2013). The model that we propose here circumvents the need for
variable pruning by aggregating the quadratic term to the solution of a system of equations to
determine the value of «i* associated parameters. These parameters are related with the
expression of a gene. The variables that are associated with gene expression and do not have a
discriminatory role in any of the classification models are indirectly removed from the model
as their ai* associated parameters are either zero or close to zero. Though the text there is the
symbols ai* and ai are presented: the former refers to specific values obtained after application
of the new logistic-based regression model proposed and the later is used before model

application.

The key point for the development of this model is a stabilizing term that allows the
assignment of values to parameters ai*, allowing the system to have a unique solution. The
parameters with some of the extreme values are associated with known breast cancer related
genes and other topologically related genes with no reference in the literature as being related
with breast cancer. These are fagged here to be investigated as yet-undiscovered candidates
with potential diagnostic and/or therapeutic utilities in breast cancer, which is explored in
Chapter 2 of this PhD thesis.
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Background: More and more statistics and linear algebra methods are used to
address questions that emerge in microarray literature. Microarray technology is a
long-used tool for global analysis of gene expression that allows simultaneous
investigation of hundreds or thousands of genes in a sample, and is characterized
by a low sample size and a large feature (gene) number that adversely affect
similarity measurements and classification performance. To avoid the problem of
the ‘curse of dimensionality’ many authors have performed feature selection or
reduced the size of data matrix. We introduce here a new logistic regression-based
model to classify breast cancer tumor samples based on microarray expression
data with all features included and no reduction of microarray data matrix.

Results: This methodology allowed the correct classification of breast cancer
samples from GEO data series GSE65194, GSE20711, and GSE25055 data sets
that contain microarray data of breast cancer samples, with a minimum
performance of 80% (sensitivity and specificity) and exploring all possible
combinations of data that included breast cancer subtypes.

Conclusions: This new model allows the assignment of values to parameters «;*
that are associated with the expression of a gene. Scrutinizing these parameters
«;* unveiled that some of the topologically extreme parameters are associated
with known biomarker in breast cancer and flagged a set of other genes with no
identified relation to breast cancer, to be investigated as as-yet-undiscovered
biomarker candidates with potential diagnostic and therapeutic utilities in breast
cancer.

Keywords: Breast cancer classification, new logistic regression-based model,
gene expression, microarrays.
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Background

In the past few years, there has been
a growing interest in the application of
methods of linear algebra and statis-
tics in data mining, social networks, ma-
chine learning, bioinformatics, informa-
tion retrieval, plus others [1-5]. Among
these methods, logistic regression ap-
proach draw some special interest as it
is a standard method for data classifi-
cation using gene expression data and
is the most frequently used method for
disease prediction, with good results for
cancer classification as shown by many
[6-11].

Microarray is the technology of choice
since the 90s for global analysis of gene
expression that allows simultaneous in-
vestigation of hundreds or thousands
of genes in a sample [12]. Although
this genomic tool is not new [13], it
has matured in the last fifteen years,
with the emergence of high quality ar-
rays due to standardized hybridization
protocols, accurate scanning technolo-
gies, and robust computational meth-
ods [14]. Still this technology has sev-
eral limitations and a new powerful tech-
nology named RNA sequencing (RNA-
seq) is predicted to replace microarrays
for transcriptome profiling by avoid-
ing some technical issues in microar-
ray studies related to probe performance
such as limited detection range of indi-
vidual probes, cross-hybridization and
non-specific hybridization [15]. However,
RNA-seq is still facing some challenges
that are currently limiting its potential
utilization: higher cost that makes its
use almost impractical for large studies,
high data-storage requirements as data
produced by an RNA-seq experiment is
orders of magnitude greater than mi-
croarrays data, and the analysis is quite
complex for example, a significant num-

ber of sequence reads in RNA-seq are

multireads (reads that have high-scoring
alignments to multiple positions in a
reference genome or transcript set) and
the way to assign multireads to genes is
still a problem in reads mapping. There-
fore microarrays are still the more com-
mon choice of researchers gene expres-
sion analysis [16, 17]. Microarray-based
gene expression profiling is used to clas-
sify a multitude of tumor types [18, 19],
to determine which treatment methods
will most likely yield beneficial results
for particular cancer patients [20] and
to predict cancer-specific biomarkers in
large patient cohorts [21]. Microarray
studies are characterized by a low sam-
ple number and a large feature (gene)
number, which adversely affect similar-
ity measurements and classification per-
formance, since many of these features
are irrelevant to specific traits of inter-
est, and therefore contain no discrimi-
nation power. If we would project our
samples in the features’ space, we would
have a thousand-dimensional space and
we could talk about the ‘curse of dimen-
sionality’, coined by Richard E. Bell-
man [22] and that in general terms is
the widely observed phenomenon that
data analysis techniques frequently per-
form poorly as the dimensionality of
the analysed data increases. Conceptu-
ally, the samples are lost in the features
space as the dimensionality increases
and we would need an enormous num-
ber of samples to obtain a satisfactory
estimate of, for example, which genes
have altered expression patterns in a
specific tumor type. Many algorithms
have been developed to deal with the
high-dimensionality problem in microar-
ray studies including the ones that are
based on distance functions, clustering
or dimensionality reduction [7, 23].
Cancer incidence and mortality statis-
tics reported by the American Cancer
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Society [24, 25] and by the United King-
dom Office for National Statistics [26]
indicate breast cancer as one of the four
most common cancer types, along with
lung, colorectal, and prostate. Breast
cancer alone is expected to account
for 30% of all new cancer diagnoses
in women in 2017, being the most fre-
quently diagnosed cancer in women [25].
Breast cancer is a very heterogeneous
disease [27, 28] with significant variabil-
ity between patients. Breast tumors can
be grouped in four molecular subtypes,
which have major implications for de-
termining treatment (Luminal A, Lumi-
nal B, Triple negative/Basal-like, HER2
type) [29, 30].

In this paper we analyse three mi-
croarray data sets of patients with
breast cancer distributed in several can-
cer subtypes and we introduce a new lo-
gistic regression-based model to classify
breast cancer tumor samples based on
microarray expression data and with no
initial reduction of features’ dimension-
ality. This new model allows the assign-
ment of values to parameters «;* that
are associated with the expression of a
certain gene. Scrutinizing these parame-
ters a;* unveiled that some of the pa-
rameters topologically located further
away from the majority of the param-
eters are associated with known breast
cancer related genes and flagged others
for further investigation.

Methods

Data Collection and Generation

A collection of three available data sets
containing microarray data of breast
cancer samples, with no missing data,
was used to demonstrate the usefulness
of the proposed methodology. Data sets
were downloaded from National Center
for Biotechnology Information (NCBI)
Gene Expression Omnibus (GEO) [31]

with the identifiers GSE65194 and GSE
20711, acquired using Affymetrix Hu-
man Genome U133 Plus 2.0 arrays
and GSE25055, acquired using Human
Genome HG U133A Affymetrix arrays.
GSE65194 dataset consists of 178 mea-
surements of gene expression profilings
from 153 breast cancer samples, grouped
into 4 major subtypes (55 Triple Neg-
ative Breast Cancer - TNBC; 39 Hu-
man Epidermal Growth Factor Receptor
2- HER2; 29 Luminal A and 30 Lumi-
nal B), 11 non-tumor breast tissue sam-
ples obtained from mammoplasty and 14
TNBC cell lines. GSE20711 dataset con-
sists of measurements of gene expression
profilings from 90 breast cancer sam-
ples grouped into 4 major subtypes (27
Basal-like; 26 HER2; 13 Luminal A and
22 Luminal B) and 2 non-tumor breast
tissue samples. GSE25055 dataset con-
sists of measurements of gene expres-
sion profilings from 310 samples grouped
into 4 major subtypes (122 Basal-like; 20
HER?2; 99 Luminal A and 44 Luminal B)
and 25 non-tumor breast tissue samples.

For GSE65194 dataset, a set of six
systems were created: system 1 distin-
guishes between TNBC and the other
breast cancer subtypes, TNBC cell line
samples and non-tumor breast tissue
samples; system 2 discriminates HER2
against other breast cancer subtypes,
TNBC cell line samples and non-tumor
breast tissue samples; system 3 discrim-
inates Luminal A against other breast
cancer subtypes, TNBC cell line samples
and non-tumor breast tissue samples;
system 4 distinguishes between Lumi-
nal B and other breast cancer subtypes,
TNBC cell line samples and non-tumor
breast tissue samples; system 5 distin-
guishes between TNBC cell line sam-
ples and all breast cancer subtypes and
non-tumor breast tissue samples; and
system 6 distinguishes between pres-
ence or absence of breast cancer. For
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GSE20711 dataset, a set of five sys-
tems were created: system 1 discrimi-
nates HER2 against other breast cancer
subtypes and non-tumor breast tissue
samples; system 2 discriminates Basal-
like against other breast cancer subtypes
and non-tumor breast tissue samples;
system 3 distinguishes between Lumi-
nal A and other breast cancer subtypes
and non-tumor breast tissue samples;
system 4 distinguishes between Lumi-
nal B and other breast cancer subtypes
and non-tumor breast tissue samples;
system 5 distinguishes between presence
or absence of breast cancer. Finally for
GSE25055 dataset another set of five
systems were created: system 1 discrimi-
nates HER2 against other breast cancer
subtypes and non-tumor breast tissue
samples; system 2 distinguishes between
Luminal A and other breast cancer sub-
types and non-tumor breast tissue sam-
ples; system 3 distinguishes between Lu-
minal B and other breast cancer sub-
types and non-tumor breast tissue sam-
ples; 4 discriminates Basal-like against
other breast cancer subtypes and non-
tumor breast tissue samples; and system
5 distinguishes between presence or ab-
sence of cancer in the breast tissue sam-
ples.

Modified Logistic Regression Model

The data obtained from microarray ex-
periments is represented by matrix A =
{x;;} with m rows and n columns, with
rows representing patients and columns
representing genes. The value of each
position x;; represents the expression
levels of a certain gene j for a patient
i. We will omit the indication of row
i in the elements of vector x. That is
x = {x;,22,...,2,} every time row i to
which x refers to is clear in the context.
Associated with each row iis P;(z) =0/1
that informs the origin of the gene pro-
file (no membership or membership of

breast cancer/ breast cancer subtype).
The logit function expressed for each pa-
tient is given by:

Pi(z) = gi(x)/(L+ gi(x)), (1)
where

gi(x) =exp(arzi+asda+. .. +anty+

(l/"+1),

for i =1,2,...,m and exp is the expo-
nential function (exp(z) =e*).

The logistic regression consists on
finding a vector a =(ay,. .., 0, api1)?
to fit the set of equations (1). We ob-
serve that when g;(z) drops to zero,
P;(z) also drops to zero. On the other
hand, if g;(z) tends to infinity,P;(z) ap-
proximates one. Viewing P;(z) as the
probability, the odds C;(x) are given by:

Ci(x)=P;(z)/(1 - Pi(x)). ()

Expressing equation (2) using (1), one

obtains:

Ci(z)=exp(anz1+aoza+. ..+ anz,+
an,+1)- (3)

To implement the method, one uses
Cy(2)~C;i(2)=(0.99/(1 — 0.99)) instead
of Ci(z), when the odds are related to
Pi(z)=1. When P;(z)=0, one considers
Cy(x)~C;i(z)=(0.01/(1 — 0.01)). Letting
bi=log (C;(x)) and taking the logarithm
on both sides of (3), a linear algebraic
model is created to determine a:

bi=(1x1+asza+. . A anTntan1)(4)

for i=1,2,...,m.

Let é=[1,...,1]7 be a vector of m ones
and b=(by, ba, ...
linear equations (4) may be represented

bm)T. The system of
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by:
Ba=b,
with
B-[As]. (%)

In (5) there are fewer equations than
unknowns, and the system is undeter-
mined, with an infinite number of solu-
tions. The classical approach in linear
algebra minimizes « subject to Baw = b,
which requires full rank of BT B - a prop-
erty not expected to be hold by matrix
B. It is usual to circumvent this diffi-
culty by pruning the model and keep-
ing only a small subset of the n genes.
This procedure resembles the feature se-
lection in data mining - an open research
area.

We propose the usage of a stabiliz-
ing term in the logistic regression model
found in the works of Linnik [32], Golub
[33] and Menard [34], that allows the as-
signment of values to parameters a by
minimizing the square sum of the resid-
uals (Ba - b), summed to the squares
of a . So to assign a solution to (5), we
solve an unconstrained quadratic opti-
mization problem given by:

Minimize (6)
fle)=aT a+ (Ba-b)T (Ba-b).

As f(«) is convex, the argument that
minimizes (6) is given by differentiating
f(a) w.r.t a and setting the result equal
to zero that yields:

(I +BTB)a=BTb, (7)

where I is an identity matrix of dimen-

sion n.

One should note that the identity ma-
trix does not allow the rank to become

deficient. The optimal solution a* to (6)
is obtained by the solution to (7) and
it is unique. So, given a query ¢=[q1,
Q2. . .,qn] with the levels of expression of
n genes, the probability of g to be as-
sociated with a breast cancer subtype is
given by:

P(q)=g(q)/(1+ g(q)), (®)
where

g(q)=exp([q 1]a)].

Receiver operating characteristic curve
(ROC)

ROC curves have been used to deter-
mine the goodness of fitting for a logis-
tic regression model to predict binary
outcomes, and have also been used with
microarray data to predict the perfor-
mance of a classifier for the presence or
absence of cancer [35]. Given some ex-
planatory variables, a patient belongs to
the coded classes, for an established cut-
off value defined in the test P;(x) (sup-
plementary material). ROC curve is a
graphic presentation of the relationship
between both sensitivity and specificity
[36-38]. The sensitivity and specificity
were calculated as in equations (9) and

(10).
sensitivity=tp/(tp+fn) (9)

where tp represents true positives or the
positive instances classified as positive
and fn represents false negatives or the
positive instances classified as negative.

speci ficity=tn/(fp+tn) (10)

where tn represents true negatives or the
negative instances classified as negative
and fp represents false positives or the
negative instances classified as positive.
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Figure 1 Probability results for samples from patients being classified into breast cancer subtypes
TNBC, HER2, Luminal A, or Luminal B, non-tumor tissue samples, or of being TNBC cell lines’
samples, as compared to the others, for all systems created from GSE65194 dataset. (A) System 1
discriminates TNBC against the other breast cancer subtypes, TNBC cell line samples and
non-tumor breast tissue samples, (B) system 2 discriminates Her2 against the other breast cancer
subtypes, TNBC cell lines' samples and non-tumor breast tissue samples, (C) system 3
discriminates Luminal A against the other breast cancer subtypes, TNBC cell lines samples and
non-tumor breast tissue samples, (D) system 4 discriminates Luminal B against the other breast
cancer subtypes, TNBC cell lines' samples and non-tumor breast tissue samples, (E) system 5
discriminates TNBC cell lines' samples against all breast cancer subtypes and non-tumor breast
tissue samples, and (F) system 6 distinguishes between presence or absence of breast cancer.

Results all subsystems created from GSE65194
Modified Logistic Regression Model:

classification using whole features

dataset. Frequently when a model is pre-
sented, the principle that less is always
For logistic regression method applica- more is followed and so the possibility of
tion, two classes coded as 1 and 0 are at-  variable reduction is frequently explored
tributed to each patient sample and one  [7, 39, 40]. The model that we propose
computes the probabilities that given here circumvents the need for variable
some explanatory variables a patient be-  pruning by aggregating the quadratic
longs to the coded classes. We applied  term to the solution of a system of equa-
the proposed classification methodol-  tions to determine the value of a;* as-
ogy to all established systems created  sociated parameters. The variables that
from the three mentioned breast can-  are associated with gene expression and
cer data sets, aiming to perform binary o not have a discriminatory role in any
classification discriminating between the  of the classification models are indirectly
subtypes of breast cancer and between  yemoved from the model as their a;* as-
each subtype and non-tumor breast tis-  ¢yciated parameters are either zero or
sue samples. The methodology exhibited  (o¢e to zero (Figure 2).
good performance in the classification

task. Figure 1 illustrates these results for
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Figure 2 Genes associated with features that represent the 20 most positive and 20 most negative
parameters o;* from one of the 6 systems created from GSE65194 dataset.

x 104

Assessment of the Probability of
Misclassification

The probability of misclassification is
the most important property of a clas-
sifier because it quantifies the predic-
tive capability of the classifier [41]. The
feature-label distribution is known for
the data set used and so the true er-
ror can be exactly found. For one round
of cross-validation misclassification rate
we took a random subset of 15% of
samples from different data sets (27
patients from GSE65194 dataset, 13
from GSE20711 dataset and 46 from
GSE25055 data set) and applied the new
proposed logistic regression model with
the stabilizing term to the shortened
data sets and to the subsets created, to
evaluate the classification performance.
To reduce variability, five rounds of
cross-validation were performed. Cut-
off values (values are shown in the sup-
plementary material) were defined and

for those, the modified logistic regres-
sion model correctly classified 88%, 89%
and 94% (average values) of the pa-
tients for the five rounds of patients ex-
tracted from GSE65194, GSE20711 and
GSE25055 data sets, respectively.

All possible combinations of data (pro-
vided in supplementary material) were
explored and the new proposed model
was able to classify all samples in all
data sets, considering all possible combi-
nations of data, with good performance.
This also discloses that the removal of
subsets didn't disrupt the matrix orga-
nization structure.

To assess the discriminatory power
of the proposed method, we also per-
formed sensitivity and specificity analy-
sis. For all possible combinations of data
explored, the sensitivity and specificity
values range is 0.8 - 1 (supplementary
material).
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Discussion key point for the development of this
Logistic regression provides a good me-  model is the inclusion of a stabilizing
thod for classification by modelling the term that allows the assignment of val-
probability of membership of a class ues to parameters o by minimizing the

based on linear combinations of ex- square sum of the residuals (Ba - b)

ploratory variables. Classical logistic re- summed to the squares of «, allowing

gression models don't work for microar-  the system to have a unique solution.

ray data because generally there will be  Applying the concepts of logistic re-
far more variables (the measured expres-  gression and with all samples and all
sion levels) than observations [7]. One features included, we were able to cor-
particular problem is multicollinearity: rectly classify all samples from all data
the estimated equations have no unique  sets used, with a minimum performance

solution. The modified logistic regres- of 80% from a cross validation proce-

sion model proposed in this work pro- dure (see in supplementary material)

vides a solution to this problem, with and exploring all possible combinations
no need for previous feature selection of data, establishing a good model for

or matrix dimensionality reduction. The  breast cancer classification.
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Figure 3 Probability results for samples from patients being classified into breast cancer subtypes
TNBC, HER2, Luminal A, or Luminal B, non-tumor tissue samples, or of being TNBC cell lines
samples, as compared to the others, for all systems created from GSE65194 dataset, using the 250
most positive and the 250 most negative parameters «;* of each of the systems created. (A)
System 1 discriminates TNBC against the other breast cancer subtypes, TNBC cell line samples
and non-tumor breast tissue samples, (B) system 2 discriminates Her2 against the other breast
cancer subtypes, TNBC cell lines samples and non-tumor breast tissue samples, (C) system 3
discriminates Luminal A against the other breast cancer subtypes, TNBC cell lines samples and
non-tumor breast tissue samples, (D) system 4 discriminates Luminal B against the other breast
cancer subtypes, TNBC cell lines samples and non-tumor breast tissue samples, (E) system 5
discriminates TNBC cell lines samples against all breast cancer subtypes and non-tumor breast
tissue samples, and (F) system 6 distinguishes between presence or absence of breast cancer.

Page 8 of 15

18



When plotting the parameters «;* cal-
culated upon classification of samples in
all systems, it has not escaped our no-
tice the intriguing distribution of the el-
ements. At this point we hypothesized
that the model created could suggest a
framework to study gene expression in
the context of a feature selection proce-
dure, and also that «;* parameter value
is close to zero every time the expression
of gene i is irrelevant to the computa-
tion of the function logit. Keeping this in
mind we selected the 500 parameters «a;*
topologically located on the extremes
(250 most positive and 250 most neg-
ative) of each of the 6 systems created
from GSE65194 dataset, matched the
corresponding genes and subsequently
built a list with 462 genes which arise
as the most frequently occurring genes

corresponding to the selected parame-
ters «;*. The genes on the list were
matched with the genes in GSE20711
and GSE25055 data sets, and new sys-
tems were created considering just these
genes, but with the same framework
as used in the previously created sys-
tems for these data sets. The new pro-
posed logistic regression model was ap-
plied to the newly created systems us-
ing the parameters «;* that represent
the features in the data sets associated
with the 462 genes selected and de-
termined upon classification of samples
in GSE65194 dataset, with a minimum
performance of 80% from a cross vali-
dation procedure (see in supplementary
material). These results reveal that the
parameters «;* topologically located at
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Figure 4 Probability results for samples from patients being classified into breast cancer subtypes
HER?2, Basal-like, Luminal A, Luminal B, or non-tumour tissue samples, as compared to the
others, for all systems created from GSE20711 dataset, using the 250 most positive and the 250
most negative parameters «;* of each of the 6 systems created from GSE65194 data set. (A)
System 1 discriminates HER2 against other breast cancer subtypes and non-tumour breast tissue
samples; (B) system 2 discriminates Basal-like against other breast cancer subtypes and
non-tumour breast tissue samples; (C) system 3 distinguishes between Luminal A and other breast
cancer subtypes and non-tumour breast tissue samples; (D) system 4 distinguishes between
Luminal B and other breast cancer subtypes and non-tumour breast tissue samples; (E) system 5
distinguishes between presence or absence of breast cancer.
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Figure 5 Probability results for samples from patients being classified into breast cancer subtypes
HER2, Luminal A, Luminal B, Basal-like, or non-tumour tissue samples, as compared to the
others, for all systems created from GSE25055 dataset, using the 250 most positive and the 250
most negative parameters «;* of each of the 6 systems created from GSE65194 data set. (A)
System 1 discriminates HER2 against other breast cancer subtypes and non-tumour breast tissue
samples; (B) system 2 distinguishes between Luminal A and other breast cancer subtypes and
non-tumour breast tissue samples; (C) system 3 distinguishes between Luminal B and other breast
cancer subtypes and non-tumour breast tissue samples; (D) 4 discriminates Basal-like against
other breast cancer subtypes and non-tumour breast tissue samples; and (E) system 5
distinguishes between presence or absence of cancer in the breast tissue samples.
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the extremes are relevant for classifica-
tion and we prognosticate that the genes
that matched these features are associ-
ated with biomarkers with potential di-
agnostic and/or therapeutic utilities in
breast cancer. Figures 3, 4 and 5 illus-
trate the classification of the samples
present in all the systems created from
GSE65194, GSE20711 and GSE25055
data sets, respectively. To scrutinize this
prospect the 40 genes that matched the
features represented by the most posi-
tive and most negative parameters o;*
were flagged to search the literature. In
figures 2 the genes associated with the
most negative (PTGDS, HDAC9, VDR-
Cdx2, ALDHI1L1, SOCS5, SPAG11B,
CAMTA2, SEMAGA, TNFRSF10A, ZN-
HIT2, MED31, PDGFRL, FCRL2, LPH
N3, KLHL7, FLJ35024, PMVK, SKIV2

L2, CCDC126 and GTF2EL), and the

most positive parameters o;* (ADORA

2B, KCNJ12, CD33, PDE3A, WWOX,

ADCY9, WIPIL, SHC1, EYA4, STARD9,
NUDT7, SLC25A17, WIZ, TCHP, KIAA
0355, DET1, ZNF174, KIAA1009, TOX

and MVK) are identified.

Several of these genes are undoubt-
edly associated with breast cancer in
the literature. WWOX and PDGFRL
are known tumor suppressor genes in
breast cancer [42, 43]. HDAC9 gene
has an important role in the regula-
tion of breast cancer cell proliferation
and survival of patients [44]. ADORA2B
gene is highly expressed in ER-negative
breast cancer cell lines and antagonists
of ADORA2B protein have shown to
be toxic to breast cancer cells [45, 46].
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FLJ35024 gene encodes very-low den-
sity lipoprotein receptor (VLDLR) that
constitutes an apolipoprotein E-VLDLR
ligand receptor system is overexpressed
in human Triple-Negative Breast Can-
cer in vitro [47]. In a study of associa-
tion of the polymorphisms with breast
cancer risk, single nucleotide polymor-
phism (SNP) Met300Val in SHC1 gene
shows a protective effect in breast can-
cer, while the non mutated form of the
protein is associated with vasculariza-
tion and metastatic spread of breast tu-
mors [48, 49]. TOX genes are aberrantly
expressed or mutated in several differ-
ent kinds of malignancies such as breast
cancer and proved to be potential di-
agnostic or prognostic markers in this
type of cancer [50]. VDR gene encodes
a protein that is a vitamin D receptor,
which is expressed in most body tissues
as well as on cancer cells [51]. Over 470
SNPs have been discovered in the VDR
gene in different individuals [52-55], and
recently the correlation between the ef-
fect of vitamin D on VDR gene regu-
lation focusing on Cdx2 polymorphism
has been established: there is a close
association between specific VDR-Cdx2
polymorphism and breast cancer show-
ing a more aggressive phenotype [56].
Expression of SOCS5 gene in breast can-
cer tissue was found to significantly re-
duce tumor growth [57]. ALDHIL1 gene
codes for a protein that has tumour
suppressor-like properties and is down
regulated in many human cancers with
at least one study correlating ALDH1L1
high expression with good overall sur-
vival for breast cancer patients [58-60).
Transcripts of LPHN3 genes are associ-
ated with axillary node status in breast
cancer, and considered a potential clin-
ical marker for predicting axillary node
status accurately and tumor aggressive-
ness, as the common first route of spread

for breast carcinoma is through the ax-
illary lymph nodes [61]. In myeloid cells
from human breast cancer CD33 gene is
substantially expressed with high levels
of CD33 being associated with reduced
overall patient survival and accelerated
tumour progression [62, 63]. Targeting
CD33 is still not a therapeutic reality
for breast cancer patients but is being
considered as such by researchers [63].

Genes ZNHIT2, STARD9, PDE3A
and WIPI1 are in a way related to breast
cancer in the literature, although this re-
lation is not very clear. In a study that
aimed to characterize the mutational
pattern of several Basal- like breast can-
cer model cell lines to improved the
understanding of Basal-like breast can-
cer biology and for the development of
drug targets for this aggressive subtype,
the authors reported that ZNHIT2 was
mutated in two of them [64]. STARDY
gene product is associated with mitotic
microtubule formation and cell division
and was associated with breast cancer in
an in vitro study performed by Torres
and collaborators [65] where depletion of
STARD9 in MCF-T7 (breast adenocarci-
noma) cell lines caused the pericentrio-
lar material to fragment. PDE3A gene
is expressed in hundreds of cancer cell
lines, including a breast cancer cell lines
and is associated with cancer mainte-
nance [66]. WIPI1 gene is expressed as
two isoforms, designated « and (3, and
its expression is upregulated in a vari-
ety of tumors like breast cancer hav-
ing gathered attention in the context of
breast cancer metastasis understanding
[67, 68].

CAMTA2 gene, also known as KIAA
0909, may act as tumor suppressor and
when mutated allows malignant cell
growth (http://www.uniprot.org/unipr-
0t/094983). Despite there is no direct
reference in the literature to this gene
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and breast cancer, CAMTA2 gene maps
to human chromosome 17 to which two
key tumor suppressor genes are associ-
ated, namely, p53 and BRCA1 (a genetic
determinant of early onset breast can-
cer). Like CAMTA2, also MED31 and
DET1 genes are not described as be-
ing explicitly related to breast cancer,
but MED31 gene was validated as a tar-
get of microRNA-1 (miR-1) in osteosar-
coma [69, 70] and DET1 was identified
as one of the 54 miR-155-specific tar-
get genes in B-cell lymphoma [71], with
miR-1 working as a critical regulator
in both osteosarcoma and breast cancer
and miR-155 having a known oncogene
role in breast cancer [72, 73].

To the best of our knowledge there
are no evidences in the literature of as-
sociation of genes ADCY9, SLC25A17,
KIAA1009, WIZ, KIAA0355, ZNF174,
MVK, EYA4, NUDT7, TCHP, SPAG11
B, SEMAGA, FCRL2, KLHL7, KCNJ12,
CCDC126, GTF2E1, SKIV2L2, TN-
FRSF10A and PTGDS with breast can-
cer.

Conclusions

We introduce here a new logistic regressi
on-based model to classify breast can-
cer tumor samples based on microar-
ray expression data with all features in-
cluded and no reduction of microarray
data matrix and that has also put a
light on some genes as breast cancer
related. This methodology allowed the
correct classification of all samples from
all data sets tested, with a minimum
performance of 80% and exploring all
possible combinations of data, establish-
ing a good model for breast cancer clas-
sification. The key point for the develop-
ment of this model is a stabilizing term
that allows the assignment of values to
parameters «;*, allowing the system to
have a unique solution. These parame-
ters are related with the expression of

a gene, with some of the extreme values
being associated with known breast can-
cer related genes and other topologically
related genes with no reference in the lit-
erature as being related with breast can-
cer, flagged here to be investigated as-
yet-undiscovered candidates with poten-
tial diagnostic and/or therapeutic utili-

ties in breast cancer.
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File format: .pdf. Title of data: Supplementary
material:Using a new logistic regression-based model for
breast cancer classification. Description of data: Results
for application of the new proposed logistic regression
model to all systems created from GSE65194,
GSE20711 and GSE25055 data sets are presented here.
A random subset of 15% of samples from different data
sets was removed from each dataset and to reduce
variability, five rounds of cross-validation were
performed. Probability results for 85% of the samples of
patients being classified into the several breast cancer
subtypes are shown, as well as sensitivity and specificity
values when the new model proposed is applied to all
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systems created with 85% the samples of patients, with
all possible combinations of data, in five rounds.
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CHAPTER 2

Potential breast cancer prediction genes

“Great discoveries and improvements invariably involve the cooperation of many minds. ”

Alexander Graham Bell
inventor of the telephone

1. Intrinsic Genetic Networks in Cancer Systems Biology

DNA microarrays, among other techniques, are used to measure the expression levels of
large numbers of genes simultaneously or to genotype multiple regions of a genome and have
revealed the intrinsic regulatory dynamics functions that remodel gene expression programs
within a cell, even under the subtlest perturbations. In systems biology field of study, the chase
continues for understanding the cell functions that depend upon precise regulation of thousands
of genes that are turned on or off. Gene regulation can occur at any point during gene
expression, but most commonly occurs at the transcription level by means of signals from the
environment or from other cells that activate proteins called transcription factors (TF). These
TFs bind to regulatory regions of a gene and increase or decrease the level of transcription so,
by controlling the level of transcription they can determine the amount of protein product that
is made by a gene at any given time. As such, as time passes by, methods have been developed
to be able to determine complete reading of transcripts, including differentially expressed
genes for which there is little or absolutely no information relating them with the system under
study (Parikh et al., 2014; Grechkin et al., 2016; Iglesias-Martinez, et al., 2016). Genome-wide
data available has allowed the development of methods to infer the gene regulatory program
responsible for an observed expression profile. Regulatory mechanisms foster proper genetic

interactions that maintain health and perturbations of gene regulatory networks (GRNSs) are
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essentially responsible for both oncogenesis and cancer maintenance; therefore, the network
approach to cancer systems biology, is critical to overcoming cancer. In a GRN, collections of
interacting DNA elements (indirectly through their RNA and protein expression products) in a
cell are represented, thereby indicating the influence a gene product has on the expression rate
of gene i (de la Fuente, 2010). Gene regulation takes place in various stages with many

participants among which, TFs are the ones most readily analysed and easy to quantify.

GRNs operate as a “map” or a “blue print” of molecular interactions, helping to solve a
number of different biological and biomedical problems (Emmert-Streib, et al. 2014).
Molecular networks in mammal cells control cell proliferation and differentiation. Recently,
some researchers propose that cancer is a particular cell state associated with complex
molecular networks therefore, the transformation from “normal cells” to cancer cells is
governed by network landscape changes, which contribute to cancer cell autonomy (Li and
Wang, 2014; Li and Wang, 2015; Yu and Wang, 2016). As such, pathological cells manifesting
tumours have their own characteristic networks; which drove us to cherry-pick the GRNs that
were reconstructed using expression profiles of MCF-7 cells after artificially inducing
proliferation and differentiation, to look for the topological location of some particular genes
whose ai* associated parameters values reveal extreme positive values, known crucial genes
associated with breast cancer, transcription factors identified as the busiest junctions in these
GRNs and also some other transcription factors already reported as having an important role on
breast cancer development. The purpose is to explore the correlation of the former with breast
cancer (Emmert-Streib, et al., 2014; Iglesias-Martinez, et al., 2016; Morais-Rodrigues, et al.,
2017; Yu and Wang, 2016).

The GRNs used here were inferred from time-course gene expression data using the
model-based method Bayesian Gene Regulation Model Inference (BGRMI) that relies on the
principles of Bayesian Model Averaging (BMA) and uses discretized ordinary differential
equation based mathematical models to frame the interactions between each gene and its
regulators (Iglesias-Martinez, et al., 2016). This model takes into account basal expression and
self-requlation to formulate the rate of change in a gene’s expression as a function of the
expression of its regulators. Existing ChlP-seq data and know protein-protein interactions
between TFs were incorporated in BGRMI to reconstruct GRNs of proliferating and

differentiating BC cells from time-course gene expression data (Iglesias-Martinez, et al., 2016;
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Lietal., 2014).

Many subtypes of breast cancers are formed when breast tissue cells stop differentiating
and keep proliferating (Mueller, et al., 1998). Given a certain stimulus or under specific
conditions, the relative abundance of a great number of mMRNA species may vary due to
changes resulting from the activation of a particular gene expression program. As such, the
molecular mechanisms that govern proliferation and differentiation in breast cancer cells can
be studied by measuring the time course gene expression profile of MCF-7 cells stimulated
with heregulin (HRG) and epidermal growth factor (EGF), to artificially induce differentiation
and proliferation, respectively: HRG induces a sustained signal activity in MCF-7 breast cancer
cells which triggers an irreversible cell phenotype change toward differentiation (accumulation
of lipid droplets within the cells) and EGF only elicits a transient signal activity in these cells
that drives them toward proliferation (Saeki, et al., 2009). BGRMI found 22692 genes and
19016 interactions for the MCF-7 HRG and EGF stimulated cells (Iglesias-Martinez, et al.,
2016). The human breast carcinoma cell line MCF-7 constitutes a powerful system for breast
cancer study as in the passed information derived from these powerful experimental tool has
translated into clinical benefit (Holliday and Speirs, 2011). MCF-7 is the most studied human
breast cancer cell line in the world, and results from this cell line have had a fundamental
impact upon breast cancer research and patient outcomes (Lee, Oesterreich and Davidson,
2015).

The genes that were flagged (as detailed in Chapter 1) to be investigated as yet-
undiscovered candidates with potential diagnostic and/or therapeutic utilities in breast cancer
and that are associated with the 20 ai* parameters holding the most positive values (it is our
premise that these extreme «i* parameters are associated with genes that are important for
breast cancer classification) and selected for the system that discriminates breast cancer against
non-cancer samples, were searched for their involvement in the GRN reconstructed for both the
EGF and HGR stimulated cells. Founded on the fact that identifying the specific breast cancer
subtype that a patient holds is fundamental for the choice of the most efficacious treatment to
be applied for better prognosis, we also determined the 20 ai* parameters holding the most
positive values for each breast cancer subtype calculated for the samples in GSE65194 data set
and that are associated with genes exclusively associated with each subtype. All these were
also searched for their involvement in the GRNS.
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The topological location of these genes, of known crucial genes associated with breast
cancer, of transcription factors identified as the busiest junctions in these GRNs and also of
some other transcription factors already reported as having an important role on breast cancer
development were considered to explore the correlation of the former with breast cancer. The
flagged genes were used as input data for the prediction of their roles as oncogenes or tumour
suppressor genes in breast cancer or in a specific breast cancer subtype, using the S-score
system that integrates genome-wide data (de Souza, et al., 2014). The following Table 2
resumes the S-score determined for each flagged gene, as well as the “important” TF in the
context of breast cancer that is related with the gene that was flagged using the methodology
detailed in the next section, where we present a draft paper to be submitted to a reference paper

in the cancer field of interest.

Table 2: S-score value for the genes associated with features that represent the ai* parameter values of breast
cancer/ breast cancer subtype sample

EGF induced GRN HRG induced GRN
Subtype
Gene S-Score Transcription Factor Gene  S-Score Transcription Factor
MED23 -358 SIX5 FAM102B 1.07 NFE2
TNBC CPEB3 -154 CASP7 ZNF514 045 MXI1
System 1 USP42 090  SIX5
ZKSCAN4 -0.19 SIX5 ME2 1.15 RXRA-VDR
HER2 CNN2 -1.58 SIX5 LRRC8E -1.64 MXIl
System 2 SEC61A1 132 CHD2
INTS4 182 SIX5 HECTD1 -131 RFX5
SCN1B 110 FOXAl CCDC92 -1.34 RFX5
LumA CUL5 -210 MXI1and RFX5
System 3 CHD9 -0.82 MXI1
HDAC11 -1.22 RXRA-NR1H3
HPS1 -0.97 NFE2
KLHL20 3.02 RXRA-NR1H3
VIPR2 -0.39 RXRA-VDR
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TSEN2  0.83 FOXAL PI4KB 392 CTBP2
GSTM3 -1.01 GATAS3 GSTM3  -101 RAD2L
LumB ZNF516 -1.98 ZEBL GLI3 -3.43  MXI1
System 4 MACROD1 124 RAD21
SPRED2  -0.62 RXRA-NRIH3
FANCA  -1.23 NFE2
FOLRL 220 NFE2and RXRA-VDR
ADORA2B 154 ESRRA CD33 0.90 RXRA-VDR
Breast Cancer MVK 061 GATA2 SHCL 344 RXRA-NRIH3
System 5 WWOX 076 GATA3
WIPIL 2.06 FOXAL
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Introduction even, under the most subtle perturbations. Considerable effort has been

directed towards methods for the efficient analysis and interpretation of
whole transcriptome read-outs, including differentially expressed genes
for which there is littde if any knowledge related to the system under
study. Genome-wide data available has allowed the development of
methods to infer the gene regulatory program responsible for an observed
expression  profile.  Regulatory mechanisms  foster proper genetic
interactions that maintain health and perturbations of gene regulatory
networks (GRNs) are essentially responsible for both oncogenesi
cancer maintenance; therefore, the network approach to cancer sys
biology, is critical to overcoming cancer. In a GRN, collections of
interacting DNA elements (indirectly through their RNA and protein
expression products) in a cell are represented, thereby indicating the

Cancer, a class of diseases characterized by uncontrolled cell
growth, is one of the leading causes of human death worldwide,
accounting for 8.2 million deaths in 2012 (WHO). The deaths
from cancer are projected to continue rising, with annual cancer
cases expected to rise from 14 million in 2012 to 22 within the
next twenty years (Ferlay, et al., 2015; WHO). Among all types of
cancer, breast cancer is the main cancer in women both in the
developed and the developing countries, representing 25% of all
cancer diagnoses and 15% of all cancer deaths among females

(WHO).

Breast cancer (Purrington, et al.) i
with several histological and molecular manifestations within
tumors. (da Cunha, et al., 2013). Breast tumors can be grouped in
four molecular subtypes, which have major implications for
determining  treatment  (Luminal A, Luminal B, Triple
negative/Basal-like, HER2 type) (CDC; Irvin and Carey, 2008).
Recently we developed a modified logistic regression model for
breast cancer classification where we present the ai  associated

S avery ll(‘l(‘l"()}.{c‘l\@()llh‘ di

7 influence a gene product has on the expression rate of gene i (de la
Fuente, 2010). Gene regulation takes place in various stages with many
participants among which, transcription factors (TFs) are the ones most
readily analyzed and easy to quantify.

In this work we investigate the pattern and feature of a GRN
composed of TTs in MCF-7 breast cancer cell lines (Iglesias-Martinez, et
: : al., 2016) to provide valuable information relating breast cancer with
parameters whose values are related with gene  expression

A ; = some particular genes whose ai* associated parameters values reveal
(Morais-Rodrigues, et al., 2017).

extreme positive values and as such identify prediction breast cancer
genes, Furthermore we also prognosticated their roles
tumour suppressor genes in breast cancer, using the S-score system that
integrates  genome-wide data (de Souza, et al, 2014). By flagging

The advent of high-throughput genomics that started with as oncogenes or
DNA microarrays, has been revealing the intricate regulatory

dynamics that reshape the gene expression programs of a cell



prediction cancer genes here, we expect to provide new breast
cancer biomarkers s, which could make a beneficial
contribution to minimizing high mortality rates by providing a
better prognosis.

Material and Methods
Data source

The dataset with the identifier GSE65194 was obtained
from NCBI Gene Expression Omnibus (Fay, et al.) (NCBI's),
containing microarray data of breast cancer samples, with no
missing data. This dataset consists of 178 measurements of
gene expression profilings from 153 breast cancer samples,
grouped into 4 major subtypes (55 Triple Negative Breast
Cancer - TNBC; 39 HER2; 29 Luminal A and 30 Luminal B),
Il non-tumor breast tissue samples obtained from
mammoplasty and 14 TNBC cell lines that were disconsidered
for the purpose of this study. A set of five systems were created:
system 1 distinguishes between TNBC subtype samples against
all other samples; system 2 discriminates HER2 subtype
samples against all other samples; system 3 discriminates
Luminal A subtype samples against all other samples; system 4
distinguishes between Luminal B subtype samples against all
other samples; and system 5 distinguishes between presence or
absence of breast cancer.

The ai* associated parameters values

The logistic regression model developed by Morais-
Rodrigues and collaborators (Morais-Rodrigues, et al.,
2017) was applied to all systems created to determine the o
associated parameters values. The 20 " parameters with
the most positive values were selected for each system
created and their associated gene i were collected for each
breast cancer sample classified into a particular subtype or
breast cancer existence.

Gene regulatory network

The Gene Regulatory Networks (GRNs) of breast cancer
cells inferred from time-course gene expression data and
reconstructed using the algorithm Bayesian Gene Regulatory
Model Inference (BGRMI) was used in the analysis presented
here (Iglesias-Martinez, et al,, 2016). This network also
integrates ChIP-seq, that provides quantitative measurements
of bindings between TI's and DNA molecules, and PPI data
between TTs to increase the accuracy of the reconstructed
GRN.

Assessment of diagnostic gene candidates

The flagged genes were used as input data for the prediction
of their roles as oncogenes or tumor suppressor genes in breast
cancer or in a specific breast cancer subtype, using the S-score
system (www.bioinformatics-brazil.org/S-score/) (de Souza, et

al., 2014).

Results and Discussion

Many subtypes of breast cancers are formed when breast
tissue cells stop differentiating and keep proliferating (Mueller,
et al, 1998). Given a certain stimulus or under specific

conditions, the relative abundance of a great number of mRNA species
may vary due to changes resulting from the activation of a particular gene
expression program. As such, the molecular mechanisms that govern
proliferation and differentiation in breast cancer cells can be studied by
measuring the time course gene expression profile of MCF-7 cells
stimulated with heregulin (HRG) and epidermal growth factor (EGF), to
artificially induce differentiation and proliferation, respectively: HRG
induces a sustained signal activity in MCF-7 breast cancer cells which
triggers an irreversible cell phenotype change toward differentiation
(accumulation of lipid droplets within the cells) and EGF only elicits a
transient signal activity in these cells that drives them toward proliferation
(Saeki, et al, 2009). The human breast carcinoma cell line MCT-7
constitutes a powerful system for breast cancer study as in the passed
information derived from these powerful experimental tool has translated
into clinical benefit (Holliday and Speirs, 2011).

GRN5s operate as a “map” or a “blue print” of molecular interactions,
helping to solve a number of different biological and biomedical problems
(Emmert-Streib, et al., 2014). Molecular networks in mammal cells
control cell proliferation and differentiation. Recently, some researchers
propose that cancer is a particular cell state associated with complex
molecular networks therefore, the transformation from “normal cells” to
cancer cells is governed by network landscape changes, which contribute
to cancer cell autonomy (Li and Wang, 2014; Li and Wang, 2015; Yu
and Wang, 2016). As such, pathological cells manifesting tumors have
their own characteristic networks; which dove us to cherry-pick the
GRNGs that were reconstructed using expression profiles of MCF-7 cells
after artificially inducing proliferation and differentiation, to look for the

topological location of some particular genes whose ai* associated
parameters values reveal extreme positive values, known crucial genes
associated with breast cancer, transcription factors identified as the
busiest junctions in these GRNs and also some other transcription factors
already reported as having an important role on breast cancer
development. The purpose is to explore the correlation of the former with
breast cancer (Emmert-Streib, et al., 20145 Iglesias-Martinez, et al., 2016;
Morais-Rodrigues, et al., 2017; Yu and Wang, 2016).

Each gene associated with the 20 « parameters holding the most
positive values and selected for each system, were searched for its
involvement in the GRN reconstructed for the EGF stimulated cells. For
system 5 that distinguishes between presence and absence of breast
cancer, MVK was found to be regulated by GATAZ2, a TT known to play
a crucial role in BC proliferation (Li, et al., 2014). Also for this system,
WIPI1 was found to be regulated by FOXAL. Moreover, WIPI1 gene is
upregulated in a variety of tumors like breast cancer, having gathered
attention in the context of breast cancer metastasis understanding (Lee, et
al., 2014). ADORA2B appears in the network regulated by ESRRA that
was implicated in breast cancer progression in two independent clinical
studies (Ariazi, et al., 2002; Suzuki, et al.,, 2004). WWOX is a known
tumor suppressor gene regulated in this EGI induced GRN by GATAS,
a gene that is referred in the literature as being particularly useful as a
marker for metastatic breast carcinoma, especially in TNBC subtype.
MED23, USP42, ITGA2B, CPEB3, MTR and TELO2 genes are
underscored in system 1 that distinguishes between TNBC subtype
samples against all others. The first two were found to be regulated by
SIX5 that in a recent study was shown to be correlated with clinical-
pathological parameters of BC patients and pointed by Iglesias-Martinez
and collaborators as having a potential major role in breast cancer
(Iglesias-Martinez, et al., 2016). MED23 is a player recently implicated in
breast cancer (Lin, et al., 2017). The ubiquitin proteasome system (UPS)
is a key regulator of fundamental cellular processes of which cancer cells
depend and USP42 particularly was described as being involved in gastric
cancer (D'Arcy, et al.,, 2015). Likewise ITGA2B gene, CPEB3 gene is
regulated by BHLHE40 TF, which is believed to be involved in cell
differentiation and positively associated with the malignant phenotype of
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invasive breast cancers (Liu, et al, 2013), which in tum
regulates CASP7, an apoptosis-related cysteine peptidase that
was recently show that is aberrantly expressed in breast cancer
and contributes to cell growth and proliferation (Chaudhary, et
al., 2016). MTR is regulated by ELF-1 that is though to
modulate breast cancer progression to some extent without
having an impact on survival of breast cancer patients (Gerloff,
et al., 2011) and also by NF-YA, among others. NF-Y was
shown to be a heterotrimer composed of NI-YA, NI-YB and
NTF-YC that turns on cancer related genes and that specific
cancer-driving nodes are generally under NIF-YA/B control
(Benatti, et al., 2016). NF-YA is detected in this GRN as a
regulator of IGFBP-3 apoptosis gene. It appears that in some
tissues IGFBP-3 functions as a tumor promoter as it is
associated with prognosis, particularly in TNBC (Marzec, et
al., 2015). TELO2 gene is regulated by BDPI that is co-
expressed with HER2 (overexpressed in TNBC) and regulates
its activity too (Gensler, et al., 2004). BDP1 also regulates
IGFBP-3 in this EGF induced GRN. For the system that
discriminates HER2 subtype samples against all other samples,
genes ZKSCAN4, CNN2 are regulated by SIX5, SEC61A1
gene is regulated by CHD2, MRPL9 gene is regulated by
NFE2 and METTL1 by STAT2-STAT6. CNN2 has been
previously associated with breast tumorigenesis or metastasis
(Ren, et al., 2011). Although CHD2 was not previously studied
in the context of BC, some have mentioned that CHD2 may
play a crucial role not only in the proliferation of BC cells but
has having a potential clinical relevance in designing new BC
treatments. MRPLY gene encodes the mitochondrial ribosomal
protein LY. Mitochondria powers breast cancer metabolism as
mitochondrial respiration was proved to be required for tumor
growth and development (Sotgia, et al, 2012; Villanueva,
2015). NFE2 is a TT that plays important roles in the
proliferation and/or progression of breast carcinoma, is
associated with poor prognosis in several different cancers and
regulates MRPL9 (Sporn and Liby, 2012). MERRLI gene is
regulated by STAT2-STATG: the STAT family of proteins is
frequently implicated in breast tumorigenesis and STATG6 is
important for the regulation of mammary cell differentiation
with a substantial body of evidence indicating the involvement
of STAT6 and other STATs in breast cancer formation,
progression, prognosis and prediction, although STAT2 has
not yet been associated with breast cancer (Haricharan and Li,
2014). For system 3, genes INTS4, and SCNI1B are featured as
being regulated by SIX5 and FOXAL, respectively. High
SCNIB expression is associated with increased tumor growth
and metastasis in breast cancer (Nelson, et al., 2014). To what
respects  system 4, TSEN2, GSTM3 (GST genotypes
contribute to the individual breast cancer risk) and ZNF516
are revealed as being regulated by FOXAL, GATA3, ZEBI.
This last TI is reported as ZEBI as required for breast tumor
initiation and maintenance (Mitrunen, et al., 2001; Zhou, et
al., 2017). Figure 1 presents some BC potentially important
genes that are part of GRN reconstructed after artificially
inducing proliferation by stimulating MCF-7 cells EGI.

Stimulation of BC cells with HRG leads to variations of the
landscape topography in the GRN reconstructed using this
data. As such, each gene associated with the 20 «;" parameters
holding the most positive values and selected for each
system, were also searched for its involvement in the HGF
induced GRN. For system 1 FAMI02B and ZNF514 genes
show in this GRN as being regulated by NIFE2 and MXII,
respectively, which are TTs with a known role in cell

differentiation and found to be two of the largest junctions in this network
(Iglesias-Martinez, et al., 2016). MKLI and PKN2 also show for this
system regulated CHD?2 for the former and by this TF and SIX5 for the
latter. Like ZNI'514, also LRRCSE revealed in system 2 is regulated by
MXII and still in this system, ME2 gene is found to be regulated by
RXRA-VDR complex, found to be another largest junction in this
network and also with a known role in cell differentiation. HECTDI,
CCDC92, CUL5, CHDY9, HPS1, VIPR2, HDAC11 and KLHL20 genes
are underscored in system 3. The first three are shown to be regulated by
RFX5 whose expression was found to be predictive of BC patient survival
in addition to SIX and CHD?2 (Iglesias-Martinez, et al., 2016). CUL5 has
been suggested to be a tumor suppressor in breast tissue, and is also
regulated by MXII, similarly to CHD9 gene (Fay, et al., 2003). HPSI is
regulated by NFE2. VIPR2, HDAC11 and KLHL20 genes are regulated
by RXRA complexes: RXRA-VDR for the first and RXRA-NRITHS3 for
the last two. RXRA-NR1H3 complex has been previously described as
master regulator of lipid synthesis in mammary epithelial cells and one of
the largest transcriptional hubs in this network (Iglesias-Martinez, et al.,
2016). These RXRA complexes regulate also SPRED2 and FOLRI1
revealed in system 4, with the later being regulated also by NFE2, along
with FANCA. GSTM3 and MACRODI are regulated by RAD21, that
likewise RXRA-VDR complex, was found to be another largest junction
in this network and also with a known role in cell differentiation. PI4KB
is regulated by CTBP2, whose overexpression is noted to correlate with
cancer metastasis in several human cancers including breast cancer
(Yang, et al., 2017). Finally, GLI3 is featured in this system and regulated
by MXII. For system 5 that distinguishes between presence and absence
of breast cancer, CD33 and SHC1 genes were found to be regulated by
RXRA complexes RXRA-VDR and RXRA-NR1H3, respectively.

TABLE 1: S-score value for the genes associated with features that
represent the ai* parameters of each of the 5 systems created from
GSE65194 data set.

EGF induced GRN HRG induced GRN

System [a* associated gene  S-score |o,* associated gene  S-score
MED23 -3.58 FAM1028 1.07
CPEB3 -1.54
. MTR 339 ZNF514 0.45
uspP42 0.90
ITGA28 212 PKNZ 240
TELO2 2.51 MKL1 -2.30
ZKSCAN4 -0.19
CNN2 -1.58 ME2 215
2 MRPL9 4.49
SEC61A1 132 LRRC8E -1.64
MERRL1 2.07
HECTD1 -1.31
CCDC92 -1.34
INTS4 1.82 CuLS 210
3 CHDS -0.82
HDAC11 -1.22
HPS1 -0.97
SEN1B 110 KLHL20 3.02
VIPR2 -0.39
Pl4KB 3.92
TSEN2 0.83 GSTM3 101
GLI3 -3.43
4 GSTM3 -1.01 MACROD1 1.24
SPRED2 -0.62
FANCA -1.23
ZNF516 -1.98 FOLR1 2.20
ADORA2B 154
. MVK 0.61 CcD33 0.90
WWOX 0.76
WIPI1 2.06 SHES A4
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Figure 1. Part of Gene regulatory network reconstructed after artificially inducing proliferation by stimulating MCF-7 cells EGF. Blue nodes
indicate potentially important cancer genes associated with breast cancer subtypes, green nodes indicate potentially important cancer genes
associated with breast cancer of any subtype; red nodes indicate indicate key transcriptional regulators which play essential roles in BC cell
proliferation; yellow nodes indicate proven important genes in BC and orange nodes indicate apoptosis gene.

Cancer continues to be a major health problem in
developed, as well as  developing countries. Late-stage
presentation and inaccessible diagnosis and treatment are
common. More than 90% of high-income countries reported
treatment services are available compared to less than 30% of
low-income countries. In 2015, only 35% of low-income
countries reported having pathology services generally
available in the public sector (WHO). In developing countries,
there is no effective screening tool for diagnosing breast cancer.
Identification of this illness can increase the chances of long-
term survival of cancerous patients. Identification of the breast
cancer subtype is also of paramount importance in cases where
there is only one chance of treatment. The genes flagged here
as potential breast cancer related genes were used as input data
for the prediction of their roles as oncogenes or tumor
suppressor genes in breast cancer using the S-score system
(www.bioinformatics-brazil.org/S-score/). This scoring system
integrates  genome-wide  data  (copy-number  variation,
expression, methylation and mutations) from a set of tumor
samples to generate a gene-specific score that indicates
whether that specific gene is a tumor suppressor (negative S-
score) or an oncogene (positive S-score) (de Souza, et al., 2014).
The threshold defined was S-score <=2 and >2 for breast
tumors. The PKN2, MKL1, MED23, CUL5 and GLI3 genes

have negative S-scores in breast cancer (—2.40, —2.30, —3.58,
—2.10, and —3.43, respectively), demonstrating a tumor
suppressor profile and the MTR, ITGA2B, TELO2, MRPL9,
MTTLI, WIPI1, KLHL20, PI4KB, FOLR1 and SHC1 genes
have positive S-scores (3.39, 2.12, 2.52, 4.49, 2.07, 2.06, 3.02,

3.92, 2.20 and 3.44), demonstrating an oncogenic profile. These genes
were underscored in different systems, and as such, can potentially be
used as breast cancer biomarkers and as such they should be prioritized
for further breast cancer clinical studies. On top of the rational that was
followed to identify the «;* parameters with the most positive values, the
TTs that regulate the other genes flagged here suggest that these are
potentially important breast cancer genes as the TFs have a very
important role in breast cancer and/or have a critical topological location
in the GNR .

By flagging prediction cancer genes here, we expect to provide new
breast cancer biomarkers identifiable of preference in ambulatory care
settings, which could make a beneficial contribution to minimizing high
mortality rates by providing a better prognosis.
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CHAPTER 3

Exploring breast cancer potential

therapeutics

“It’s a prototype — not the Mona Lisa. ”

Todd Zaki Warfel
product designer

1. Oncolytic Virotherapy

Oncolytic viruses are the major therapeutic breakthrough in the treatment of cancer,
opening a new era in cancer treatment. The strategy is to use “a killer is used to kill a killer”
(CBSnews, 2015), meaning using viruses to kill cancer cells. Going back in time, over a
century ago the first evidence of the ability of oncolytic viruses to kill cancer cells was
documented with the case of a tumour regression that has been observed for a woman
diagnosed with uterine cancer and after being given the rabies vaccine (Ferhat, 2017). Still it
was only recently that clinical trials demonstrated the effectiveness of this therapeutic in
humans, and numerous oncolytic viruses are under clinical development today (Ferhat, 2017).

Oncolytic viruses are naturally occurring or genetically engineered viruses that have
gained the oncolytic attribute for their ability to selectively infect, replicate and kill cancer cells
while not affecting normal tissue (Figure 6). Oncolytic viruses are thought to mediate
antitumour activity through either selective replication within cancer cells resulting in a direct

lysis of tumour cells or an induction of systemic antitumour immunity.
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Replication

Figure 6: Illustration of an oncolytic virus invasion, replication and consequent tumour cell lysis as the cell bursts
due to the number of virus that are created within the cell.

2. Seneca Valley Virus

A large number of oncolytic viruses have been proposed for cancer therapy. This
includes Seneca Valley Virus (Rudin et. al., 2011). Seneca Valley Virus isolate 001 (SVV-001)
is an oncolytic RNA virus that belongs to the Picornaviridae family originally discovered in
2002 as a contaminant in cell culture of human fetal retinoblasts and believed to be introduced
through the bovine serum or porcine trypsin that was in the culture media. It is nonpathogenic to
both humans and animal species and it is known to replicates through an RNA intermediate,
lacking the ability to integrate into the host genome (Burke, 2016). SVV-001 is a very attractive
oncolytic virus as it is a self-replicating virus that rapidly enters tumour cells through
intravenous delivery, namely, its ability to target and penetrate solid tumours via intravenous
administration, inability for insertional mutagenesis, and being a self-replicating RNA virus
with selective tropism for cancer cells. Results from the first-in-human and first-in-children
Phase I clinical trials with SVV-01 indicate safety and some clinical efficacy, albeit primarily in

adult tumours (Burke, 2016; Friedman et al., 2012). SVV-001 has been shown to induce
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cytotoxicity in tumours expressing neuroendocrine features, in several in vitro and in vivo
models, as well as in small-cell lung carcinoma.

There is no full understanding of what underlies the specific cell tropism of Seneca virus
to cancer cells, though it is known that this tropism conditions the ability of the virus to replicate
in certain cell types. SVV-001, like other members of the Picornaviridae family, kills cells
through intracellular viral replication resulting in cell lysis and autophagy. Although it has not
been validated using the structure of SVV-001, it is though that, because SVV-001 has the
ability to target and kill cells with neuroendocrine features, it is possible that this cell tropism is
guided by the binding of receptors expressed on these tumour cells. However, a variety of
motifs on the surface or near the surface in depressions or canyons of SVV-001 have been
identified, that may bind to specific integrins that are present on tumour cells (Reddy et.al.,
2007; Wadhwa, et.al., 2007; Poirier, et.al., 2013).

3. Exploring Breast Cancer Virotherapy using Seneca Valley
Virus

The virus encodes one polyprotein that is posttranslationally processed by virus-encoded
proteases into 4 structural (VP1 to VP4) and some other non-structural proteins (Hales et al.,
2008; Burke, 2016 and Venkataraman et al., 2008). The crystal structure of SVV-001 was
obtained at 2.3 A resolution and stored in RSCB PDB data bank with code 3CJI. Out of these
four different subunits, VP1, VP2, VP3 and VP4, of lengths 265, 286, 241 and 74 residues, the
surface loops of VP1 and VP2 are predicted to mediate cell tropism of SVV-001. Since SVV-
001 is known to target cells with neuroendocrine tumour features, it is possible that the cell
tropism of SVV-001 might be governed by binding to receptors NCAM2 (Neural cell adhesion
molecule2) and ITGAS (Integrin alpha-5) expressed on such tumour cells.

SEMAGA is a gene flagged by application of the new logistic regression model detailed
in Chapter 1 and that, in accordance with the rational proposed and presented in that chapter, is
a potentially important breast cancer gene. SEMAGA codes for Semaphorin-6A protein that is a
cell surface receptor. Keeping in mind that SVV-001 cancer cell tropism might be governed by
binding to specific receptors on the surface of cancer cells, we hypothesized that this specific
protein could be the door for Seneca Valley Virus V001 entrance in breast cancer cells. We used
the in silico methodology molecular docking to prove this thesis.
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3.1. Molecular Docking

Molecular docking, aims to predict the preferred orientation of one molecule to a second
or more, when bound to each other to form a stable intermolecular complex (Sousa, et al.,
2013). In the heart of the docking methodology is the notion of steric and physicochemical
complementarity at the protein-protein interface (Teodoro, JR, and Kavraki, 2001; Yuriev and
Ramsland, 2013; Sousa, et al., 2013). Modelling the interaction of two molecules is a complex
problem as many forces are involved in the intermolecular association and there are many
degrees of freedom, as well as insufficient knowledge of the effect of solvent on the binding
association. Despite having different goals and requirements, all docking algorithms build on
two basic components: sampling and scoring. Sampling consists of exploring (some of) the
putative ligand protein conformations and orientations (the pose) of the ligand protein docked
into the binding cavity of the receptor protein and predicting its various potential binding
modes. Scoring consists of estimating the interaction energy (strength) of the binding (binding
energy or binding affinity) associated with each of the predicted binding modes, using a
specific scoring function. Molecular docking algorithms execute quantitative predictions of
binding energetics, providing rankings of docked ligand protein conformations based on the
binding affinity of protein-protein complexes. Molecular docking programs perform these tasks
through a cyclical process, in which the ligand protein conformation is evaluated by specific
scoring functions. This process is carried out recursively until converging to a solution of
minimum energy. A scoring function should be able not only to rank the poses, but also to
represent the thermodynamics of interaction of the protein-protein system (Yuriev and
Ramsland, 2013; Sousa, et al., 2013). Different search algorithms have been developed to
generate different poses, based on quite different approaches and at different levels of
sophistication. The two critical elements in a search algorithm are speed and effectiveness in
covering the relevant conformational space, which is intrinsically related with dealing with the
flexibility of a molecule, as the computational time associated scales with the number of
degrees of freedom included in the conformational search. Several scoring functions are
developed for protein-protein interactions with different accuracies and computational
efficiencies, with the availability of some being restricted to specific software packages
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(Huang, et al., 2006). Scoring functions should have good accuracy and be fast enough to allow
their application to a large number of potential solutions: as speed implies a number of
simplifications that tend to reduce the complexity and computational cost of the scoring

functions the price to pay is less accuracy.

3.1.1. ZDOC and ClusPro Web Serves

The ZDOCK server (http://zdock.umassmed.edu/) developed by Program in
Bioinformatics and Integrative Biology da University of Massachusetts Medical School and
Bioinformatics Program de Boston University (Pierce, Tong and Weng, 2005; Pierce et al.,
2014) and ClusPro server (https://cluspro.org) developed by Structural Bioinformatics
Lab Boston University and Stony Brook University (Kozakov et al., 2017), are widely used
tools for protein—protein docking. Both sample the entire 6D conformational space in an initial
stage, exploring only the six degrees of translational and rotational freedom for possible
relative orientations of the two proteins that are considered rigid. Rigid-body methods, perform

exhaustive sampling of the conformational space on a dense grid as illustrated in Figure 7.

The two servers follow a different rational. ZDOCK uses the Fast Fourier Transform
algorithm to enable an efficient global docking search on a 3D grid to efficiently explore the
rigid-body search space of docking positions, and utilizes a combination of desolvation (DE),
shape complementarity (PSC), electrostatics (ELEC) and statistical potential terms for scoring
(Chen, Li and Weng, 2003; Pierce, Hourai and Weng, 2011; Pierce, Tong and Weng, 2005). In
this process, ZDock score is calculated using the following equation (Wisitponchai et al.,
2017):

ZDock score = aPSC+DE+SELEC

where a and 3 have standard values 0.01 and 0.06, respectively.
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Figure 7: Fixed Grid for receptor protein (A) and mobile Grid for ligand protein (B). Adapted from: Huang, Love
and Mayo, (2005).

The ClusPro server performs first rigid-body docking by sampling billions of
conformations using a docking program based on the Fast Fourier Transform (FFT) correlation
approach that represents the interaction energy between two proteins using an expression of the
form (Kozakov et al., 2017):

E= WlErep + W,Ear + WsEelect W.Epars

where Er, and Eaye represent the repulsive and attractive contributions to the van der Waals
interaction energy, Eeec iS an electrostatic energy term, Epags IS a pairwise structure-based
potential and it primarily represents desolvation contributions. The coefficients wl, w2, w3 and
w4 define the weights of the corresponding terms, and are optimally selected for different types
of docking problems. The following computational steps are root-mean-square deviation
(RMSD)-based clustering of the 1,000 lowest-energy structures generated, to find the largest
clusters that will represent the most likely models of the complex; and refinement of selected

structures using energy minimization.
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The rigid-body docking programs based on the Fast Fourier Transform correlation
approach are very efficient: in this method, the receptor protein is placed at the origin of the
coordinate system on a fixed grid, the ligand protein is placed on a movable grid; and the
interaction energy is written in the form of a correlation function that can be efficiently
calculated using Fast Fourier Transforms and this results in the ability to exhaustively sample
billions of conformations of the two interacting proteins, evaluating the energies at each grid
point. A key to the success of rigid-body methods is that the shape complementarity term
allows for some overlaps, and hence the methods are able to tolerate moderate differences

between bound and unbound (Kozakov et al., 2017).

3.1.2. Preparation of 3D Structures for Molecular Docking

The crystal structure of Seneca Valley Virus-001 with PDB code 3CJI, Neural cell
adhesion molecule2 with PDB code 2kBG), Integrin alpha-5 with PDB code 4WJK, and
Semaphorin-6A with PDB code 30KW were checked for the quality of the structures using
PROCHECK (http://www.ebi.ac.uk/thornton-srv/software/PROCHECK/) which certified the
stereochemical quality of all the protein structures. Using PyMol program (The PyMOL
Molecular Graphics System, Version 1.5.0.4 Schridinger, LLC) structures were cleaned and

stripped from ligands, metal ions and water molecules, and protonated

3.2. Results and Discussion

ZDock and CluPro servers were challenged to identify poses through scoring of each
predicted pose of Neural cell adhesion molecule2 (2kBG) and Integrin alpha-5 (4WJK) when
complexing with V001 (3CJI) in the region set for the Grid (Figure 8), that includes VP1 and
VP2 loops identified in the literature as the most probable anchor points for protein interactions
with cancer cell surface receptor proteins. Both algorithms were able to predict the interaction
of the former mentioned proteins with VVOO1 established at the level of the two loops of VP1
subunit and the loop of VP2 subunit. Figures 9, 10 and 11 illustrate these results for ZDock

Server.
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Figure 8: Fixed Grid created for molecular docking (protein-protein) at Seneca Valley Virus capside (PDB entry
3CJI). Grid includes VP1 and VP2 loops. Adapted from: Venkataraman et al., 2008.
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Figure 9: Interactions established between V001 (3CJI) in green and Integrin alpha-5 (4WJK) in magenta as
determined by ZDock web server. Images produced using UCSF CHIMERA.
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Figure 10: Interactions established between V001 (3CJI) in green and Neural cell adhesion molecule 2 (2kBG) in
magenta as determined by ZDock web server. Images produced using UCSF CHIMERA.

These results confirm that both servers and the docking parameters specified in the input files
for the docking method are reasonable to be applied for molecular docking of Semaphorin-6A
(30KW) and V001 (3CJI). There are many docking programs and scoring functions created for
different molecular docking proteins, so validations like the one that we performed are crucial

to guarantee a good performance of the docking program selected (Hevener, 2009).

Table 3 summarizes the interactions determined by web servers ClusPro and ZDOCK
upon docking of Semaphorin-6A (30KW) and V001 (3CJI) in the region of the established
GRID, as well as upon molecular docking of Neural cell adhesion molecule2 (2kBG) and
Integrin alpha-5 (4WJK) with the same receptor region. Interactions (mainly establishment of
hydrogen bonds) were analysed using UCSF Chimera. Interaction values flanked by the *
symbol were exclusive for ClusPro web server calculations and as such were not generated by
ZDOCK web server, otherwise the generated results are common to both web servers. (Whitten
et al., 2010).
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Table 3: Interactions determined by web servers ClusPro and ZDOCK upon docking of ligand proteins with V001

Ligand Free Energy Interactions established with Interactions established with
Protein 3CIJ-VP1 (chain B) — ligand P 3CJI-VP2 (chain B) — ligand P
Semaphorin-6A -39,88 (Cluspro) TYR319.A0 PHE20.BH TYR319.B0 PHE20.AH
Chain A -39,80 (ZDOCK) ASP 288.B0 ASN320.AH ASP350.A0 THR352.BH
GLU22BO ARG417.AH ASP350.B0 THR352.AH
PHE20.BO ARG417.AH LYS248.BO SER289.AH
*PRO21.BO ARG 417.AH SER289.A0 LYS248.BH
GLU22BO ARG417.AH ASP288. A0 LYS248BH
PHE20AO ARG417.BH *PRO 286.,A0 ASN 320.BH
*GLU22.A0 ARG417.BH *SER 289.A0 ASN 320.BH
*PRO21.A0 ARG417.BH
*THR 414 A0 ARG 417.BH
Neural cell -39,90 (Cluspro) SER47.B0  LYS35AH GLU 138.BO LYS40.AH
adhesion -38,60 (ZDOCK) TYR221.BO GLN73.AH TYR36BO ARG68.AH
molecule 2 *GLY 223.80 THR74.AH HIS50A0 TYR36.BH
Chain A *GLU28. A0 SER47.BH TYR10AO TYR197.BH
LEU11.AO GLN198.BH
Integrin alpha-5 -42,35 (Cluspro) GLY 223BO THR139.AH VAL201.BO LYS75.AH
Chain A -39,70 (ZDOCK) ASP44BO  ASN141.AH GLU 207.A0 ASN 195.B H
GLU 138.BO ARG 144AH *LEU79.A0 GLN198BH

Just like for Integrin alpha-5 and Neural cell adhesion molecule 2, Semaphorin-6A
established strong interactions between the two loops in VVP1 structure and the one loop in VP2
structure, identified in the literature as the most likely V001 structure features responsible for
cell tropism to cancer cells. The here designated strong interactions are not more than hydrogen
bonds that are established when hydrogen atoms attached to nitrogen or oxygen atoms interact
with highly electronegative nitrogen, oxygen or sulphur atoms, which provoke a slight
polarization. This causes these atoms to be attracted or repulsed by a dipole-dipole interaction
(non-covalent), stabilizing the protein-protein complex. These results make probable the
creation of the complex Semaphorin-6A — V001, indicating the oncolytic virus Seneca Valley

Virus and a new therapeutic option to be considered and further studied for breast cancer
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Figure 11: Interactions established between V001 (3CJI) in green and Semaphorin-6A (30KW) in magenta as
determined by ZDock web server. Images produced using UCSF CHIMERA.
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CONCLUSIONS AND FINAL REFLEXIONS

“Tweedledum and Tweedledee decided to have a battle”

Lewis Carroll
mathematician and English writer

More and more statistics and linear algebra methods are used to address questions that
emerge in microarray literature. Microarray technology is a long-used tool for global analysis
of gene expression that allows simultaneous investigation of hundreds or thousands of genes in
a sample, and is characterized by a low sample size and a large feature (gene) number that
adversely affect similarity measurements and classification performance. To avoid the problem
of the “curse of dimensionality' many authors have performed feature selection or reduced the
size of data matrix. In Chapter 1 of this PhD thesis we introduce a new logistic regression-
based model developed to classify breast cancer tumour samples based on microarray
expression data with all features included and no reduction of microarray data matrix. This
methodology allowed the correct classification of breast cancer samples from GSE65194,
GSE20711, and GSE25055 data sets that contain microarray data of breast cancer samples,
with a minimum performance of 80% (sensitivity and specificity) and exploring all possible
combinations of data that included breast cancer subtypes. Conclusions: This new model
allows the assignment of values to parameters aix that are associated with the expression of a
gene. Scrutinizing these parameters ai* unveiled that some of the topologically extreme
parameters are associated with known biomarker in breast cancer and flagged a set of other
genes with no identified relation to breast cancer, to be investigated as as-yet-undiscovered
biomarker candidates with potential diagnostic and therapeutic utilities in breast cancer.

In Chapter 2 we examine the pattern and feature of a GRNs composed of TFs in MCF-7
breast cancer cell lines to provide valuable information relating breast cancer with some
particular genes whose ai* associated parameter values reveal extreme positive values and as
such identify breast cancer prediction genes. The topological analysis of these networks, the
direct correlation observed between some of the flagged genes with relevant TFs in the context

of breast cancer and using the S-score system that has been used by many to confirm the
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tumour suppressor/oncogenic profile of genes in specific cancer types, we reveal PKN2,
MKL1, MED23, CULS5 and GLI genes that demonstrate a tumour suppressor profile and MTR,
ITGA2B, TELO2, MRPL9, MTTL1, WIPI1, KLHL20, PI4KB, FOLR1 and SHC1 genes that
demonstrate an oncogenic profile and propose these as potential breast cancer prediction genes

and that they should be prioritized for further breast cancer clinical studies.

A large number of oncolytic viruses have been proposed for cancer therapy, which
includes Seneca Valley Virus. This is a very attractive virus for cancer therapy as it’s
nonpathogenic to both humans and animal species but is a self-replicating virus that rapidly
penetrates solid tumours via intravenous administration and destroys it through direct lysis of
the host cancer cells that bursts when too many virus replicate. SEMAGA is a gene flagged by
application of the new logistic regression model detailed in Chapter 1 and that, in accordance
with the rational proposed and presented in that chapter, is a potentially important breast cancer
gene. SEMAGBA codes for Semaphorin-6A protein that is a cell surface receptor. Keeping in
mind that SVV-001 cancer cell tropism might be governed by binding to specific receptors on
the surface of cancer cells, we hypothesized that this specific protein could be the door for
Seneca Valley Virus V001 entrance in breast cancer cells. We used the in silico methodology
molecular docking to prove this thesis. These results obtained make probable the creation of
the complex Semaphorin-6A — V001, indicating the oncolytic virus Seneca Valley Virus as a

new therapeutic option to be considered and further studied for breast cancer treatment.
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ANNEX 1

Using a new logistic regression-based model
for breast cancer classification —

supplementary material

“The writer writes only half the book; the other half is with the reader.”

Joseph Conrad
novelist
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Supplementary Material

Using a new logistic regression-based model for breast cancer
classification

Francielly Morais-Rodrigues, Rita Silvério-Machado, J Miguel Ortega, Frederico F Campos Filho, Sandro J de Souza
and Marcos A dos Santos.

Results for application of the new proposed logistic regression model to all systems created
from GSE65194, GSE20711 and GSE25055 data sets are presented here. A random subset of
15% of samples from different data sets was removed from each dataset and to reduce
variability, five rounds of cross-validation were performed. Probability results for 85% of the
samples of patients being classified into the several breast cancer subtypes are shown in
Figures 1 to 3, for all systems created from GSE65194, GSE20711 and GSE25055 data sets,
respectively. Sensitivity and specificity of the new model proposed was determined when
applied to all systems created with 85% the samples of patients, with all possible combinations
of data, in 5 rounds. Values are calculated for all genes included and with the number of genes
that arise as the most frequently occurring genes that matched the 500 parameters a’
topologically located on the extremes of each of the 6 systems created from GSE65194
dataset, which corresponds to 462 genes for GSE65194 dataset, 320 genes for GSE20711
dataset and 319 genes for GSE25055 dataset. Sensitivity and specificity values are presented in
Tables I to lll.
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Figure 1: Probability results for samples fram patients being classified into breast cancer subtypes TNBC, HER2, Lummal A, Lummnal B, TNBC cell line, or non-
tumor tissue samples, as compared to the others, for all systems created from GSE65194 dataset. (A) System 1 discriminates TNBC against the other breast cancer
subtypes, TNBC cell line samples and non-tumor breast tissue samples, (B) system 2 discriminates Her2 agamst the other breast cancer subtypes, TNBC cell lines’
samples and non-tumor breast tissue samples, (C) system 3 discrimnates Luminal A against the other breast cancer subtypes, TNBC cell lines” samples and nan-
tumor breast tissue samples, (D) system 4 discriminates Luminal B against the other breast cancer subtypes, TNBC cell Ines® samples and non-tumor breast tissue
samples, (E) system 5 discrimmates TNBC cell lines” samples against all breast cancer subtypes and non-tumor breast tissue samples, and (F) system 6
distinguishes between presence or absence of breast cancer.
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Figure 2: Probability results for samples from patients being classified into breast cancer subtypes HER2, Basal-like, Luminal A, Luminal B, or non-tumor tissue
samples, as compared to the others, for all systems created from GSE20711 dataset. (A) System 1 discriminates HER2 against other breast cancer subtypes and
non-tumor breast tissue samples; (B) system 2 discriminates Basal-like against other breast cancer subtypes and non-tumar breast tissue samples; (C) system 3
distinguishes between Luminal A and other breast cancer subtypes and non-tumor breast tissue samples; (D) system 4 distinguishes between Luminal B and other

breast cancer subtypes and non-tumor breast tissue samples; (E) system 5 distmguishes between presence or absence of breast cancer.
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Figure 3: Probability results for samples from patients being classified into breast cancer subtypes HER2, Luminal A, Luminal B, Basal-like, or non-tumor tissue
samples, as compared to the others, for all systems created from GSE25055 dataset. (A) System 1 discriminates HER2 against other breast cancer subtypes and
non-tumor breast tissue samples: (B) system 2 distinguishes between Luminal A and other breast cancer subtypes and non-tumor breast tissue samples; (C) system
3 distinguishes between Luminal B and other breast cancer subtypes and non-tumor breast tissue samples; (D) 4 discriminates Basal-like against other breast

cancer subtypes and non-tumor breast tissue samples; and (E) system 5 distinguishes between presence aor absence of cancer in the breast tissue samples.
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Table I. Sensitivity and specificity values for the new model applied to all systems (GSE65194 dataset) .

#
Round  Breast cancer  patients
# subtype to
classify

All genes included 462 genes included
# #
patients patients
classified ~ Sensitivity ~ Specificity | classified Sensitivity  Specificity
using using
P(x) P(x)

TNBC 10
HER2

Luminal A

7

4
Luminal B 2
TNBC cell line 2
2

non-tumor

S S T -

0.90 1
0.57 1
1 1
1 0.96
1 1
1 1

1 1
0.71 1
0.75 1

1 0.96
0.50 1

1 1

TNBC 11

HER2 5

Luminal A 6

4 Luminal B 3
TNBC cell line 2
non-tumor 0

S N W WL W O

0.82 1
1 1
0.83 1
1 1
1 1
0 0

0.91 1
1 1
1 1
1 1

0.50 1
0 0




Table II. Sensitivity and specificity values for the new model applied to all systems (GSE20711 dataset) .

Round
#

Breast cancer

subtype

HER2
Basal-like

Luminal A

Luminal B

non-tumor

HER2
Basal-like
Luminal A

Luminal B

non-tumor

#
patients
to
classify

All genes included 320 genes included
# #
patients patients
classified ~ Sensitivity ~ Specificity | classified Sensitivity  Specificity
using using
P(x) P(x)
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Table III. Sensitivity and specificity values for the new model applied to all systems (GSE25055 dataset) .

Round
#

Breast cancer
subtype

HER2
Luminal A
Luminal B

Basal-like

non-tumor

HER2

Luminal A

Luminal B
Basal-like

non-tumor

#
patients
to
classify

All genes included 319 genes included
# #
patients patients
classified ~ Sensitivity ~ Specificity | classified Sensitivity  Specificity
using using
P(x) P(x)
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ANNEX 2

Side Project

>

“How does a project get to be a year late? One day at a time.’

Frederick P. Brooks Jr.
computer scientist

These following references concern the comprehensive work accomplished between
August 2013 and June 2015 that was published in a high-ranking international peer-reviewed

scientific journal as well as conference abstracts.
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