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In this thesis we discuss the existence, nonexistence, uniqueness and a priori bounds
of positive viscosity solutions of the following coupled system involving the fractional

Laplace operator on a smooth bounded domain €2 in R™:

(—A)Yu=0vP in Q
(—A)Yv=u? in Q
u=v=0 in R"\ Q

We divided this thesis into two parts:

In the first part we deal with strongly coupled elliptic systems in non-variational form.
By mean of Liouville type theorems we establish a priori bounds of positive solutions for
subcritical and superlinear nonlinearities in a suitable sense. We then derive the existence
of positive solutions through topological methods.

In the second part we deal with strongly coupled elliptic systems in variational form,
i.e., s = t. By mean of an appropriate variational framework and a Holder regularity
result, we prove that the above system admits at least one positive viscosity solution for
any power 0 < s < 1, provided that p,q > 0, pg # 1 and the couple (p,q) is below the

hyperbole
1 n I n-—2s
p+1 qg+1 n

Moreover, by using maximum principles for the fractional Laplace operator, we show that

uniqueness occurs whenever pg < 1. Lastly, assuming (2 is star-shaped, by using a Rellich
type variational identity, we prove that no such a solution exists if (p,q) is on or above
the same hyperbole. As a byproduct, we obtain the critical hyperbole associated to the

above system for any 0 < s < 1.

Keywords: Fractional Laplace operator, a priori bounds, Liouville type theorem, variati-

onal methods, critical hyperbole, Lane-Emden system
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Introduction

The present thesis is divided into two parts: non-variational and variational
The first part of this thesis deals with a priori bounds and existence of positive solutions

for elliptic systems of the form

(=A)yu=0o" in Q
(—A)v = in Q (1)
u=v=0 in R™\ Q

where 2 is a smooth bounded open subset of R", n > 2, s,t € (0,1), p,q > 0 and the
fractional Laplace operator (or fractional Laplacian) of order 2s, with 0 < s < 1, denoted

by (—A)?, is defined as

(—A)u(z) = C(n,s) P.V. / W dy 2)

or equivalently,

(—A)SU(ZL‘) — _10( ) / u(aj + y) +|Z|(n$+; y) — 2“’(37) dy

Rn

for all z € R™, where P.V. denotes the principal value of the integral and

-1
—cos((1)
n 8 ([R/ ‘C‘n+2s 1 )
,Cn) € R™

with ¢ = ((3, . .-
Remark that (—A)?® is a nonlocal operator on functions compactly supported in R"

The convergence property

lim (—A)*u = —Au

s—1—
—A)? inter-

pointwise in R™ holds for every function u € C§°(R"), so that the operator (—A)

polates the Laplace operator in R”.



2 Introduction

Factional Laplace operators arise naturally in several different areas such as Proba-
bility, Finance, Physics, Chemistry and Ecology, see [5]. Moreover, fractional Laplace
operator appear naturally also in other contexts such as Image processing, Fluid Mecha-
nics, Geometry, ultra-relativistic limits of quantum mechanic and nonlocal electrostatics,
as explained in Chapter 1.

A closely related operator but different from (—A)®, the spectral fractional Laplace
operator A®, is defined in terms of the Dirichlet spectra of the Laplace operator on 2.
Roughly, if (¢r) denotes a L*-orthonormal basis of eigenfunctions corresponding to eigen-
values (\;) of the Laplace operator with zero Dirichlet boundary values on 0f, then the
operator A° is defined as A*u = Y72, cxA\j g, where ¢i, k > 1, are the coefficients of the
expansion u = »_72, CkPr.

After the work [41] on the characterization for any 0 < s < 1 of the operator (—A)® in
terms of a Dirichlet-to-Neumann map associated to a suitable extension problem, a great
deal of attention has been dedicated in the last years to nonlinear nonlocal problems of
the kind

{(—A)Su = f(z,u) in Q 3)

u = 0 in R"\ Q
where () is a smooth bounded open subset of R", n > 1 and 0 < s < 1.

Several works have focused on the existence [86, 88, 89, 93, 124, 133, 138, 164, 165,
166, 167], nonexistence [81, 167], symmetry [11, 53] and regularity [8, 32, 154] of viscosity
solutions, among other qualitative properties [1, 84]. For developments related to (3)
involving the spectral fractional Laplace operator A%, we refer to [9, 24, 35, 48, 55, 56,
176, 177, 185] and references therein.

A specially important example arises for the power function f(x,u) = u?, with p > 0,
in which case (3) is called the fractional Lane-Emden problem. Recently, it has been
proved in [164] that this problem admits at least one positive viscosity solution for 1 <
p < 22 The nonexistence has been established in [155] whenever p > 2428 and Q is
star-shaped. These results were known long before for s = 1, see the classical references
[3, 99, 141, 148] and the survey [144].

Systems like (1) are strongly coupled vector extensions closely related to (3) with the
power function f(z,u) = uP, which have been addressed for s = ¢ = 1 by several authors
during the two last decades (we refer to the survey [63] and references therein). More
specifically, a priori bounds and existence of positive solutions have been considered in
these cases. In view of what is known for scalar equations and for systems of the type (1)

with s =t = 1, one expects that a priori bounds depend on the values of the exponents
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p and ¢. Indeed, the values p and ¢ should be related to Sobolev embedding theorems.

A rather classical fact is that a priori bounds allow to establish existence of positive
solutions for systems by mean of topological methods such as degree theory and Krasno-
selskii’s index theory. For a list of works concerning with non-variational elliptic systems
involving Laplace operators we refer to [10, 58, 67, 68, 135, 146, 170, 187], among others.

One goal of this thesis is also establishing existence of positive classical solutions of
non-variational strongly coupled systems of the type (1) by mean of a priori bounds for a
family of exponents p and ¢. By a classical solution of the system (1), we mean a couple
(u,v) € (C*(R™))? for some 0 < a < 1 satisfying (1) in the usual classical sense.

Our main result of first part is

Theorem 0.0.1. Let Q be a bounded open subset of C? class of R™. Assume that n > 2,
s,t€(0,1),n>2s+1,n>2t+1, p,g>1, pg > 1 and either

2 2
<S+2t> b >n—2s or <+2$> a >n—2t. (4)
P pqg—1 q pq—1

Then, the system (1) admits, at least, one positive classical solution. Moreover, all such
solutions are uniformly bounded in the L*°-norm by a constant that depends only on

s,t,p,q and Q.

Remark 0.0.2. When 0 < s =t < 1 and p,q > 1, a priori bounds and existence of positive
classical solutions of (1) for the spectral fractional Laplace operator A* have been derived

in [55] provided that

1 1 n—2s
+ > .
p+1 gqg+1 n
Remark 0.0.3. When 0 < s =t < 1 and pg > 1, the condition (4) implies (5).

(5)

The approach used in the proof of Theorem 0.0.1 is based on the blow-up method,
firstly introduced by Gidas and Spruck in [100] to treat the scalar case and later extended
to strongly coupled systems like (1) with s =¢ =1 in [135] and then in [67, 68, 170, 187].
This method consists of a contradiction argument, which in turn relies on Liouville type
results for equations or systems in the whole space R™ or in a half-space of it. Proving
these last ones is usually the main obstacle in applying the Gidas-Spruck method.

For this purpose, we first shall establish Liouville type theorems for the system

(=A)Yu=" in G (6)
(—AYv=u? in G
for G = R" and G = R} = { = (21,...,2,) € R" | 2, > 0}. In this latter one, we

assume the Dirichlet condition u = 0 = v in R™ \ R.



4 Introduction

We recall that viscosity supersolution for the above system is a couple (u,v) of con-
tinuous functions in R™ such that uw,v > 0 in R" \é and for each point zy € G there
exists a neighborhood U of zy with U C G such that for any p,¢ € C?*(U) satisfying
u(xo) = p(z0), v(xg) = V¥(x0), u > ¢ and v > ¢ in U, the functions defined by

satisfy
(=A)°u(zo) > vP(z0) and (—A)D(x0) > u(z0) .

In a natural way, we have the notions of viscosity subsolution and viscosity solution.

Theorem 0.0.4. Assume that n > 2, s,t € (0,1), n > 2s, n > 2t, p,q > 0 and pq > 1.

Then, the only nonnegative viscosity supersolution of the system (6) with G = R" is the
trivial if and only if (4) holds.

Theorem 0.0.5. Assume thatn > 2, s,t € (0,1),n>2s+1,n>2t+1, p,qg > 1 and
pq > 1. If the condition (4) holds, then the only nonnegative viscosity bounded solution
of the system (6) with G =R} is the trivial one.

Remark 0.0.6. Nonexistence results of positive solutions have been established for the

scalar problem

(—A)Yu=uP in G

in both cases G = R" and G = R’} by assuming that n > 2s and 1 < p < Zf—gz, see
[99, 100] for s =1 and [112, 147] for 0 < s < 1.

Remark 0.0.7. A number of works have focused attention on nonexistence of positive
solutions of (6) for G = R™ and G =R} when s =t =1and 0 < s =t < 1. We refer for
instance to [10, 28, 65, 132, 142, 162, 171, 172] for s =t =1 and [147] for 0 < s =t < 1

and other references therein.

Several arguments have been employed in the proof of nonexistence results of positive
solutions of elliptic systems. Our approach is inspired on a powerful technique, based on
maximum principles; developed by Quaas and Sirakov in [146] to treat systems involving
different uniformly elliptic linear operators. Particularly, some maximum principles and
related results for fractional operators due to Silvestre [169] and Quaas and Xia [147] as
well as some auxiliary tools to be proved in the Section 3.1 of Chapter 3 will be used in

the proof of Theorems 0.0.1, 0.0.4 and 0.0.5.



0.0 Introduction 5

The second part of this thesis is devoted to the study of existence, uniqueness and
nonexistence of positive viscosity solutions of following vector extension of the fractional

Lane-Emden problem on a smooth bounded domain €2 in R™:

(—A)Yu=0vP in Q
(A v=u? in Q (8)
u=v=0 in R"\ Q

where p,g >0, n>1and s € (0,1).

For s = 1, the problem (8) and a number of its generalizations have been widely
investigated in the literature during the two last decades, see for instance the survey [63]
and references therein. Specially, the notions of sublinearity, superlinearity and criticality
(subcriticality, supercriticality) have been introduced in [83, 131, 132, 161]. Indeed, the
behavior of (8) is sublinear when pg < 1, superlinear when pg > 1 and critical (subcritical,
supercritical) when n > 3 and (p, ¢) is on (below, above) the hyperbole, known as critical

hyperbole,

1 n I n-2
p+1l q+1 n
When pq = 1, its behavior is resonant and the corresponding eigenvalue problem has

been addressed in [136]. The sublinear case has been studied in [83] where the existence
and uniqueness of positive classical solution is proved. The superlinear-subcritical case
has been completely covered in the works [58], [64], [66] and [107] where the existence
of at least one positive classical solution is derived. Lastly, the nonexistence of positive
classical solutions has been established in [131] on star-shaped domains.

In this part we discuss existence and nonexistence of positive viscosity solutions of (8)
for 0 < s < 1. We determine the precise set of exponents p and ¢ for which the problem (8)
admits always a positive viscosity solution. In particular, we extend the above-mentioned
results corresponding to the fractional Lane-Emden problem for 0 < s < 1 and to the
Lane-Emden system involving the Laplace operator. As a byproduct, the notions of
sublinearity, superlinearity and criticality (subcriticality, supercriticality) to the problem
(8) appear naturally for 0 < s < 1.

The ideas involved in our proofs base on variational methods, C® regularity of weak
solutions and a variational identity satisfied by positive viscosity solutions of (8). We
shall introduce a suitable variational framework in order to establish the existence of
nontrivial nonnegative weak solutions of (8). In our variational formulation, the function
u arises as a nonzero critical point and then, in a natural way, one defines v so that the

couple (u,v) is a weak solution of (8). Using the C” regularity result (to be proved in
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Section 4.2) for weak solutions of (8) and maximum principles for the fractional Laplace
operator, we deduce that the constructed couple (u,v) is a positive viscosity solution
of (8). Moreover, we prove its uniqueness in some cases. The key tool used in the
nonexistence proof is a Rellich type variational identity (to be proved in Section 4.3) to
positive viscosity solutions of (8). The proof of the O regularity consists in first showing
that weak solutions of (8) belong to L°(Q2) x L°(Q) for every § > 1 and then applying to
each equation the C? regularity result up to the boundary proved recently in [153]. The
proof of the variational identity to Lane-Emden systems uses the Pohozaev variational
identity to fractional elliptic equations obtained recently in [155].

Our three main theorems of the second part are

Theorem 0.0.8. (sublinear case) Let Q be a smooth bounded open subset of R", n > 1
and 0 < s < 1. Assume that p,q > 0 and pqg < 1. Then the problem (8) admits a unique

positive viscosity solution.

Theorem 0.0.9. (superlinear-subcritical case) Let 2 be a smooth bounded open subset of

R", n>2s and 0 < s < 1. Assume that p,q >0, pqg > 1 and

1 1 n —2s
+ > .
p+1 qg+1 n

Then the problem (8) admits at least one positive viscosity solution.

9)

Theorem 0.0.10. (critical and supercritical cases) Let Q2 be a smooth bounded open subset

of R", n>2s and 0 < s < 1. Assume that ) is star-shaped, p,q > 0 and

1 1 n — 2s
+ < .
p+1 qg+1 n

Then the problem (8) admits no positive viscosity solution.

(10)

For dimension n > 2s, these theorems motivate the hyperbole

1 1 n—2s
+ = (11)
p+1 qg+1 n

to be called critical hyperbole for Lane-Emden systems involving the fractional Laplace

operator. Similarly, the curve that splits the system (8) into sublinear and superlinear
behaviors is given by the hyperbole pg = 1.

Thus, we are led to basically divide this thesis into four parts (chapters) as outlined
following.

In Chapter 1, we present a detailed overview of the fractional Laplace operator from

its origin. We talked about the various applications of this operator and its main results.
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In Chapter 2, we remember some topics essential to our research work, in order to make
accessible the reading of this work to those who do not have more consistent knowledge
of the subjects dealt with.

The Chapter 3 is organized into four sections. In Section 3.1 we prove some key
lemmas required in the proof of Theorem 0.0.4 which will be presented in Section 3.2.
Section 3.3 is devoted to the proof of Theorem 0.0.5. In Section 3.4, we use Theorems
0.0.4 and 0.0.5 in order to prove Theorem 0.0.1.

The Chapter 4 is organized into six sections. In Section 4.1 we introduce the variational
framework to be used in the existence proofs. In Section 4.2, we prove the C? regularity
result to weak solutions of (8) into the subcritical context according to the hyperbole (11).
In Section 4.3, we obtain the Rellich variational identity to positive viscosity solutions of
(8). In Section 4.4, we prove Theorem 0.0.8 by using a direct minimization approach, the
regularity result provided in the third section and maximum principles. In section 4.5,
Theorem 0.0.9 is proved by using the mountain pass theorem and the same regularization.
Finally, in Section 4.6, we prove Theorem 0.0.10 by applying the variational identity

proved in Section 4.3.
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CAPITULO 1

Fractional Laplace operator: historical

overview

This chapter is inspired in the thesis of Ros-Oton [152] and adapted to fractional Laplace
operator.

Partial Differential Equations are relations between the values of an unknown function
and its derivatives of different orders. In order to check whether a PDE holds at a
particular point, one needs to know only the values of the function in an arbitrarily small
neighborhood, so that all derivatives can be computed. A nonlocal equation is a relation
for which the opposite happens. In order to check whether a nonlocal equation holds at
a point, information about the values of the function far from that point is needed. Most
of the times, this is because the equation involves integral operators. The most canonical

example of such operator is
(—A)u(z) = C(n,s) P.V. / W dy (1.1)

Yy n+2s

for all x € R™, where P.V. denotes the principal value of the integral and

-1
—cos((1)
Tl S (R/ K|n+25 1 )

with ¢ = ((1,...,¢,) € R™ The Fourier symbol of this operator is |£|** and, thus, one
has that (—A)" o (—A)® = (—A)5*", this is why it is called fractional Laplace operator.

1.1 Why studying fractional Laplace operator?

To a great extent, the study of fractional Laplace operator is motivated by real world
applications. Indeed, there are many situations in which a nonlocal equation gives a

significantly better model than a PDE.
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In Mathematical Finance it is particularly important to study models involving jump
processes, since the prices of assets are frequently modeled. Note that jump processes
are very natural in this situation, since asset prices can have sudden changes. These
models have become increasingly popular for modeling market uctuations since the work
of Merton [128] in 1976, both for risk management and option pricing purposes. For
example, the obstacle problem for the fractional Laplace operator can be used to model
the pricing of American options [122, 140]; see also the nice introduction of [37] and also
[40, 169]. Good references for financial modeling with jump processes are the books [60]
and [158]; see also [139].

Fractional Laplace operators appear also in Ecology. Indeed, optimal search theory
predicts that predators should adopt search strategies based on long jumps where prey is
sparse and distributed unpredictably, Brownian motion being more efficient only for loca-
ting abundant prey; see [108, 149, 182]. Thus, reaction-diffusion problems with nonlocal
diffusion such as

u + (—A)°u= f(u) in R" (1.2)
arise naturally when studying such population dynamics. Equation (1.2) appear also in
physical models of plasmas and flames; see [126], [129], and references therein.

It is worth saying that in these problems the nonlocal diffusion (instead of a classical
one) changes completely the behavior of the solutions. For example, consider problem
(1.2) with f(u) = u — u?, and with compactly supported initial data. Then, in both
cases s = 1 and s € (0, 1), there is an invasion of the unstable state u = 0 by the stable
one, u = 1. However, in the classical case (s = 1) the invasion front position is linear
in time, while in case s € (0,1) the front position will be exponential in time. This was
heuristically predicted in [69] and [126], and rigorously proved in [31].

In Fluid Mechanics, many equations are nonlocal in nature. A clear example is the
surface quasi-geostrophic equation, which is used in oceanography to model the tempe-
rature on the surface [59]. The regularity theory for this equation relies on very delicate
regularity results for nonlocal equations in divergence form; see [36, 45, 46].

Another important example is the Benjamin-Ono equation
(=AY = —u + u?

which describes one-dimensional internal waves in deep water [4, 91]. Also, the half
Laplace operator (—A)Y2 plays a very important role in the understanding of the gravity
water waves equations in dimensions 2 and 3; see [94].

In Elasticity, there are also many models that involve nonlocal equations. An im-

portant example is the Peierls-Nabarro equation, arising in crystal dislocation models
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[74, 125, 181]. Also, other nonlocal models are used to take into account that in many
materials the stress at a point depends on the strains in a region near that point [78, 115].
Long range forces have been also observed to propagate along fibers or laminae in com-
posite materials [109], and nonlocal models are important also in composite analysis; see
[76] and [134].

Other Physical models arising in macroscopic evolution of particle systems or in phase
segregation lead to nonlocal diffusive models such as the fractional porous media equation;
see [47, 97, 159]. Related evolution models with nonlocal effects are used in supercon-
ductivity [51, 184]. Moreover, other continuum models for interacting particle systems
involve nonlocal interaction potentials; see [49].

Other examples in which fractional Laplace operator are used are Image Processing
(where nonlocal denoising algorithms are able to detect patterns and contours in a bet-
ter way than the local PDE based models [27, 102, 114, 186]), Geometry (where the
conformally invariant operators, which encode information about the manifold, involve
fractional powers of the Laplace operator [50, 103]), ultra-relativistic limits of quantum

mechanic [82], nonlocal electrostatics [106, 110, 150] etc.

1.2 Mathematical background

Let us describe briefly the mathematical literature on fractional Laplace operator. As
we will see, for many years these equations were studied by people in Probability. More
recently, these equations have attracted much interest from people in Analysis and PDEs,

with nonlinear equations being the focus of research.

1.3 Probability

The study of fractional Laplace operator started in the fifties with the works of Getoor,
Blumenthal, and Kac, among others. In 1959, the continuity up to the boundary of
solutions was established, and also some spectral properties of such operators [95]. The
asymptotic distribution of eigenvalues was obtained, as well as some comparison results
between the Green’s function in a domain and the fundamental solution in the entire
space [12].

Later, sharp decay estimates for the heat kernel of the fractional Laplace operator in
the whole R™ were proved [13], and an explicit formula for the solution of

{(—A)Su =1 in B

1.3
u = 0 in R*"\ B (1.3)
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was found [96, 113]. Moreover, Green’s function and the Poisson kernel for the fractional
Laplace operator in the unit ball By were also explicitly computed by Getoor [14] and
Riesz [151], respectively.

Potential theory for the fractional Laplace operator in R™ enjoys an explicit formula-
tion in terms of the Riesz potential, and thus it is similar to that of the Laplace operator;
see for example the classical book of Landkov [118]. However, the boundary potential
theory for this operator presents more difficulties mainly due to its nonlocal character.

Fine boundary estimates for the Green’s function and the heat kernel near the boun-
dary have been established in the last twenty years. Namely, Green’s function estimates
were obtained by Kulczycki [116] and Chen-Song [52] in 1997 for C*! domains, and in
2002 by Jakubowski for Lipschitz domains [111]. Later, Chen-Kim-Song [54] gave sharp
explicit estimates for the heat kernel on C'! domains, recently extended to Lipschitz and
more general domains by Bogdan-Grzywny-Ryznar [16].

Related to this, Bogdan [15] in 1997 established the boundary Harnack principle for
s-harmonic functions - solutions to (—A)*u = 0 - in Lipschitz domains; see also [17] for
an extension of this result to general bounded domains.

For the fractional Laplace operator it is also possible to develop interior regularity
results and boundary potential theory by using the associated fundamental solution; see

for example [18, 19, 20, 143, 174, 175].

1.4 Analysis and PDEs: nonlinear equations

In the last ten years the study of fractional Laplace operator has attracted much interest
from people in Analysis and PDEs. The main motivation for this, as explained above, is
that fractional Laplace operator appear in many models in different sciences.

In contrast with the probabilistic works above for linear equations, more recent results
using analytical methods often concern nonlinear fractional Laplace operator. In [34],

Cabré and Sola-Morales studied layer solutions to a boundary reaction problem in R’

{ —Av = 0 in R (1.4)

P = f(v) on IR

An important example is the Peierls-Nabarro equation, which corresponds to f(v) =
sin(7v). As noticed in previous works of Amick and Toland [4, 181], this boundary reaction

problem in all of R*! is equivalent to the fractional Laplace operator

(=A)2u = f(u) in R,
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Indeed, given a function v in R™, one can compute its harmonic extension v in one
more dimension, i.e, the solution to Av = 0 in R v = u in R = R". Then, it turns
out that the normal derivative % on R" is exactly the half Laplace operator (—A)'Y/?u.

On the other hand, motivated by applications to mathematical finance, Silvestre [169]
studied the regularity of solutions to the obstacle problem for the fractional Laplace ope-
rator (—A)®, s € (0,1). He obtained an almost-optimal regularity result for its solution,
more precisely he proved the solution to be C'*57¢ for all € > 0.

In case s = 1/2, thanks to the aforementioned extension method, the obstacle problem
for the half Laplace operator in R™ is equivalent to the thin obstacle problem for the
Laplace operator in R®™!. For this latter problem, the optimal regularity of solutions and
of free boundaries was well known; see [6, 7]. However, for fractional Laplace operator
with s # 1/2 no similar extension problem was available.

This situation changed when Caffarelli and Silvestre [41] introduced the extension
problem for the fractional Laplace operator (—A)®, s € (0,1). Thanks to this extension,
in a joint work with Salsa [40] they established the optimal regularity of the solution and
of the free boundary for the obstacle problem for the fractional Laplace operator, for all
s € (0,1).

These developments and specially the extension problem for the fractional Laplace ope-
rator, have led to a huge amount of new discoveries on nonlinear equations for fractional
Laplace operator. Just to mention some of them, we recall the important works on unique-
ness of solutions for the equation (—A)%u = f(u) in R™ [32, 33, 91, 92]; on the fractional
Allen-Cahn equation [29, 30, 57, 156]; on nonlocal minimal surfaces [39, 43, 44, 87, 157];
on free boundary problems involving the fractional Laplace operator [38, 71]; and many
others [79, 81, 179, 180].

The nonlinear Dirichlet problems of form

—A)u = r,u) in

{( )u = éC(, | in R"\ Q (15)

have attracted much attention in the last years. Many of the mathematical works in the

literature deal with existence [86, 88, 89, 93, 124, 133, 138, 164, 165, 166, 167], nonexistence

[81, 167], symmetry [11, 53], regularity of solutions [8, 32, 154], and other qualitative
properties of solutions [1, 84].

For linear equations, the Lax-Milgram theorem and the Fredholm alternative lead
to existence of solutions for fractional Laplace operators [86]. For semilinear equations,
other variational methods (like the mountain pass lemma or linking theorems) lead also to

existence results for subcritical nonlinearities [164, 165]. In case of critical nonlinearities



14 Fractional Laplace operator: historical overview

like f(u) = wes + Au, a Brezis-Nirenberg type result has been obtained by Servadei and
Valdinoci [166, 167].

A very important tool to obtain symmetry results for second order (local) equations
—Au = f(u) is the moving planes method [98, 160]. This method was first adapted
to nonlocal equations by Birkner, Lopez-Mimbela, and Wakolbinger [11], who proved the
radial symmetry of nonnegative solutions to (—A)*u = f(u) in the unit ball B;. Later, the
moving planes method has been used to solve Serrin’s problem for the fractional Laplace
operator [62, 80], and also to show nonexistence of nonnegative solutions to supercritical
and critical equations (—A)%u = w2 in star-shaped domains [81].

This nonexistence result for the fractional Laplace operator by Fall and Weth [81] uses
the extension problem of Caffarelli-Silvestre and the fractional Kelvin transform to then

apply the moving planes method.

1.5 Spectral fractional Laplace operator

An extension for this operator was devised by Cabré and Tan [35] and Capella, Davila,
Dupaigne, and Sire [48] (see Brandle, Colorado, de Pablo, and Sanchez [24] and Tan [177]

also). Thanks to these advances, the boundary fractional problem

(1.6)

Au = uP in Q
v = 0 on 02

has been widely studied on a smooth bounded open subset €2 of R", n > 2, s € (0, 1)

and p > 0. Particularly, a priori bounds and existence of positive solutions for subcritical

n+2s
n—2s

exponents (p < ) has been proved in [24, 35, 55, 177] and nonexistence results has

also been proved in [24, 176, 177| for critical and supercritical exponents (p > ;‘f—gi) The
regularity result has been proved in [48, 177, 185].

When s = 1/2, Cabré and Tan [35] established the existence of positive solutions for
equations having nonlinearities with the subcritical growth, their regularity, the symme-
tric property, and a priori estimates of the Gidas-Spruck type by employing a blow-up
argument along with a Liouville type result for the square root of the Laplace operator in
the half-space. Then [177] has the analogue to 1/2 < s < 1. Bréndle, Colorado, de Pablo,
and Sanchez [24] dealt with a subcritical concave-convex problem. For f(u) = u? with the
critical and supercritical exponents g > ngz,

[9, 176, 177] in which the authors devised and used the Pohozaev type identities. The

the nonexistence of solutions was proved in

Brezis-Nirenberg type problem was studied in [176] for s = 1/2 and [9] for 0 < s < 1.

The Lemma’s Hopf and Maximum Principe was studied in [177].



CAPITULO 2

Preliminaries

This chapter aims to present the main definitions and results of fractional Laplace ope-
rator, especially those relating to the following chapters. The theorems are presented
without proofs. These can be found in the references cited in the sequencing of the

results presented here.

2.1 The fractional Sobolev space W*”?: embedding

theorems

This section is devoted to the definition and preliminary notions of the fractional Sobolev
spaces. We will see that under certain regularity assumptions on the domain 2, any
function in W*?(Q)) may be extended to a function in W*P(R"). This section is also
devoted to the Sobolev embedding involving WP in particular the compact embedding
theorem.

No prerequisite is needed. We just recall the definition of the Fourier transform of a
distribution. First, consider the Schwartz space S of rapidly decaying C'*° functions in

R™. The topology of this space is generated by the seminorms

pn(p) = sup (1 + |z|)" Z |D%p(x)|, n=10,1,2,...,

z€R™ lo|<n

where ¢ € S(R™). Thus
S(R™) = {p € C*(R") such that p,(¢) < co}.

Let §'(R™) be the set of all tempered distributions, that is the topological dual of S(R™).
An important property is that for 1 < p < oo, S(R™) C LP(R™). As usual, for any
¢ € S(R™), we denote by

-7:90(5) = (27Tl)n/2

/ e S p(x)da

Rn

15
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the Fourier transform of ¢ and we recall that one can extend F from S(R") to S’(R").
Proposition 2.1.1. The space C§°(R™) is dense in S(R™).
Proof. See [70], page 180. m

We start by fixing a parameter 0 < s < 1. Let {2 be an open subset of R", with n > 1.
For any p € (1,4+00), one defines the fractional Sobolev space W*P(2) as

WeP(Q) = {u e LP(Q) | w e LP(Q x Q)} : (2.1)

that is, an intermediary Banach space between L"(2) and W' (Q) induced with the norm

1
p

u(z
|wllwsr) = </|u|pdx—i—//| ’n+sp d d ) , (2.2)

where the term

[ulwer() = ( / Wdfcdy>

Q Q
is the so-called Gagliardo semi-norm of wu.

Proposition 2.1.2. The space W*P(8Q) is of local type, that is, for every u in W*P(Q2)
and for every ¢ € C§°(R2), the product ¢pu belongs to W*P(2).

Proof. See [70], page 194. =

Proposition 2.1.3. The space C3°(R™) is dense in W*P(R").

Proof. See [70], pages 195 to 197. =

The following result concerning the existence of embeddings in R”.
Proposition 2.1.4. The spaces W*P(R") satisfy the following embedding properties:
(i) If 0 < s < s' < 1, then W*P(R") < W*P(R™).
(ii) If s € (0,1), then WIP(R"™) — W*P(R"™). Moreover,

2w

1/p
_-n \V4 .
) IVl

UHLP (R7)>

[u]ywm@ny < (

where w,, is the volume of unit ball in R™.
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Proof. See [70], pages 202 and 203 and see also [72]. =

It is worth noticing that, as in the classical case with s being an integer, the space
W*'»(Q) is continuously embedded in W*?(Q) when s < s’ and Q be an open set in R”,

as next result points out.

Proposition 2.1.5. Let p € [1,4+0) and 0 < s < & < 1. Let Q be an open set in R"

and u : 2 = R be a measurable function. Then
[ullwer@) < CHUHWS’J’(Q)
for some suitable positive constant C' = C(n,s,p) > 1. In particular,
WP(Q) C W*P(Q).

Proof. See [73|, pages 524 and 525. =

Proposition 2.1.6. Let p € [1,4+00) and s € (0,1). Let Q be an open set in R™ of class

C% with bounded boundary and u : @ — R be a measurable function. Then
[ullwsr@) < Cllullwir@
for some suitable positive constant C' = C(n,s,p) > 1. In particular,
Whe(Q) C WF(Q).

Proof. See [73], page 526. =

We say that €2 admits an (s, p)-extension if there exists a continuous linear operator

T that sends u € W*P(Q) to T(u) =u € W*P(R"), such that
VaeQ, Tu(z) = u(x).
In the case of a class C'! or Lipschitz open set, we have the following result.

Proposition 2.1.7. Any Lipschitz open set Q admits an (s, p)-extension.

Proof. See [70], pages 206 to 209. =
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For an open subset €2 of R" and for any nonnegative integer m, let C;*(§2) be the
subset of C™(Q2) consisting of the functions whose partial derivatives of order < m are
bounded and uniformly continuous on 2. By endowing this subspace with the norm

lelley ) = sup sup [D%(z)],

|a|<m 2

we obtain a Banach space. Note that when €2 is a bounded open subset, any function on
this space, as well as all its partial derivatives, admits a continuous extension to 2. The
space CJ"(Q) is therefore identical to C™(f2). Consider the following important subspace
of C7"(Q). For 0 < A < 1, CP(Q) denotes the space of Holder continuous functions of

order A on €2, defined as follows:
Cy () ={p € () | 3C >0,V (w,y) € D, |p(x) — p(y)| < Clz —y*}.

When A = 1, these are called the Lipschitz continuous functions. More generally, we

define C;"*(Q) to be the subset of CJ*(Q) of functions ¢ such that
FC>0,Y a,lal =m,¥ (z,y) € 0%, |D(z) = D*(y)| < Clo - y|*.

Endowed with the norms

D%p(x) — D%p(y
[l = lipllope + sup  sup 1222 = DU
laf=m {(z.y)€02|azy} [z =yl

these are Banach spaces. Moreover, we have
V(,)), 0<v<A<l= C"NQ) = C""(Q) = C"(Q),
where the inclusions are strict.
Theorem 2.1.1. Let s € (0,1) and let p € (1,00). We have:
(i) If sp < n, then W*P(R") < L%(R™) for every q < np/(n — sp).
(i7) If n = sp, then W*P(R™) < LY(R") for every q < co.
(iii) If sp > n, then W*P(R") < L*®(R") and, more precisely,

WHP(R™) < CP*/P(R™).

Proof. See [70], pages 210 to 215. =
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Proposition 2.1.8. Let s € (0,1) and let p > 1. Let Q be an open set that admits an

(s, p)-extension; then C§(SY), the space of restrictions to Q of functions in C§°(R™), is

dense in W*P(2).

Proof. See [70], page 216. =

The following is a corollary to Proposition 2.1.8 and Theorem 2.1.1.

Corollary 2.1.1. Let s € (0,1) and let p € (1,00). Let Q be a Lipschitz open set. We

then have:
(i) If sp < n, then W*P(Q) — L%(2) for every ¢ < np/(n — sp).
(ii) If n = sp, then W*P(Q) < L%(Q) for every q < oo.

(iii) If sp > n, then W*P(Q) < L*>(Q) and, more precisely,

WHP(Q) — C*7"P(Q).

Theorem 2.1.2. Let Q be a bounded Lipschitz open subset of R™. Let s € (0,1), let
p € (1,00) and let n > 1. We then have:

(i) If sp < n, then the embedding of W*P(Q) into L1(Y) is compact for every q <
np/(n — sp).

(ii) If n = sp, then the embedding of W*P(Q) into L(S2) is compact for every q < oo.
(iii) If sp > n, then the embedding W*P(Q) into Cp(Q) is compact for X < s —n/p.

Proof. See [70], pages 217 and 218. =

Before going ahead, it is worth explaining why the definition in (2.1) cannot be plainly
extended to the case s > 1. Suppose that ) is a connected open set in R"™, then any
measurable function u : 2 — R such that

/ u(z) — uly)[”

i — [ dxdy < oo

Q0
is actually constant (see [[25], Proposition 2]). This fact is a matter of scaling and it is
strictly related to the following result that holds for any u € WhP(Q):

_ P
lim (1 — s)/ Mdmd@; =0 / \VulPdx

—_ _ n—+sp
s—1 - |z — y 2
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for a suitable positive constant C; depending only on n and p (see [23]).
In the same spirit, in [127], Maz'ya and Shaposhnikova proved that, for a function
U € Upese1 WP(R™), it yields
— p
lim 3/ Mdmdy = C'Q/|u]pdx
n Rn R”

s—0F |z — y|ntep
for a suitable positive constant C5 depending only on n and p.
Let s € R\ N with s > 1. The space W*P?(Q) is defined to be
WP(Q) = {u € WHP(Q) | DIu € W EP(Q), V5, 5] = [s]},

where [s] is the largest integer smaller than s, j denotes the n-uple (ji,...,j,) € N* and
|7| denotes the sum j; + ...+ j,.
It is clear that W*?(Q2) endowed with the norm

D=

leallwoer = (laly oy + [ty (2.3)

is a reflexive Banach space, see [130].

Clearly, if s = m is an integer, the space W*P(Q) coincides with the Sobolev space

WmP(Q).
Lemma 2.1.3. For any s > 0 and 1 < p < oo, then S(R") — W*P(R™).

Proof. See [130], pages 164 to 166. m

Corollary 2.1.2. Let p € [1,00) and s,s" > 1. Let Q be an open set in R™ of class C%1.
Then, if s < s, we have
WeP(Q) C W*P(Q).

Proof. See [73], page 527. =

As in the classic case with s being an integer, any function in the fractional Sobolev
space W#P(R™) can be approximated by a sequence of smooth functions with compact

support.
Theorem 2.1.4. For any s > 0, the space C§°(R™) is dense in W*P(R").

A proof can be found in [2], Theorem 7.38.
Let W3?(€2) denote the closure of C§°(€2) with respect to the norm || - [|wsr) defined
in (2.3). Note that, in view of Theorem 2.1.4, we have

Wy (R") = W*P(R")
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but in general, for Q@ C R" W*P(Q) # WP (Q), i.e, C5°(Q) is not dense in W*P(Q).
Furthermore, it is clear that the same inclusions stated above for W#*P(Q) hold for the

spaces Wy (Q).

Remark 2.1.5. For s < 0 and p € (1,00), we can define W*P(2) as the dual space of
Wy "7 () where p' = p/(p—1). The norm ||- |5 5.0 in the dual space W*P(Q) of Wy %' (Q)
is defined in the usual way by duality:

ol a=  sup gmmal o g
veW, 7 (@) HUHW*“"(Q)

Here (-, -)sp0 denotes the canonical duality pairing on W*?(§2) x Wy 7 (Q): e, if g €
W#P(2), then g(v) = (g,v)spq for every v € Wy *¥(Q). Notice that, in this case, the
space W*P(Q) is actually a space of distributions on €2, since it is the dual of a space

having C§°(2) as density subset.

Proposition 2.1.9. Let Q be a Lipschitz open set of R™. For any s > 0 and any p €

[1,00), the following occurs:
(i) If p < oo, then W*P(Q2) is separable.
(ii) If 1 < p < oo, then W*P(Q) is uniformly convex (hence reflexive).
The following embedding theorem is similar to the previous ones.
Theorem 2.1.6. Let ) be a Lipschitz open set of R™. We then have:
(i) If sp < n, then W*P(Q) — L%(Q) for every ¢ < np/(n — sp).
(ii) If n = sp, then W*P(Q) — L9(QY) for every q < oo.
(7ii) If sp > n, then we have:

~Ifs—n/p &N, then WP(Q) — ClF/Phsmn/p=ls=n/el ()

- If s—n/p €N, then W5P(Q) — le*”/p*“(Q) for every A < 1.

Proof. See [70], pages 219 and 220. =

Theorem 2.1.7. Let QQ C R"™. Then we have

(i) Ws2(Q) — CI'(Q), if s—n/p > p.

WsP(Q) — CI(Q), if s —n/p = p # nonnegative integer.
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(i) if ¢ # oo, then
n n
WoP(Q) = W29(Q) <= q=p,s1 — — = 55— —.
p q
In particular case, p=1,s1 =n,ss = 0,q = 00, we have

W™ Q) < L>(Q).

Proof. See [145]. =

For a bounded open set we also have results concerning compact injections.
Theorem 2.1.8. Let ) be a bounded Lipschitz open set of R™. We then have:

(i) If sp < n, then the embedding W*P(Q) — L(Q) is compact for all exponents q
satisfying ¢ < np/(n — sp).
(ii) If n = sp, then the embedding W*P() < L%(Q) is compact for every q < oo.
(iii) If sp > n, then we have:
- Ifs—n/p €N, then the embedding WP(Q) — CEPXQ) is compact for
every A < s —n/p—[s —n/p|.
- If s —n/p € N, then the embedding W*P(Q)) — C’;_n/p_l’A(Q) is compact for

every A < 1.

Proof. See [70]. m

Theorem 2.1.9. (Rellich-Kondrachov Compactness Embedding Theorem) Let 2 C R™ be
a bounded smooth domain. Then the following compactness embeddings hold:

(i) WP(Q) —— Cf'(Q) < s —n/p > p.

(it) WP(Q) = W24(Q) <= q > p,s1 — 5 > 55— ¢

Proof. See [145]. m

Corollary 2.1.3. (Gagliardo-Nirenberg type inequalities). We have

(i) for 0 < s1 < sy <00,1<p <o00,1<py <00,
1 6 1-46
s=0s;+(1—0)sy,— = — +
p P P2

lullwsr@ny < Cllulliysso: ey + lullizs e g

9
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(ii) for 0 < s < o0, 1 <p<oo,0<l<I1,

HUHWSM/B(R”) < CHUH?/VS»P(R") + ||“||1L;9(Rn)-

Proof. See [26]. m

For any s € (0,1) and any p € [1,00), we say that an open set 2 C R" is an extension
domain for W*? if there exists a positive constant C' = C(n, p, s,2) such that: for every
function u € W*P(Q) there exists w € WP(R") with u(z) = u(x) for all z € Q and
[@l[wsr@n) < Cllullwer@)-

Now, we present a important theorem, that states that every open Lipschitz set €2

with bounded boundary is an extension domain for W*P.

Theorem 2.1.10. Letp € [1,00),s € (0,1) and Q C R™ be an open set of class CO' with
bounded boundary. Then W*P(Q) is continuously embedded in W*P(R™), namely for any
u € WP(Q) there exists w € W*P(R") such that U = v and

||U||Ws,p(]R”) < C||u||WS’p(Q)’
where C' = C(n,p, s, ).

Proof. See [73], pages 548 and 549. =

For every s > 0, we denote by W*P(Q) the space of all distributions in € which are
restrictions of elements of W*?(R") and by W*P(£2) the space of functions u € W*?(Q)
such that the extension @ by zero outside of belongs to W*P(R"). Recall now some density

results ([2, 104]):
(i) The space C5°(€2) is dense in W*P(Q) for any real s.
(ii) The space C°(€) is dense in W*2(Q) for all s > 0.

(iii) The space C§°(2) is dense in W*P(Q) for all 0 < s < %, that means that W*P(Q) =
WP ().

Theorem 2.1.11. (Traces of functions living in W*P(Q)) (2, 104]) Let Q be a bounded
open set of class C*', for some integer k > 0. Let s be real number such that s <

k:+1,s—ll?:m+a, where m > 0 is an integer and 0 < o < 1.

(i) The following mapping o : W*P(Q) — WS_%’p(aQ) given by vo(u) = wjaq is conti-

nuous and surjective. When ]% <s<1l+ }D, we have Ker(vy) = WyP(Q).
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(ii) For m > 1, the following mapping

1

(Y0, 71) s WPP(Q) — (W2 P(9Q) x W17 7%(5Q2))

given by (v0,7)(u) = (ulm’%wg) is continuous and surjective, where v is the
outward-oriented unit normal vector field on 0). When 1+ ;1) <s <24 %, we have

Ker(yo,m) = W5 ().

Theorem 2.1.12. (Traces) Let 1 <p < 00,5 > ]%, and € be a bounded domain of R"™ of

class C™'. There exists a (unique) linear and continuous trace operator vy : W5P(Q) —

LP(0Q) such that vo(v) = v on O for any v € C§°(§2).

Theorem 2.1.13. (Normal Traces) Let 1 < p < 00, s > 1—1—%, and £ be a bounded domain
of R™ of class CYt, and v be the outward-oriented unit normal vector field on 02. There

exists a (unique) linear and continuous normal trace operator v, : WP(Q) — LP(02)

such that y1(v) = 22 on 9Q for any v € C(Q).

Notice that the Theorem 2.1.10 implies that the quotient norm:
[ullwer@)e = inf [|Uflwssn (2.4)
=1

is equivalent to ||u|[ys»(q), since it is always true that ||u|lwsns) < ||@|lws»@ny. Therefore
we one can now deduce a characterization of W*P(Q) in the case of a bounded open set

of R™ with a Lipschitz boundary, with 0 < s <1 and 1 < p < o0,

Lemma 2.1.14. If Q is a bounded open set of R™ with a Lipschitz boundary, then for
0<s<1landl<p<oo we have

WoP(Q) = {fia | f € WP(R")}
with the quotient norm ||u|lwsnrq).e defined in (2.4).

Proof. See [178], pages 169 and 170. =

Let us call rq : W*P(R") — W"P(Q) the restriction. By the above discussion, it is

clear that rq is surjective. Therefore,

Ker(rq) = {f € W**(R") | ra(f) = fio = 0}
thus rq gives the isomorphism
B Ws,p(Rn)
~ Ker(rq)

The characterizations of W*P(€Q2) and W*P(R") provide a characterization of which

W(Q)

functions u € W*P(Q) are such that the extension of u by 0 outside §2, denoted by 7,
belong to W*P(R").
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Lemma 2.1.15. Let Q be a bounded open set of R™ with a Lipschitz boundary. Then,
for0 <s<1land1l < p < oo one hasw € W5 (R™) if and only if u € W*P(Q) and
d=*u € LP(R2), where d(x) denotes the distance from x to the boundary OSQ.

Proof. See [178], page 173. m

For €2 is a bounded Lipschitz open set and 0 < s < 1, we have
WiP(Q) = {u e W*P(R") | u=0in R™\ Q}.

For more details on the above claims, see [178].

The Fractional Hardy inequalities is given by

Theorem 2.1.16. Letn > 1,s > 1 and 1 < p < oo. If Q is a bounded Lipschitz domain,
then there ezists C(n,p,s,) > 0 so that

//Wd:cdy>0np,s@g/ z

for all f € W'PP().

Proof. See [77]. m

2.2 The fractional Laplace operator

In this section, we focus on the case p = 2. This is quite an important case since the
fractional Sobolev spaces W*2(R") and W;?(R") turn out to be Hilbert spaces. They

are usually denoted by H*(R™) and H(R™), respectively. In fact, we can define an inner

(u,v) = (U, v) L2(gn) +// (U<x)_v(y))dxdy,

|l’ _ |n+25
R” R”

product

which the reader can easily check satisfies all of the properties of an inner product. Mo-
reover, they are strictly related to the fractional Laplace operator (—A)® (see Proposition

2.2.8), where, for any v € S and s € (0,1), (—A)* is defined as

(—A)u(z) = C(n, s) P.V. / 7“(9) dy (2.5)

|n+25

R”

for all x € R™, where P.V. denotes the principal value of the integral and

C(n,s) = (@/ W dC) (2.6)
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with ¢ = ((,...,(,) € R™. The choice of this constant is motived by Proposition 2.2.6
(see [73]).

Remark 2.2.1. Due to the singularity of the Kernel, the right hand-side of (2.5) is not well
defined in general. In the case s € (0,1/2) the integral in (2.5) is not really singular near

x. Let w € § then every D®u is bounded so u is Lipschitz, we have

i) gy, D w, D),
y|n+25 y - y|n+25 y|n+25 Yy

R™\Bg
1
< c / Yy el [y
|z =y |z —y|
Rn\BR
1 1
sl e [
— _ ay|n+2s—1 _ oy|n+2s ’
|z =l anls, |z —y|

using polar coordinates pz = y — x with |y — z| = p,

lu(z 1 1
col [ Lo [ L
/ ’n-l—?s y — p23 Y + |I’ _ y|n+2s Y
R

R™"\Br
up to relabeling the positive constant C' that depends only on n and the norm L*(R"™) of

u at some steps.

We have

o // wole) = v@) 5, g, /(—A)S/QU(—A)"””'vdaj

|l’ _ |n+23
R” R” R

forall u,v € H*(R™). We also have (—A)*® is a bounded linear operator from W?2*P(R")
to LP(R™). The operators (—A)~*, are inverse the former ones and are now given by

standard convolution expressions

1
(=) f(z) = / f(z)_2 dz, 0<2s <n (2.7)
6 e
in terms of Riesz potentials, where
71.71/2225F s
(s) = 7HS( )
L (=5%)
We have = C(n, —s). The basic reference for these operators are the books by Landkof
[118] and Steln [173]. From (2.7), we see that
C(”? _S)
F(z) = =2 2/
(Jf) |x|n—2s

is the fundamental solution of (—A)®, i.e., (—A)°F = § when n > 2s (see [41]). This

function is generally known as the Riesz kernel.
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Proposition 2.2.1. The space S(R™) is dense in H*(R™).

Proof. See [70], page 184. =

Holder’s inequality can be used to prove the following

Theorem 2.2.2. (Interpolation inequality). Let 0 <r <t <1, and s = ar+ (1 —«a)t for
some « € (0,1). Then

lull sy < Cllull ey 1l 72y

The following Lemma show that we may write the singular integral in (2.5) as a

weighted second order differential quotient without the P.V.

Lemma 2.2.3. Let s € (0,1) and let (—A)® be the fractional Laplace operator defined by
(2.5). Then, for any u € S,

(~Ayuli) = —5Cla) [ MR UL W)= 2D g,

R”

for all x € R".

Proof. See [73], pages 529 and 530. =

The following result shows that (—A)® interpolates the Laplace operator in R™.

Proposition 2.2.2. Let n > 1. For any u € C(R™) the following statements hold
pointwise in R™:

(i) lim (—A)°u = u.

s—0+

(i) lim (—A)°u = —Au.

s—1—

Proof. See [73], pages 543 to 545. =

2.2.1 Relation and difference between (—A)° and A?

e The spectral fractional Laplace operator: For ) be a smooth bounded open subset
of R™. The spectral fractional Laplace operator A° is defined as follows. Let ¢, be an

eigenfunction of —A given by

(2.8)

—App = Mpr in Q
v =0 on 0
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where )\, is the corresponding eigenvalue of ¢, 0 < A\ < Ay < A3 < -2 < N\ — +00.
Then, {¢;}52, is an orthonormal basic of L?(2) satisfying

/(pjgokd:c = 0 k-
Q

We define the operator A for any u € C§°(2) by

k=1
where

u="7 & and & = /USOdeL“-

e The restricted fractional Laplace operator: In this case we materialize the zero
Dirichlet condition by restricting the operator to act only on functions that are zero
outside €2. We will call the operator defined in such a way the restricted fractional Laplace
operator. So defined, (—A)? is a self-adjoint operator on L?(€2), with a discrete spectrum:
we will denote by ur > 0, £ = 1,2,... its eigenvalues written in increasing order and
repeated according to their multiplicity and we will denote by {t}x the corresponding
set of eigenfunctions, normalized in L?*(2), where ¢, € H2*(Q2). Eigenvalues gy, (including
multiplicities) satisfy

0<p <pog<pg < < py— +00.
The spectral fractional Laplace operator A° is related to (but different from) the

restricted fractional Laplace operator (—A)®.

Theorem 2.2.4. The operators (—A)* and A® are not the same, since they have different

eigenvalues and eigenfunctions. More precisely:
(i) the first eigenvalues of (—A)* is strictly less than the one of A*.

(ii) the eigenfunctions of (—A)* are only Holder continuous up to the boundary, dif-
ferently from the ones of A® that are as smooth up the boundary as the boundary

allows.

Proof. See [163]. m

e Common notation. In the sequel we use £ to refer to any of the two types of

operators A°® or (—A)*, 0 < s < 1. Each one is defined on a Hilbert space

O°(9) = {u= " et € I3(Q) | S pelun? < +o0}
k=1

k=1
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with values in its dual ©°(Q2)". The Spectral Theorem allows to write £ as
Lu =Y ppupty
k=1
for any v € ©*(Q). Thus the inner product of ©%(2) is given by
(u, v)es(q) = /El/zuﬁl/%dx = /uﬁvdx = /Uﬁudx.
Q 0 0

We denote by || - |les(q) the norm derived from this inner product. The notation in the

formula copies the one just used for the second operator. When applied to the first one

we put here ¢, = ¢, and pp = Aj. Note that ©%(Q2) depends in principle on the type

of operator and on the exponent s. It turns out that ©°(Q2) independent of operator for

each s, see [22]. We remark that ©°(Q2)’ can be described as the completion of the finite

sums of the form
f=> iy
k=1

with respect to the dual norm

/]

ooy = St = 127 e = [ £ 1
Q

and it is a space of distributions. Moreover, the operator £ is an isomorphism between

©%(Q2) and ©%(Q)" ~ ©%(Q), given by its action on the eigenfunctions. If u,v € ©*(Q2) and

f = Lu we have, after this isomorphism,
<f7 U>@5(Q)’><65(Q) <U U>@s D)xO05(Q) = Z MEUEVE.
If it also happens that f € L%*(Q), then clearly we get
(f, Ve (0 xor(@ / fuda.
We have £7!: ©%(Q) — ©%(Q) can be written as

where G is the Green function of operator £ (see [21, 111]). It is known that

L3(2) if s=0
H*(Q) = H5(Q) if se€(0,1)
e°(Q) =3 Hi(Q) if s=1
H3(Q) it se (i1
H(Q)NHYQ) if se (1,2

(2.10)
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where H3(Q) == {u € HY2(Q) | J, %) de < +oo}.

The next theorem gives a relation between the spectral fractional Laplace operator A°

and the restricted fractional Laplace operator (—A)*.

Theorem 2.2.5. For u € H*(R™), u > 0 and supp(u) C Q, the following relation holds
in the sense of distributions:

A’u > (—A)’u.
If u # 0 then this inequality holds with strict sign.

Proof. See [137]. m

By weak solutions, we mean the following: Let f € L%(Q) Given the problem

{Asu - f inQ 1)

v = 0 on 0f)

we say that a function u € ©°(Q) is a weak solution of (2.11) provided

/ A2y A2 = / F(2)o(z)da
Q

Q

for all ¢ € ©°(2). Given the problem

{(—A)Su = f in Q

_ (2.12)
u = 0 in R*"\Q

we say that a function u is a weak solution of (2.12) if uw € H§(2), and

/(—A)S/Qu(—A)S/thdx = /fgpd:v (2.13)
0

RTL

for all ¢ € H§(Q).

The most notable difference these operators is the constraints on the surface 0€) for
the spectral fractional Laplace operator against the volume-constraint for the restricted
fractional Laplace operator one in R™ \ €. In fact, the restriction from the space H*(2)
onto OS2 is not defined in the fractional Sobolev space H*(§2) when s € [0,1/2]. Since the
restriction to OS2 is not defined for functions that are not smooth enough. The importance
such case s € [0, 1/2] is that if we want to have solution with jump discontinuity, we should
deal with spaces such as H*® for s € [0,1/2] (see [183] and [[119], Volume Constraint 1.1]).

In the stochastic sense, a path of a sample for a symmetric process with jump is not
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continuous, it can jump at an exterior point of the bounded domain. The set of those
points is the volume-constraint, it is the exterior domain (see [183] and [[119], Volume
Constraint 3.4]).

Recently, it was shown in [41] that the fractional Laplace operator in the whole space
(see (2.5)) can be realized in a local way by using one more variable and the so-called
s-harmonic extension.

More precisely, if u is a regular function in R™, we say that w = E,(u) is its s-harmonic

extension to the upper half-space, R%™ if w is a solution to the problem

s 1-2s — : ]Rn-i-l
{ div(y'~**Vw) 0 in RY (2.14)

w = u on R"x{y=0}

In [41] it is proved that

21727 (1—s)
I'(s)

The appropriate functional spaces to work with are

where k, =

oL (RY™) and H*(R"),
where H§  (R}+) defined as the completion of C§°(R’*), under the norm

lolle gy = [ Tl

R"+l

The s-harmonic extension for restricted fractional Laplace operator is the following:

given u € ©°(Q2), we solve

—div(y***Vw) = 0 in R}
w = 0 on R*"\Qx(0,00) C R (2.15)

w = u on §

for w € H*(R:) defined as the completion of C§°(R”™), under the norm

qu R7L+l / yl S‘va
Rn+1
where w vanishes outside of Q x (0,00). Then,
1 . 50w <
2 aﬁy(%y) = —(=4)u(z).
The s-harmonic extension for spectral fractional Laplace operator is the following: we
consider the cylinder

C:={(z,y) |z €QyeR}CRM
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and denote by 9, C' its lateral boundary, i.e, 9,C := 09 x (0, 00).
We first define the extension operator for smooth functions. Given a smooth function

u, we define its s-harmonic extension w = E(u) to the cylinder C' as the solution to the

problem
—div(y**Vw) = 0 in C
w = 0 on 0,C . (2.16)
w = u on {2

We define function space

H§(C)=qv|v=0o0nd.C, v

1/2
H3 1 (©) = (/y”\WF) <00
C

Then
O°(Q) ={u=trqu|ve HgfL(C')},

see [48].

2.2.2 Estimates for the fractional Laplace operator

An important tool in PDEs is the classical LP to W?P estimate for the Laplace equation.

Namely, if u is the solution of

(2.17)

—Au = f in Q
U = 0 on 0f2

with f € LP(§2), 1 < p < oo, then

[ullw2r) < Ol f]lr)-

This estimate and the Sobolev embeddings lead to L4(2) or C*(Q) estimates for the
solution u, depending on whether 1 < p < g or p > 7, respectively.

A very important tool used in this thesis is the following:

Proposition 2.2.3. Let 2 be a bounded C'' open subset of R™, s € (0,1),n > 2s and u

be the solution of

{(—A)su = f in Q (2.18)

U :OinR"\Q'

(i) If f € LY(Q), then for each 1 < r < - there exists a constant C, depending only

n—2s

on n,s,r and |Q|, such that

ullzr@) < C|l fllr)-
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(ii) Let 1 < p < =. If f € LP(Q), then there exists a constant C, depending only on
n,s and p, such that

np
n—2ps

||u||LQ(Q) < CHfHLp(Q), where q =

(iii) Let 5= < p < 4oo. If f € LP(Q), then there exists a constant C, depending only on
n,s,p and §2, such that

) n
||u||C@(Rn) < C| fllr(), where B =min {s, 25 — p} .

Proof. See [154]. m
Proposition 2.2.3 follows from Theorem 2.2.6 and Proposition 2.2.4 below. The first

one contains some classical results concerning embeddings for the Riesz potential, and

reads as follows.
Theorem 2.2.6. (see [173]) Let s € (0,1),n > 2s and u and f be such that
u=(=A)"°f inR"

in the sense that u is the Riesz potential of order 2s of f. Assume that w and f belong to
LP(R™), with 1 < p < oc.
(i) If p =1, then there exists a constant C, depending only on n and s, such that

n
@) < Ol flliwn), where g =

ullze

n—2s
(ii) If 1 < p < g, then there exists a constant C, depending only on n, and s, such that

np
n—2ps’

|u||Lamny < C flLr@ny, where q = (2.19)

(idi) If 5= < p < 400, then there exists a constant C, depending only on n,s and p such
that

n
[u]csmny < C||fllze@ny, where = 2s — o
where [-]csrny denotes the CP seminorm.

Parts (i) and (i7) of Theorem 2.2.6 are proved in the book of Stein [[173], Chapter
V]. Part (iii) is also a classical result, but it seems to be more difficult to find an exact

reference for it.
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Proposition 2.2.4. Let Q be a bounded C' open subset of R™, s € (0,1),g € C*(R™\ Q)

for some a > 0 and u be the solution of

(2.20)

(=A)u = 0 in Q
u = g in R"\Q

Then, u € CP(R™), with 3 = min{s,a}, and

[ullcs@ny < Cllgllce@mma,
where C' is a constant depending only on €, o and s.
Proof. See [154]. m

We recall that a domain satisfies the exterior ball condition if there exists a positive

radius py such that all the points on 02 can be touched by some exterior ball of radius

Po-

Proposition 2.2.5. Let ) be a bounded Lipschitz domain satisfying the exterior ball
condition, f € L>®(Q), and u be a weak solution of (2.18). Then, u € C*(R") and

ullcs@ny < Ol fllLe @),

where C' is a constant depending only on () and s.

Proof. See [153]. m

Theorem 2.2.7. Let Q be a bounded CY' domain, f € L>(Q), u be a weak solution of
(2.18) and d(z) = d(x,09). Then, u/d® |q can be continuously extended to Q. Moreover,

we have u/d* € C*(Q) and
[u/d*|| ga@ < ClIf Il

for some a > 0 satisfying « < min{s, 1 — s}. The constants a and C' depend only on Q

and s.

Proof. See [153]. m

Note that the boundary term u/d® |sq has to be understood in the limit sense - note
that one of the statements of the theorem is that u/d® is continuous up to the boundary.
From inequality (2.19) we have the following fractional Gagliardo-Nirenberg inequali-

ties.
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Corollary 2.2.1. Let 1 < p,ps < 00,0 < a < p < 00,0 <25 <nandl < p <n/2s.
We have

p—a
lullzogeny < B (=) 287 oyl 7

(1 23) p—«
al——— |+ =1
P1 n P2

_ _2S7T_SF((n_28)/2) I'(n) 2s/n
v I'((n+2s)/2) (F(n/2)> ' (2.21)

with

and

Proof. See [105]. m

The best constant for the inequality (2.19) is B given by (2.21), see [123].
We introduce fractional logarithmic Gagliardo-Nirenberg inequalities which imply the

LP-logarithmic Sobolev inequalities for fractional Laplace operator.

Theorem 2.2.8. Let 1 < ¢ < 00,0<2s<n and1 < p; <n/2s. Then the inequality

1 2 1 a q —A)ul| pe1 (re
exp <+s_> GG RCTCO O P [ R FEEYES
q n b1 RBn HuHLrI(R") HUHLQ(Rn) ||U||Lq(R")

holds for

and B given by (2.21).

Proof. See [105]. m

2.2.3 An approach via the Fourier transform

Now, we take into account an alternative definition of the space H*(R™) = W#?(R") via

the Fourier transform. Precisely, we may define

—

B (R") = {u€ LARY) | [(1+[¢*)|Fu(€) dg < +o0) (2.22)

and we observe that the above definition, unlike the ones via the Gagliardo norm in (2.2),
is valid also for any real s > 1. We may also use an analogous definition for the case s < 0
by setting

—

H*(R") = {u € §'(R") | /(1 +[€%)°|Fu(€)*dg < +oo}
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although in this case the space H*(R") is not a subset of L2(R") and, in order to use the
Fourier transform, one has to start from an element of S’'(R"), (see also Remark 2.1.5).
The equivalence of the space H*(R™) defined in (2.22) with the one defined in the
section 2.1 via the Gagliardo norm (see (2.1)) is stated and proven in the forthcoming
Proposition 2.2.7.
First we give a new equivalence to the fractional Laplace operator (—A)® as a pseudo-

differential operator of symbol |£]?.

Proposition 2.2.6. Let s € (0,1) and let (—A)* : S — L*(R™) be the fractional Laplace
operator defined by (2.5). Then, for any u € S,

(=A)u = F Y| (Fu)) for all £ € R™

Proof. See [73], pages 530 to 532. =

Notice that (—A)*u & S since |£]** introduces a singularity at the origin in its Fourier

transform. That singularity is going to translate in a lack of rapid decay for (—A)*

However, (—A)%u is still C™.

u.

Proposition 2.2.7. Let s € (0,1). Then the fractional Sobolev space H*(R™) defined in
(2.1) coincides with H*(R") defined in (2.22). In particular, for any u € H*(R™)

Wy = 2C(n,8) ™" [ 16| Fu(€) P,
R”
where C'(n, s) is defined by (2.6).
Proof. See [73], pages 532 and 533. =

Finally, the relation between the fractional Laplace operator (—A)® and the fractional

Sobolev space H*.

Proposition 2.2.8. Let s € (0,1) and let u € H*(R"™). Then,
[W]frs () = 201, 8) 7 HI(=2)2ul[Fo oy,
where C(n, s) is defined by (2.6).

Proof. See [73], page 533. =

For p € (1,00) and s > 0, we use ﬁs’p(]R") to denote the Bessel potential space

HP(R") = {u € IP(R") | (1 A)u € L2(R")}
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which is equipped with the norm
el gy = 12 = A) 20l gogany = IF (L + €22 () ()] a
where F is the Fourier transform in R™. The homogeneous space is denoted by
H*P(R") = {u € S'(R") | (—A)*?u € LP(R™)}.

We use the semi-norm
[l rp ey = (= 2) 0| Logen).-
Note that by the inequalities

Ni(1+ [€]°) < (14 1€[)Y? < No(1+ [¢]°)

we have

|

fow@ny ~ tllzr@n) + [lullgor@n),

see [75, 117].

The space CS°(R") is dense in H*P(R") for any s > 0. It is known also that
ﬁs’p(R") = W*P(R™) if s is an integer or if p = 2. Furthermore, for s € R, we have
that W*P(R") — H*P(R") if p < 2 and H*?(R") < WP(R") if p > 2.

When ¢ = pq, the previous logarithmic Gagliardo-Nirenberg inequalities imply the

following logarithmic Sobolev inequalities for fractional Laplace operator.

Corollary 2.2.2. For any 0 < 2s <n,1 <p <n/2s,u € H*P(R") such that ||ul| Lrrn) =

1, we have
2s
exp (n / Ju(x)[” ln‘u(xﬂpdx) < Bl[(=A)%ul| Lo &n)
Rn

with B given by (2.21).

2.3 Preliminary results: viscosity and weak

solutions

For a given () subset of R” and functions f and g, we consider the equation of the form:

(2.23)

(—A)u = f in Q
u = g in R"\Q
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We say that a function u : R" — R continuous in {2 is a viscosity supersolution (subso-
lution) of (2.23) if u > g (resp. u < g) in R™\ Q and for every point z, € 2 and some
neighborhood V' of xy with V' C Q and for any ¢ € C*(V) such that u(zq) = ¢(xp) and

u(z) > ¢(x) (resp. u(z) < ¢(x)) for allz € V

defining

_ ) oinV
U_{ win R"\ V (2.24)

we have

(=A)" (o) = f(xo) (resp. (=A)u(xo) < f(x0)).

In a natural way, we have the notions of viscosity subsolution and viscosity solution.

The quantity R(S2) is defined to be the smallest positive constant R such that
1
|Br(z) \ €] > §|BR(5E)|

for all x € Q. If no such radius R exists, we define R(2) = +oo. It is easy to say that
whenever the subset ) contained between two parallel hyperplanes at a distance d, we

have
2™d
< R

Wn

R(Q)

where w,, is the volume of unit ball in R".

Theorem 2.3.1. (weak Harnack inequality) Let u € C(Bag) satisfies

{(—A)Su i f in Bsg 7 (2.25)

U 0 in R"

where f € C(Bag). Then

1/po
1
L) <o (itus B i)
| Bl 4 br
R

where py and C' are positive universal constants.

Proof. See [147], pages 5 and 6. m

The follow an ABP estimate. It applies in any domain satisfying R({2) < oco. Notice

that here we do not need the subset is bounded.
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Theorem 2.3.2. Let Q be an open domain with R(Q) < +oo. Suppose u € C(Q) and
f € C(Q) satisfy supu < oo and
0

{(—A)Su > f in Q (226

u = 0 in R"\Q
Then
supu < CR)* | fll =),

where C' is a positive constant.

Proof. See [147], page 7. m

Now we give maximum principle in domains (not necessarily bounded) for which R((2)

is sufficiently small.

Theorem 2.3.3. Let Q be an open domain. Suppose that ¢ : Q — R is in L>(Q) and

{ (—A)*u

u € C(Q) is solution of
with ¢pu € C(Q). Then there exist a number R such that R({x € Q| u(x) <0}) < R

implies that each solution satisfies u > 0 in €.

o(x)u(z) in Q

2.27
0 in R"\ Q (2:27)

AVARLY,

Proof. See [147], page 8. =

Next we give a regularity theorem.

Theorem 2.3.4. Let g bounded in R\ Q and f € CP (Q) for some 0 < 3 < 1 and u be

a viscosity solution of
(—A)u = f in Q

2.28
u = g in R"\Q ' (228)

then there exists v > 0 such that u € C;ot7(Q).

loc

Proof. See [147], page 8. m

Remark 2.3.5. We say that a function u continuous in 2 and bounded in R" is a classical

solution of (2.23) if (—A)%u(z) is well defined for all z € €,
(—=A)u(x) = f, for all x € Q

and u(z) = g a.e. in R™\ €. Classical super and subsolutions are defined similarly.
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The Maximum Principle is key tool in the analysis, one can see that a nonnegative
solution u is either strictly positive or identically zero in R™. The strong maximum

principle involving (—A)*® due to Silvestre [169] is given by:

Lemma 2.3.6. Let ) be an open set of R™ and let u be a lower semicontinuous function

in Q such that

{(—A)su i 0 in Q (2.20)

U 0 in R*\Q '

Then uw > 0 in R™. Moreover, if u(x) =0 for some point inside 2, then u =0 in all R™.

Proof. See [169], pages 81 and 82. m

Remark 2.3.7. When s = 1, €2 must be connected so that the strong maximum principle
holds, but here it is not necessary. Look at the two definitions below to get the matter;
with the classical Laplace operator, the integration is over the ball while in the fractional
Laplace operator the integration is in the whole space except in the ball. Thus, it is not

worth to suppose connectivity.

, 1
—Au(x) = lim ’BT(J?NBT{E) u(z) — u(y)dy; (2.30)
(~A)'u() = lim ‘Brl(mw\!( | Wdy. (2.31)

We see that apart from the nonlocal property that distinguishes them, they are very
similar.
As a consequence of the strong maximum principle we prove the comparison principle

Theorem.
Theorem 2.3.8. Assume u and v are supersolution and subsolution of the equation
(~A)u=

in Q, where Q0 is a bounded open subset of R™ and f is a continuous function in ).
Moreover, assume that w > v in R"\ Q. Then u > v in Q. In addiction if u(z) —v(x) =0,

for some point inside €2, then u = v in R"™.
Proof. We have that u —v > 0 in R" \ 2 and

(—=A)’u < fand (—A)%v > f in Q.
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Thus (—A)*(uw —v) > 0 in Q. Therefore from Lemma 2.3.6, we have u > v in Q. In

addiction if u(x) — v(z) = 0, for some point inside €2, then u = v in R". =

We also need the following C* estimate for fractional Laplace operator (—A)*, which

is a direct conclusion of Theorem 2.6 in [42].

Theorem 2.3.9. Let €2 be a smooth bounded open subset of R". If u € C(2) satisfies the
inequalities

(—A)°u > —Cy and (—A)°u < Cy in €,
then for Q' @ Q there exist constant B > 0 such that u € CP(Q)) and
lullos ey < C {Ilullz=(@) + Co}
for some constant C > 0 which depents on n.

Remark 2.3.10. Theorems 2.3.9 and 2.3.4 imply that if u is a viscosity and bounded
solution of (—A)%u = w? in € with p > 0, then u is classical. In fact, if u is bounded, we
have u? is bounded. So Theorem 2.3.9 implies there exist constants 3,7 > 0 such that

u € CF and then w? € C”. Finally by Theorem 2.3.4 u is a classical solution.

We are to use the following convergence result for fractional Laplace operator (—A)?

(see Corollary 4.6 in [42]).

Theorem 2.3.11. Let {ux}, k € N be a sequence of functions that are bounded in R™ and

continuous in €2, fr, and f are continuous in €2 such that
(a) (—A)up = fr in Q in viscosity sense.
(b) up — u locally uniformly in Q.
(c) up, — u a.e. in R™,
(d) fr = [ locally uniformly in Q.
Then (—A)*u = f in Q in viscosity sense.
Perron method involving (—A)®, see [168].
Theorem 2.3.12. Let Q be open, bounded and with C?-boundary and let g € C(R"™) N

L>®(R™). Then, there exists a viscosity solution u € C(R™) N L*(R"™) of the problem

{(—A)su = 0 in Q (2.32)

u = g in R"\Q
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Theorem 2.3.13. Let Q be open, bounded and with C*-boundary and let f € C(R™). Let
u € HF(Q) N LX(R™) be a weak solution of

{(—A)m = f in Q

. 2.33
u = 0 in R"\Q (2:33)

Then, u is a viscosity solution of this problem.

Proof. See [168]. m

Proposition 2.3.1. Let Q C R" be open and bounded. Let f € HS(Q2)'. Then there is a
unique weak solution u € HS(SY) of the problem 2.33.

Proof. See [86]. m

We establish here the Pohozaev identity for the fractional Laplace operator, which

reads as follows.

Theorem 2.3.14. Let Q C R" be any bounded CY' domain, and let d(z) = dist(x, 0Q).

Let u be any bounded weak solution of

{(—A)su = f(z,u) in Q

: 2.34
u =0 in R"\ (2:34)

Then u/d® is Hélder continuous in 2, and it holds the identity

/(x V) (—A ) udz = 232_” /u(—A)Sudx - ;m + 3)2/ (;)2 (¢-v)do, (2.35)
Q o0

Q

where v is the unit outward normal to 02 at x and I' is the Gamma function.

Proof. See [155]. m

Let us mention some consequences of Theorem 2.3.14. First, when f(x,u) does not

depend on z, our identity can be written as

2
(2s —n) /uf(u)dx + Qn/F(u)dzp =IT(1+ 3)2/ (;) (x - v)do, (2.36)
Q Q o0

where F/ = f. Thus, when ) is star-shaped, it immediately leads to the nonexistence
of nontrivial solutions for supercritical nonlinearities, and also of nonnegative solutions

for the critical power f(u) = u:tgz, this was previously showed in [81] for nonnegative

solutions.
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Lemma 2.3.15. (weak mazimum principles) Let w € HS(SY), consider the following

problem

{(—A)sw i 0 in Q (2.37)

w 0 in R*"\Q '

Then w > 0 in €.

Proof. See [138]. m

Proposition 2.3.2. (Generalised Hopf Lemma) If a smooth function v(zx) satisfies (—A)*v =
0 in some smooth domain € of R™, if v is nonnegative and nonzero in R™, and if
there is a point xy € 0Q for which v(xg) = 0, then there exists X > 0 such that

v(z) > AM(z — o) - v(x0))®, where v(xg) is the inner normal to 0 at .

Proof. See [38]. m
Remark 2.3.16. ([153]) Assume that v and v satisfy
g
—h in Q , (2.38)

where g, h € L>®(Q2) and h, g are positive in 2. Then, by Theorem 2.2.7 we have that u/d°

and v/d" are C*(Q) functions. In addition, by the Hopf lemma for the fractional Laplace
operator we find that u/d*,v/d" > ¢ > 0 in .
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CAPITULO 3

Proof of non-variational contributions

3.1 Preliminary lemmas

We next present three lemmas which will be used in the proof of Theorem 0.0.4. Their
proofs are inspired in the work of Felmer and Quaas [85] and adapted to fractional ope-
rators.

Throughout the paper, it is assumed that p, ¢ > 0 and pg > 1. So, thanks to a suitable
rescaling of u and v, we can assume that C'(n,s) =1 and C(n,t) = 1.

Given a nonnegative continuous function v : R" — R, define

for r > 0.

Lemma 3.1.1. Let s € (0,1), n > 2s and u # 0 be a nonnegative viscosity supersolution
of
(—A)°u=0in R". (3.1)

Then, for each Ry > 1 and o € (—n, —n—+2s), there exists a constant C > 0, independent
of u, such that
my(r) > Cmy(Ro)r? (3.2)

for allr > Ry.

Proof of Lemma 3.1.1. Let Ry, 0 and u be as in the above statement. Given R > R,

and € > 0, we consider the function

eif0<r<e
— - 3.3
w(r) {r"ifsgr (8:3)

45
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We first assert that (—A)*w(r) < 0 for all Ry < r < R and ¢ > 0 small enough. In fact,

for |x| = r, we have

s g’ e’ |z + y|°
2(=A)w(r) = — / [y [ dy — / [y dy — y |2 dy
B.(—x) B Bg(—z)

< (z)
|z =yl 2|7
- / [y [+ dy+2/ y|n 2 dy
T R™

Bg(x)
_/ [z +yl” + |z —y|7 = 2[z]”
n+2s
& Y

oo

dy

g

r+y|? —¢e° r—yl’—¢
+/|y| dy+/|y| dy

n+2s n+2s
Lo sl Y
T+ yle —e° r—ylo —e°
o O I B e Al
< (—x) Be()

Since Ry > 1, the two last above integral converge uniformly to 0 for |x| > Ry as € — 0.

On the other hand, using that Ry > 1 and o € (—n, —n+2s) and the fact that |z| "2
is the fundamental solution of the fractional Laplace operator (—A)® (see [41]), one easily
checks that (—A)*|z]|7 < 0 for all |z| > Ry, see [85]. Thus, the above claim follows for
€ > 0 small enough.

For such a parameter € and |z| = r, we set

) — (B

for all |z] < R and ¢(x) = 0 for |z| > R. As can easily be checked, (—A)*p < 0 for all
Ry < |z| < R. Moreover, we have u(x) > ¢(z) for |z] < Ry or |z| > R, so that the Silves-
tre’s strong maximum principle readily yields u(z) > ¢(x) for all Ry < |z| < R. Finally,
letting R — oo in this last inequality, we achieve the expected conclusion with C' =¢77. m

Our second auxiliary lemma is

Lemma 3.1.2. Let s € (0,1), n > 2s and u # 0 be a nonnegative viscosity supersolution

of (8.1). Then, there exist constants C > 0 and Ry > 0, independent of u, such that
my(r/2) < Cmy(r) (3.4)
for allr > Ry.

Proof of Lemma 3.1.2. Given » > 0 and € > 0, set
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c 1/(n—2s)

R = e —
r [1 + 52—n+25

where ¢ is chosen such that R < r/2.

Consider the functions

(R)™™2 if0<7T<R
w,(T) = 7t if R<7<2r
(2r) 2 if 7 > 2

and

- (R)™™2> if0<T<R
w(r) =
F2s fR<TF

Given a fixed function u as in the above statement, we define

w, (F) — w(2r)

o) = mu(r/2)m

for x with |x| = 7. As a direct consequence, one has u(z) > ¢(z) for all z with |z| < r/2

and |z| > 2r. Moreover, decreasing ¢, if necessary, one gets

. B ,r,—n+2$ (2T)—n+2s (2,’,)—77,4-23
2(=A) we(r) = — / ely[rr2s + |y [t dy — / W dy
Br(z) (@)
|x. —n+28 | —n+28
/ |y|n+25 + / ‘n+2s 0
Bar(z)\Br()

for all /2 <7 < 2r. Thus, (=A)*p(z) <0 for all z with r/2 < |z| < 2r.
Evoking the Silvestre’s maximum principle, we then deduce that u(xz) > ¢(x) for all

x with /2 < |z| < 2r. Lastly, we assert that this conclusion leads to

My (1) > emy(r/2)(1 — 2772

In fact, we have

p(x) = mu(r/2) = emu(r/2)(1 - 277)
if 0 < || < R, and

F—n+2s _ (27,.) —n+2s

o(x) = emy(r/2) > emy(r/2)(1 — 27"+%)

T—n+2$
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if R < |x| <r. So, the result follows with C' = (g(1 — 27"%2%))~! by minimizing u on the
closed ball [z| <r. m

Our third lemma concerns with the behavior of fractional Laplace operators applied
to the function O(z) = log(1 + |z|)|z| 2.
Lemma 3.1.3. Let s € (0,1) and n > 2s. Then, there exists a constant Cy > 0 such that
(=A)°6(z) < Col|™
for all x # 0.

Proof of Lemma 3.1.3. Using that |z|7""2¢ is the fundamental solution of (—A)* (see

[41]), one first has

s log(1 + |& — y|)|a — y| "2
~2(-are@ - [ R dy
R Y
log(1 + |z + y|)|z + y|_”+25 . log(1 + |z|)|x|"+2 q
/ |y‘n+28 / |y‘n+2s Y
Rn
[ (og(1+ |z —y|) —log(1+|z])) |z —y | e g
a |y|+2s Y
Rn
log(1 — log(1 —nt2s
N (log(1 + |z + y[) — log(1 + |2|)) |x + ¥ dy
’y‘n+2s
Rn

+/ (lo <1 Tflﬂy’) |I+y|_n+25> ‘y|r}+23 dy
— /r‘” <log (%) ler — Z|_n+2s> |z|nl+23 dz
+/r‘” <10g <1+;’?:_Z’> le1 + Z|_n+25> |Z|i+2s dz,

where © = re; and z = y/r. Note that there is no loss of generality in considering x = re;,

since log(1 + |z|) and |z|~""2% are radially symmetric.

In order to complete the proof we just need to find a constant Cy > 0 such that

1+4r 1+

/ <log (HT‘EI_Z') ler — 27" + log (Hrle?d) Jex + Z|_n+25) dz > —C (3.5)
z = —0g. .

|Z|n+25
Rn

For this purpose, we write for p > 0, v € [0,1) and r > 0,
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1+rjeg—=z —nt9s
og (=2 ey = e — g~ 219) 36
and
I1+rle; + 2 n42s
og (I e = e 21, 87
where
9(p.7) = p" > log(1 +(p — 1))
and

-
1+7r"
Consider first By = {z | |z+e;1| < 1/2} and note that g(|e; — z|,) is bounded in By, while

’Y:

g(le1 + z|,7y) has a singularity at —e; € B;. Then, for some constants C' > 0, independent

of v, we have

1/2
g(ler + [,y gz, n—
& 1|n+2i loflr L2l g, - / 211210 dZS—C/g(pm)p tdp

|Z _ 61|’I’L+28
B1/2(0) 0

1/2

< —-C / p** log(p) dp < C'.
0

Since 1 +y(p — 1) > p as v € [0,1), the integral in (3.5), when considered over By, is
bounded below by a constant independent of r. In a similar way, the conclusion follows
for the set By = {z | |z —e1| < 1/2}.

On the set By = {z | |z| > 2}, for some constant C' > 0, independent of -y, we have

l9(lex — 21, 7) + g(lex + 2, 7)] < Clz|7*" log(|z])

Thus, the integral in (3.5), when considered over Bs, is also bounded below by a constant
independent of r.

It then remains to analyze the behavior of the integral over By = {z | |z| < 1/2}.
For each fixed » > 0 and v € [0,1), define f, : R — R given by f.(z) = g(le1 + z|,7) +
g(ler — z|,7). Using that f,.(0) = 0 and D(f,(0)) = 0, the Taylor formula provides

1z =2 [(L=p)D(fu(p2)) dp- 2. (3.8)
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where all derivatives are taken only with respect to the variable z. Thus, the estimate of

the integral (3.5) over By follows if we can show that

0*f,(2)
822-8,2]-

<C (3.9)

for all |z| < 1/2, where C' > 0 is a constant independent of r.

On the other hand, a straightforward computation gives

ig( )= (=n+2s)p " og(1 +v(p—1)) + ﬂ
7,9 p 7(p )
and
d’ 25—2
d729(p, 7) = (=n+2s)(—n+2s—1)p " Flog(l +7(p — 1))
2,}/(_71 4 28)p—n+2s—1 B 72p—n+2s
1+5(p—1) (L+7(p—1))?
Then, one easily checks that
d d?
— — <(C
Idpg(p,v)l, Idp2g(,0,7)| <

for all 1/2 < p <3/2 and v € [0,1), where C is a constant independent of p and ~.

So, for certain bounded functions D;; and d;; in By, we have

a2fr(2> d? d
821'82]' dp2g(’61 + Z” 7) v + dpg(’€1 + z|77)d2]

and (3.9) follows.

Finally, joining the above estimates on the four sets B;, one gets (3.5) as desired. =

3.2 Proof of Theorem 0.0.4

We organize the proof of Theorem 0.0.4 into two stages, according to the sufficiency and
necessity of the assumption (4).
Proof of the sufficiency of (4). We analyze separately two different cases:

(I) (§+2t)$>n—2$or <%+23)I;—_1>n—2t;

(IT) (%—I—Qt)pq’%l:n—%or (%%—23)@{%1:7%—275.
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We first assume the situation (I). Let (u,v) be a nonnegative viscosity supersolution
of the system (6) with G = R™ and 7 : [0,+00) — R be a C* cutoff function satisfying
0 <n <1, n is nonincreasing, n(r) = 1if 0 < r < 1/2 and n(r) = 0 if r > 1. Clearly,
there exists a constant C' > 0 such that (—A)*n(|z|) < C and (—A)'n(|z|) < C.

Choose Ry > 0 as in Lemma 3.1.2 for s and ¢, simultaneously, and consider the

functions

§u() = mu(Ro/2)n(|z]/ Ro) and & () = my(Ro/2)n(|2|/ Ro) -

For some constant Cy > 0, independent of Ry, u and v, we have

P2 and (-8 (6 < ")
Moreover, &,(z) = 0 < u(x) if |z| > Ry and &,(x) = mu(Ry/2) < u(z) if |x| < Ry/2.
Similarly, &,(z) = 0 < v(x) if |z| > Ry and &,(x) = m,(Ro/2) < v(x) if |z| < Ry/2. Thus,
the functions u — &, and v — &, attain their global minimum values at points x, and z,
with |z,| < R and |z,| < Ry, respectively.

Now let () := &, (z) — &ulwy) + u(zy) and () == &,(x) — & (xy) + v(z,). Note that
o(xy) = u(zy), Y(r,) = v(xy),u(x) > @(x) and v(z) > P(z) for all z € B(0, Ry). Let w
and T be defined as in (7) with U = B(0, Rp). Since (u,v) is a viscosity supersolution of

(6), one has

(—=A) (@)(za) = v"(w4) and (=A) (@) (2,) > u’(z,). (3.10)

We now assert that

(_A)S(Uxxu) < (_A)s(gu)(xu) and (_A)t(@)(xv) < (_A)t(gv)(xv) :

In fact, note that w,(z) := u(x) — &, (x) > 0 for all x € R™ and x,, is a global minimum
point of w,. Thus, we have (—A)*(w,)(z,) < 0 and thus the first inequality follows. The

other inequality also follows in an analogous way. Therefore, from (3.10), one gets

my,(Ro/2) my(Ro/2) .

mi(Ry) < ul(z,) < Cy 5— and mb(Ry) < vP(z,) < C o (3.11)
Ry Ry
Applying Lemma 3.1.2 in the above inequalities, one then derives
C C
myu(Ry) < : and m,(Ry) < 2 (3.12)

R0<2175+2t> pqp—l RO(%+2S> pqq—l '
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We now consider the case (I). It suffices to assume that (% +2t) 5 > n — 2s, since

the argument is analogous for the second inequality in (I). Choose —n < 01 < —n + 2s

such that
2
<S+2t> P 5 >0.
D pq—1

By Lemma 3.1.1, we have

C

(2Z+2t) Lrton

my(r) < my(Ro) <

for all » > Ry > 1. Therefore, m,(r) goes to 0 as r — 400, providing the contradiction
(u,v) = (0,0).

Finally, assume the situation (II). In a similar way, we analyze only the equality
(% + 2t)- 5 = n —2s. Let (u,v) be nonnegative viscosity supersolution of (6) with

G = R". We begin by proving that for certain C' > 0 and Ry > 0, we have

My (1) > Cmy(Ry)r™ "2 (3.13)

for all » > Ry. Indeed, by Lemma 3.1.1 and (3.11), for any —n < 0 < —n + 2s, we have

(=A)u(x) > vP(z) > my(r)? > C(my(2r))P*P > C(m.,(Rg))ParoPrt2e (3.14)

for all = with || =7 > Ry.

Now consider the function

—n—+2s f 0 <
U)(T’)—{ £ 1 <rs<e (315)

] rtife <o
where 0 < & < Ry/2. Since |z|™"*% is the fundamental solution of the fractional Laplace

operator (—A)*® (see [41]), we have

s |J] + y|*n+28 _ 57n+25 |CL’ - y|fn+23 . 5fn+23
2(-bru) = | [ e [ P

<(—z) B:()

where |z| = r. It is clear that |y| > |z|/2 whenever |x| > Ry and y € B.(x). Thus,

dy <

— T.n+2$

/ ’.ﬁL’ _ y’—n+2$ _ €—n+2s
n+2s
5o ||

for some constant C' > 0 and then, by symmetry of the integrals, one obtains

2(=A)w(r) <

ynt2s '
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For fixed R; > Ry, we define the comparison function

w(r) — w(k)
w(e) = w(Ry)

for all x with |z| < Ry and ¢(z) = 0 for || > R;. As can easily be checked,

p(x) = my(Ro)

(—AY () <

— ’{E‘n+2s

(3.16)

for all  with Ry < |z| < R;. On the other hand, since n = pg(n — 2s) — 2tp, we can
choose 0 € (—n, —n + 2s) such that —opg — 2tp < n + 2s. Then, using (3.14) and (3.16),

one gets

s Cy Ci ]
(=A)%p(x) < | |25 < || ~opa—2tp < (=A)%u(z)

for all x with Ry < |z| < Ry and u(x) > ¢(x) for || < Ry or |x| > Ry, so that the
Silvestre’s maximum principle readily yields u(x) > ¢(z) for all Ry < |z| < R;. Finally,
letting Ry — +o0 in this last inequality, the claim (3.13) follows.

In the sequel, we split the proof into two cases according to the value of —n +2s. The
first one corresponds to —n + 2s € (—n, —1]. In this range, note that the function O,
defined above Lemma 3.1.3, is decreasing for all » > 0, with a singularity at the origin
if —n +2s € (—n,—1) and bounded if —n + 2s = —1. For 0 < € < Ry/2, we define the

function
i <
w(r) = O(e) %f0<7’_5 '
O(r) ife<r

Using Lemma 3.1.3, for any r > Ry and x with |z| = r, we have

log(1 + |z — yl)le — y| "+ — log(1 + £)e 2

(=A)*w(r) |y|nt2s

C
dy + —
Tn
B:(x)
g2s c C

— TTL—"-QS T opn

for all » > Ry and some constant C' > 0 independent of r.
Let ¢ be defined as above for R; > Ry. Again, we have ¢(z) < u(x) for all  with
|z| < Ry or |z| > R;. Moreover,

s C
(—A)*p(x) < P (3.17)
for all x with Ry < |z| < R;. From (3.14), one also has
(—=A)u(z) > C(my(Rp))rrt2eret2e — <« (3.18)

[
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for r > Ry. By Silvestre’s maximum principle (Lemma 2.3.6), we derive u(z) > ¢(x) for

all Ry < || < R;. Letting Ry — +o0 in this inequality, one obtains

log(1 + |z|)

|x|n—23

u(z) > C
On the other hand, using (3.12) and the fact that (% +2t) 5 =n — 2s, one gets

) )<L

Ci

|x|n—28

for all x with |z| = r large enough. But this contradicts the positivity of w.
It still remains the situation when —n + 2s € (—1,0). In this case, the function ©(r)
is increasing near the origin and decreasing for r large, with exactly one maximum point,

say at 7o > 0. Consider the function

O(rg) if 0<r <y
w(r) = ' .
O(r) ifrg<r

Again, one defines the comparison function for Ry > 1 and Ry/2 > r¢ as in Lemma 3.1.2

w(r) — w(k)
w(rg) —w(Ry)

p(x) = mu(Ro)

for |z| < Ry and ¢(x) = 0 for |x| > Ry, where Ry > Ry. It is clear that ¢(x) < u(x) for
all z with |z| < Ry or |z| > R;. In addition,

C

|z["

(=A)%p(x) <

for all z with Ry < |z| < R;. Lastly, using Lemma 3.1.3 and the fact that © is increasing
in (0,79) and decreasing for r > ry, the proof proceeds exactly as before and again we

achieve the contradiction u = 0. This concludes the proof of sufficiency. m

Proof of the necessity of (4). Assume that the condition (4) fails. In other words, we

have
2 2

<S+2t> P n—2s and <+25> 9 <n-o2t. (3.19)

4 pq—1 q pq—1

Consider the functions
A B

- and - 3.20
U = e ) = 520

where
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t+ sp s+ tq
g =) T T s 1)
The basic idea is to prove that (u,v) is a positive radial supersolution of (6) with
G = R" for a suitable choice of positive constants A and B.

Firstly, we assert that the inequalities

1 1 1 1
+ < + 3.21
e T R R P L P A P
and
1 1 1 1
(3.22)

<
(= atlaes+ ol (1= a+foer — g = e+ g% ey — g™

hold for all @ € [0,1), b > 0 and y € R. In fact, consider the function f(a,b,y) given by
flaby) =1 —a+(a+b?+y*)*) 7+ (1 —a+(a—b)+y*)"?) 7

—((1+0)* +y*)™ = (1 =0)* +y)™°

where o > 0. One easily checks that

of ) B —2a ) a+b
——(a,b,y) = (1 —a+ (a+ b2+ y2)1/2)2%+ -1+ ((a+0)2 + y2)1/2

oa
+ —20 —1+ o b >0
(1—a+ (a—Db)2+y2)i/2)2e+1 (a—b2+y2)12) =
and f(1,b,y) =0 for all a € [0,1), b > 0 and y € R. In particular, f(a,b,y) < 0 for all
a€l0,1),b>0andyeR.

For a = r/(1 +r) and x with r = |z|, we then have

1 1 2

+
A+]z+y))? A4z -y 1+ ]z])>

1 1 1
= + —2
(1 [z])>e {(1—a+|a61 +yl)* (1 —a+fae —g))* }

_ 1 { Lo 2}
= (L) e + g2 fer — gl ’

where 7 = — Py. being P an appropriate rotation matrix.
y = 147 Py, being pprop
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With the choice a@ = sk; and o = tks, we derive (3.21) and (3.22), respectively. Using

these inequalities, we find

(~Ayu@) = — [ . v o
—A)u(r) = —=
2 (o= gDPRlyl " (Ut Jo + gy
2A
— dy
(L a2 [yl
—2sk1 o |—2sk1 __
> 1 A /’€1+y| + [er — ¥ 2 dy
2(1+ Jaye0 ] e
. ClA
T (U [
and
1 B B
~A)v(z) = —f/ +
A = ) T R T O e g
2B d
(L JalyFafyf2 ™
1 B ler + y| 722 + |eg — y| 722 — 2
> — / dy
2 (1 + |I|)2t(k2+1) |y|n+2t
R

CQB
(T + Jal P

Since pg > 1, there exist constants k; and ko such that 2s(ky +1) = 2tkop and 2t(ke+1) =
2sk1q. Thanks to (3.19), it readily follows that ki and ko are positive, 2sk; < n — 2s and
2tks < n — 2t. These last two conditions guarantee the positivity of the above constants
¢, and co.
On the other hand, we have

A Bp cA— BP

_ S WP > — =
() =) 2 Tl T W el (T el

and

B Al B — A?
B t . Co . . 2
(AN =) 2 G T W o e

for all z € R™. Finally, the assumption pq > 1 also allows us to choose A = (clcg)flfl >0
and B = (c‘fCQ)m%l > 0 so that the right-hand side of the above inequalities are equal to

zero. This concludes the proof of Theorem 0.0.4. m
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3.3 Proof of Theorem 0.0.5

The first tool to be used in the proof of Theorem 0.0.5 is the following result whose proof

is based on the method of moving plane.

Proposition 3.3.1. Let (u,v) be a positive viscosity bounded solution of

(=A)*u =" in R}
—A)v=u? in R} (3.23)

Assume p,q > 1. Then, u and v are strictly increasing in x,-direction.

Proof of Proposition 3.3.1. Let ¥, := {(z,2,) € R? | 0 < z,, < p} and T}, :=
{#@,2,) € RY | x, = p}. For x = (T,2,) € R", we denote u,(z) = u(x,), wy.(r) =
u,(z) —u(z), v,(z) = v(z,) and w, () = v,(r) —v(x), where g > 0 and z, = (T, 2u—x,)
for all (z,z,) € R"! x R. For any subset A of R", we write A, = {z, | = € A}, the
reflection of A with respect to T,.

We next divide the proof into two steps.
First step: We here prove that if > 0 is small enough, then w,, > 0 and w,, > 0 in

> For this purpose, we define

You = {reX,| wyu(z) <0} and Yow= {r e X, | wu(zr) <0}

We first show that ¥ is empty if 41 is small enough. Indeed, assume for a contradiction

that 3, is not empty and define

) ¢ -
wh () =4 " (o) o€ B, (3.24)
’ 0 if zeR"\¥,,
and
0 if e
wy (7)) = L S (3.25)
’ wyu(r) if € R\ S,
It is clear that w) () = wyu(r) —w;, () for all z € R™. For each > 0, we now assert
that
(—A)'w? (z) <0 forall z € Yo (3.26)

In fact, from the definition of (—A)*, we have
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. 2 [wp ) w; ., (Y)
A R L
RP\S;
_ / Wy (Y) dy
|z =yl

(L )U(E\D )

Wy (y) du — Wy (y)
n+2s Y n+2s Y
|z —y| |z —y|
(R™M\RT)UR™\RT ),

= —A;—Ay— As

pou)p

forallz € ¥ .
We next estimate separately each of these integrals.

Firstly, note that w,.(y,) = —w,.(y) for all y € R* and w’, ,(y) > 0in X, \ X . Then,

Wy (Y)
A ~/ o — ez
(E#\E; u)U(E#\E; u)#
u yu
dy + / _OplIn) dy

, \!_ | y|n+28 — Yy |n+25

ARSTRN

1 1
= [t ) dv=0

§ \! K |x_y|n+2s ’x ‘n+2s

TARTRY

since [z —y,| > |z —y[forallz € ¥ andy € ¥, \ X,
In order to discover the sign of A, we observe that u = 0 in R" \ R} and u, = 0 in

(R™\ R%),,, so we have

A, — Wy (Y) dy
|z —y|+e
(RP\RT)U(RT\RT )

u,(y) u(y)
/ |z — y[nt2s dy — / |z — y|t2s dy

R™\R? (R™\R%),
1 1
- / U#(y) ( — ant2s _ n+28> dy =z 0’
- ] | = Yul

since u, > 0 in R*\ R} and |z —y,| > |z —y| forall z € X and y € R" \ R".

Finally, since w,, <0in ¥, we have

Wy (Y) Wy (Yyu) Wy (Y)
Az = / B LS dy:/i”’ P dy = — T dy > 0.
|z — y|mtee el J Yol

(Epuln o o
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Hence, the claim (3.26) follows.
Using now (3.26), for any z € ¥

s One has

(“A) W @) = (=A)Wn(r) = (~2) (@) = (~A)'ula)
) -
() = o)

m
Define
o) = th) = @)
’ vu() = v(x)
forz e .
Since p > 1, we have ¢, € L*(X,,) and ¢,w,, is continuous. In addition, since
w,,, =0in R*\ ¥ by Theorem 2.3.2, one gets
lwpullze(ss) < CREL)* lovtpoll sy, - (3.27)
where R(X ) is the smallest positive constant R such that
_ 1
|Br(2) \ Zpul 2 5|Br(z)]
for all z € 3. Besides, we have
PpWyp(x) = VP (2) — vﬁ(:c) <0 in X, \ Y
and
vawu,v(x) = 'Up(.T) - ’Uﬁ(ﬂf) >0 in 2;,1; .
Let ¥ = %7, NY¥, . Then, from (3.27), one derives
lwpullpery < CRE)Z levtull o sz
< CR(E;,u)QSH%||Loo(2;)||wu,v||Loo(z;)
< CR<Z;,U>2Skuw||Loo(E;)’
where in the last inequality we use the condition p > 1.
Similar to (3.24) and (3.25), we define
v if ©veX;
wh () =4 (x) M weX,, (3.28)
’ 0 if zeR"\Y¥,,

and
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0 if X
wi o (7) = LT P (3.29)
Wy () if zeR™\ ¥,

and argue in a completely analogous way with the aid of the assumption ¢ > 1 to obtain

||w;11,,v||L°°(E;U) < CR<2;,U>2t||w“1u||LOC(Z;) )

Thus,

0y ull e (s7,) < CR(S,)* RIS, " lwyull o sz

woaw) T 22

and

1wy oll ooz ) < CPR(E,)* RO, 1wy ol o s

uyu) MV )

Now choosing p small enough so that C*R(X,,)*R(X,,)* < 1, we conclude that

2]

is open, we deduce that >

[wpull s,y = 0, s0 [E,,] = 0. Since ¥ is empty,
which is a contradiction. Therefore, we get w,, > 0 in ¥, for 1 > 0 small enough. Simi-
larly, one gets w,, > 0 in ¥, for ;1 > 0 small enough too. Moreover, since the functions
u and v are positive in R} and v = v = 0 in R" \ R?, it follows that w,, and w,, are
positive in {x, = 0} and then, by continuity, w,, # 0 and w,, # 0 in X,.

In order to complete the proof of this step, we assert that if w,, > 0, w,, > 0,
Wy 7 0 and w,, # 0 in 3, with ¢ > 0, then w,, > 0 and w,, > 0 in 3,. Indeed, we

have

(—A)Y’w,u(z) =0h(z) —vP(z) >0 in X,

I

and

(=A)'wyp(z) = ul(z) —ul(z) >0 in 3,.

Since wy,, > 0, w,, > 0, w,, # 0 and w,, # 0in X, by the Silvestre’s strong maximum

principle, the conclusion follows.

Second step: Define
= sup{p>0]| wy, >0, w, >0 in X, forall 0 <v < u}.

It is clear that p* > 0 and w,, > 0 and w,, > 0in X, for all 0 < p < p*, so that v and

v are strictly increasing in x,-direction. Indeed, for 0 < z,, < T, < p*, let p = 2atin,

Since wy, > 0 and w,, > 0 in X,, we have
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0 < w2, z,) =u,(2', z,) —u(@, z,) = u@,T,) —ul2, z,)

and

0 < wyup(@,x,) = v, (2, 2,) — (2, z,) = v(a, @) —v(2!, z),

so that u(z’',@,) > u(a’, z,) and v(2',T,) > v(a’,z,), as claimed. Thus, the proposition
is proved if we are able to show that p* = 4o0.
Suppose for a contradiction that p* is finite. Now choose €y > 0 small enough such

that the operators (—A)® — ¢, and (—A)" — ¢, satisfies the strong maximum princi-

i (z)—uf ()

ple in the open X« \ X,_,, see [147]. Here we use that ¢,(z) = @y and
wo(z) = %) can be taken small in the L*-norm, since p,q > 1. Therefore,

Wy teou > 0 and wyeiq,, > 0 in X4, providing a contradiction. m

Proposition 3.3.2. Let p,q > 0. If the system

—u! in R? (3.30)

has a positive viscosity bounded solution, then the same system has a positive viscosity

solution in R™ 1,

Proof of Proposition 3.3.2. Let (u,v) be a positive bounded solution of (3.30), that
is there exists a constant M such that 0 < u < M and 0 < v < M in R. In the strip
Yy={reR"| 0<uxz, <1}, weset

up(2',xn) = w(z',x, + k) and wvp(2',z,) = v(a' z, + k).

Note that (uy,vs) solves the system (3.30) in ¥y for each integer & > 1. In addition,
0<ur <M and 0 < v, <M in ¥;. Thus,

(=A)up < MP and (—A)°up >0 in Xq,

(—=A)v, < M7 and (—A)'vp >0 in 3.

Then, by Theorem 2.3.9, for any ' CC ¥; and 0 < § < 1, there exists a constant C' > 0
such that uy, v, € CP(Q) and
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luellosry < C {llunllz ) + MP}

and

lokllos @) < € {lloelloey + M7} |
So, the sequences {u} and {v,} are bounded in C#(€2’) and then, up to a subsequence,
{uy} and {vy} converge uniformly on compact subset of ¥; to functions w and v, respec-
tively. By Theorem 2.3.11, (@, v) satisfies

—A)u=7v%in ¥
{ E—A;tv =W in 211 (3:31)
in the viscosity sense. The strict monotonicity provided in Proposition 3.3.1 guarantees
that (u,v) is positive and independent of the x,-variable.
On the other hand, the definition of (—A)*® gives
(—AYT(z) = / / u(@') —aly’) S

RA-1 R (Iﬂf’—y’|2 (€0 = yn)?)

y/
= / / |y |2 n+25) dyn dy/-

Rn—1 R

Let y, = || tan, where 6 € (=7, %), then

(ayu) = [ f “(x/’)yf’n“(lﬁ;; Y (cos )2 d dy

(cos §)" 2125 dp

ue) e —y)
|yl|n—1+25 Y
Rn—l —

\w\ﬂ

(ME

and

us

(cos )" 2125 df = 2 /(Cos 0)" 25 df < +o0,
0

|
“\ﬂ\wm

since n — 2 + 2s > 0. This means that the n-dimension fractional Laplace operator is

actually (n — 1)-dimension, and we have

(3.32)

Finally, Theorem 0.0.5 follows directly from Theorem 0.0.4 and Proposition 3.3.2. =
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3.4 Proof of Theorem 0.0.1

The proof of the part of existence is an application of degree theory for compact operators
in cones. This theory, essentially developed by Krasnoselskii, has often been used to
show that certain operators admit fixed points. We are going to use an extension of
Krasnoselskii results (se for instance [146]). The applicability of this theory relies on a
priori bounds in L* of solutions of certain systems related to (1) to be obtained through
blow-up techniques by invoking Theorems 0.0.4 and 0.0.5.

We begin by stating the above-mentioned abstract tool.

Proposition 3.4.1. Let K be a closed cone with nonempty interior in a Banach space X
and let T : K — K and H : [0,00) x K — K be continuous compact operators such that
T(0) =0 and H(0,z) = T(x) for all x € K. Assume there ezist 0y > 0 and 0 < r < R
such that

(i) x # 0T (x) for all0 <0 <1 and z € K such that ||z|| =,
(ii) H(0,x) # x for all 0 > 0y and x € K with ||z|| < R,
(iii) H(O,x) # x for all 6 € [0,4+00) and x € K with ||z|| =
Then, T' has a fized point xy € K such that r < ||xo|| < R.

Here X denotes the Banach space {(u,v) € C(R") x C(R") | w,v =0 in R™\ Q}

endowed with the norm

[, )] := max{ |[ul] oo 0, [[0]| L= (@) }

and K = {u € X | u,v>0in Q}. It is clear that solving (1) is equivalent to finding a
fixed point in K of the operator T': K — K given by

T(u,v)(z) = S(vP, u?)

for x € Q, where for any (f,g) € K we define S(f,g) as the solution of the Dirichlet
problem
(—AYu=f in Q
(— )v—g in Q (3.33)
u=v=0 in R"\Q
Using that © is C? class, by Lemma 6.1 of [146], the operator S is well defined, linear,

continuous and compact. Thus, one easily deduces that the operator T is well defined,

continuous and compact. In addition, we have 7°(0,0) = 0.



64 Proof of non-variational contributions

We also define H : [0,00) x K — K as

H(O,u,v) =S((v+6)?, (u+0)7).

Clearly, H is well defined, continuous and compact too.
First we show that the condition (i) of Proposition 3.4.1 is satisfied. This is the content

of the following lemma:

Lemma 3.4.1. Assume that s,t € (0,1) and pq > 1. Then, there exists a constant r > 0
such that for any 6 € [0, 1], the system

=0u? in Q (3.34)

Proof of Lemma 3.4.1. We argue by contradiction. Let { (0, ug, vx) }ren be a sequence
of triples with 6, € [0, 1] and (uy, vi) € K satisfying (3.34) such that ||ug || ), [|Vk || Lo () —

0 as k — +00. Since pq > 1, we choose v such that

1
—<y<p
q

and set ay = |[ug||roo() + [|Vk]| 700 qy- Define

U Vk
2y =— and wg = i/
ay a,”
We then have
0 0
(=A)zp = —0f and (=A)wy, = TI;UZ
a a,”
Note that ||z, L) + ||wk||700(9) =1,
O _ O 1
] < ol 0 and | < 2 0

uniformly for = € ). So, one easily deduces that (z,wy) converges uniformly to some

couple (z,w) satistying ||z|[r~(q) + [|w|[}~g) = 1 and
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But by uniqueness, we have (z,w) = (0,0), providing a contradiction. m

The condition (ii) of Proposition 3.4.1 follows from the following lemma:

Lemma 3.4.2. Assume that s,t € (0,1), p,g > 1 and pq > 1. Then, there exists a
constant 0y > 0 such that for any 6 > 0y the system

—A)Yv=(u+6)? in Q (3.35)
u=v=0 in R"\ Q

has no classical solution (u,v) € K.

Proof of Lemma 3.4.2. Firstly, we define

A = inf{/Q (= A)2uf? + |(—A) 202 do | (u,v) € HE(Q) x HY(Q), /Quﬂﬁ dr =1},

where f* = max{f,0}. As usual, it follows that A; is positive and attained for some
couple (p,v) € HE(Q) x HE(Q). Also, by the weak maximum principle, p,¢ > 0 in Q
and ¢, 1) # 0 and, moreover, (p, 1)) satisfies

(=Ap=XN7 in Q
(—A)p =Xp in Q
e=1=0 in R"\ Q
On the other hand, by assumption, p > 1 or ¢ > 1. If the first situation occurs, then
for A > A\? there exists 6y > 0 such that

(y+0)P>Aly+0)> Ay and (y+0)* > (y+0) >y

for all y > 0 and 0 > 6,.
Now let > 0y and (u,v) € K be a classical solution of (3.35). Then, by the Silvestre’s

strong maximum principle, we have u,v > 0 in 2 and

(—=A)°u>Av in Q
(—AYv>u in Q
u=v=0 in R"\ Q

Using the above equations satisfied by (i, 1), one obtains

Al/uwda:>A/vg0dx and Al/vgodx>/uwdx,
Q Q Q Q
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so that A < A2 providing a contradiction. m

Finally, the condition (iii) of Proposition 3.4.1 is a consequence of the following lemma:

Lemma 3.4.3. Assume that Q is of C* class, s,t € (0,1), n > 2s+1,n > 2t+1, p,qg > 1,
pq > 1 and (4) is satisfied. For each 6y > 0 there ezists a constant C' > 0, depending only
of s,t,p,q and §2, such that for any classical solution (u,v) € K of the system (3.35) with
0 <0 <80y, one has

[(u,v)|| < C.

Proof of Lemma 3.4.3. Suppose for a contradiction that there exists a sequence
(ug,vr) € K of solutions of (3.35) with 6 = 6, € [0,60y] such that at least one of the
sequence (ug) and (vg) tends to infinity in the L*-norm.

Let B = (%+2t)pq%l and [y = (%4—28) 1. We set

pa—1
1
A = ||“k||L£1(Q)7

1
if ||uk||§ic(m > HU"C”/I%{’O(Q)’ up to a subsequence, and Ay = ||v;€||L£2(Q)7 otherwise. It suffices

to assume the first of these two situations.

Note that A\, — 0 as k — +o0o. Let x;, € Q be a maximum point of u,. The functions

zk(z) = )\fluk(/\k:c + 1) and wg(x) = )\ﬁ%k()\ka: + )

are such that z;(0) = 1 and 0 < zp,wg < 1in Q := le(Q — xy). Also, one checks that

the functions z; and wy satisfy

Az — /\(25+51—Pﬂ2)/17w +>\(25+/31)/pg p: w +)\(25+51)/P9 q)p
{( )z = (N P A b) = (i + A ' (3.36)

(—A)wy, = (A,?Hﬁrqﬁl)/qzk + >\](€2t+182)/q9k>q _ (Zk 1 )\](€2t+,32)/q9k)

in the open 2.

By compactness, module a subsequence, () converges to some point x € 2. Let
Two cases may occur as k — +00:

(a) d’; — 400, module a subsequence still denoted as before, or

(b) f\i—’; is bounded.
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If (a) occurs, then ink(O) C Q and f\l—z — 400 as k — +00. So, (€) tends to R" as
k — +o00. We recall that 0 < z,wp < 1 in . Thus, the right-hand side of (3.36) is
bounded in L*(£), so by compactness, we deduce that, up to a subsequence, (zj,w)
converges to some function (z,w) uniformly in compact sets of R". By Theorem 2.3.11,
(z,w) is a viscosity solution of (6) with G = R™. Note also that z(0) = 1, since 2;(0) =1
for all k£, and hence (z,w) # (0,0) and, by the Silvestre’s strong maximum principle,
z,w > 0 in R™. But this contradicts Theorem 0.0.4.

Assume now that (b) occurs, that is f—’; is bounded. In this case, up to a subsequence,

we may assume that

d
s ae0,00). (3.37)
Ak

Assume for a moment that a > 0. After a suitable rotation of R™ for each fixed k, one
concludes that (€) converge to the half-space R} = {z € R" | z,, > —a}. Again, we have
0 < zg,wy, < 1in €y and then, by compactness, (zx, wy) converges, module a subsequence,
to some function (z,w) uniformly in compact sets of R’}. As before, (2, w) is a viscosity
bounded solution of (6) with G = R"}. Furthermore, using that a > 0 and 2;(0) = 1 for
all k, one gets z(0) = 1, so that again z,w > 0 in £ and this contradicts Theorem 0.0.5.

The remainder of the proof consists in showing that a > 0. We argue by contradiction
and assume that a = 0. The basic idea is to construct a barrier function h; on €2 for z.

For this purpose, we define

4y (wk; + /\](€25+61)/p9k)p
up C )
Qk 0

where Cj is a positive constant such that

(zntyn) (Tn—yn) _ 9pTn
s o e +e 2e
(=A)%e™ = _/ |y[rt2s dy
Rn
eyn + e_yn _ 2

Rn

for all —f—z < x,, < 0. Thus, from (3.36),

>0
Co -

(—=A)*(hg — z) > Cosup

Qp

((wk + )\](625%31)/109’6);;) B (wk + )\’(623+,31)/p9k)p
Co

in Q and zp < hg in R™ \ Q. Then, the weak maximum principle gives zp < hy in Q.

In addition, there exist C; > 0 and 6 > 0 such that

Vw(z)| < Cy
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for all x € QN {z € R" | xn—l—f—’; < 0}. Since zx € Q, we have 0 € QN {z € R" |
Ty + f—’;‘ < 6} for k large enough. Finally,

1 = 2(0) < ha(0) < C (51’2 - 1) -0

as k — oo, providing a contradiction. m

Lastly, the conclusion of Theorem 0.0.1 follows readily from Lemmas 3.4.1, 3.4.2 and 3.4.3
applied to Proposition 3.4.1.



CAPITULO 4

Proof of variational contributions

4.1 Variational setting

Let © be a smooth bounded open subset of R”, n > 1 and 0 < s < 1. In order to
inspire our formulation, assume that the couple (u, v) of nonnegative functions is roughly
a solution of (8). From the first equation, we have v = ((—A)Su)%. Plugging this equality

into the second equation, we obtain

(—A)P (—AYu)r = u? in 1)
v = 0 in R*"\Q '
On the other hand, nonnegative weak solutions of the above scalar problem can be seen

as critical points of the functional ® : £ — R defined by

_ P N o +yg+1
cp(u)_pHQ/K A)*ulF de q+1Q(u) dz (4.2)

pt1

where E) = W;T(Q) N WQS’prl(Q). Note that £} is a reflexive Banach space.

In the case that EJ is continuously embedded in L71(Q), the Gateaux derivative of

¢ at u € Ej in the direction ¢ € EJ is given by

() = [=A)ulp™ (~A)u(-A)pde — [ (u)ipds.

Q

Assume the couple (p, q) is below the critical hyperbole (11). In this case, the embed-
ding E; < Li%1(Q) is continuous and compact. So, by Proposition 2.3.1, the problem

{(—A)SU = (u*)? in Q
v =0 in R"\ Q

69
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admits a unique nonnegative weak solution v € EJ. Then, one easily checks that u is a

nonnegative weak solution of the problem

{ (—=A)u = vP in Q

u = 0 in R"\Q
In short, starting from a critical point u € E, of ®, we have constructed a nonnegative
weak solution (u,v) € ES x Ef of the problem (8). By the C” regularity result to be
proved in the next section (Proposition 4.2.1) and the Silvestre’s strong maximum prin-
ciple (see Lemma 2.3.6), we deduce that (u,v) € C°(R™) x C°(R"™) is a positive viscosity

solution of (8), whenever u € E5 is a nonzero critical point of ®.

4.2 Holder regularity

In this section, we show that weak solutions of (8) are C? viscosity solutions by assuming

that (p, q) is below the hyperbole (11) if n > 2s.

Proposition 4.2.1. Let €2 be a smooth bounded open subset of R*, n>1 and 0 < s < 1.
Let (u,v) € E5 x E be a nonnegative weak solution of the problem (8). Assume that the
couple (p,q) satisfies (9) in the case that n > 2s, then (u,v) € L>®(Q) x L>®(Q) and, in
addition, (u,v) € CP(R") x CP(R") for any 0 < 8 < 1.

Proof. It suffices to prove the proposition for n > 2s, since the ideas involved in its proof
are fairly similar when n < 2s.

We analyze separately some different cases depending on the values of p and gq.

For 0 < p < -25-, we have Wzs’pTﬂ(Q) — L*(€) (see Theorem 2.1.6), so that u €

L>(Q2), and thus v € L*(2), by Proposition 2.2.3.
For -2 < p <1 and ¢ > 1, we rewrite the problem (8) as follows

n—2s —

= b(x)u in Q . (4.3)

+1 +1
Since a € LZ;W(Q), for any fixed ¢ > 0, we can construct functions ¢. € LI;W(Q) and

fe € L*(Q) and a constant K. > 0 such that

v = ge(2)o"* () + f(x)

and
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€ < 9 g oS} <K5
g HL@;(Q) & | felle@

In fact, consider the set

O ={z el <k},

where k is chosen such that
p+l 1
/|a|P/2 dr < €

This condition is clearly satisfied for k large enough.

We now define

a(x) on Qf

and

fo(z) = (a(x) — g-(x)) v"/*(z).
Note that f.(z) =0 for all z € Qf and

1 +1 +1
[lal5 e = /|qa|%dx+/|qa|’?wx
Q

AN
/_\
v

\‘«k
\
EY

”d

E

ISH

8

+

m

p/2

So, for n = n, > (%) "al| g1, we have
Lp/2 (Q)

lgell o2 <.
Lr/2(Q)

Therefore, by construction, one obtains

k? < 4+00.

1
e = |1 — —
e

On the other hand, we have



72 Proof of variational contributions

g+1
where b € La=1(€2). Hence,

u(@) = (~8) [ (0) (— ) Gu)(@)"2] + (~A)£.(x) .
By Proposition 2.2.3 and Hélder’s inequality, we have the following properties for fixed
v > 1:

(i) The map w — b(x)w is bounded from LY(2) to L?() for
1 ¢—1 1

B g+l v

I

(ii) For any 6 > 1. in the case that 3 > -, or for 0 given by

2$—n<1—1>
\B p2)7

in the case that § < 7%, there exists a constant C' > 0, depending on 3 and 6, such
that

(=2 w2l oy < CllwlPig,
for all w € LA(Q);

(iii) The map w — ¢.(x)w is bounded from Lf(€2) to L"(2) with norm given by ||¢.|| B
LP2 (Q)

where # > 1 and n satisfies

I p/2 L
n p+l ¢
(iv) For any § > 1, in the case that n > -, or for 0 given by

25:n<717—;>,

in the case that n < 2, the map w — (—A)*w is bounded from L"(Q) to L°(Q).

Joining (i), (i7), (74i) and (iv) and using that (p, ¢) satisfies (9), one easily checks that

v < ¢ and, in addition,

@) (=27 0)"" | s + (=8 Lellsca

lullsy < II(=A)7°
< Ol e ulPg) + 1oy | -
= Lz @ ()

Using now the fact that ||g| <eand f. € L™(Q), one deduces that |u| s < C

| a1
L?/2(Q)
for some constant C' > 0 independent of u. Proceeding inductively, one then gets u &€
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L2(Q) for all § > 1. So, Proposition 2.2.3 implies that v € L>°(Q), and thus u € L>®().
Finally, the C? regularity of v and v also follows from Proposition 2.2.3.
The other cases are treated in a similar way by writing a(z) = v*~! if p > 1 and

b(r) =u??ifg<lorblx)=ul"tifg>1m

4.3 Rellich variational identity

In this section, we deduce that positive viscosity solutions of (8) satisfy the following
integral identity:
Proposition 4.3.1. (Rellich identity) Let Q be a smooth bounded open subset of R™,

n>1and 0 < s < 1. Then, every positive viscosity solution (u,v) of the problem (8)

satisfies

u v n n
P +s? [ =2 (2 v)do = ~(n-29)) [urtid
( —i—s)m dsds(x v)do <q+1+p+1 (n s)>Qu T,

where v denotes the unit outward normal to O at x, I' is the Gamma function, d(z) =

dist(x,00) and

w, o u(r—ev)
E(m) = lim

— >0
e—0+ d*(z — ev)

for all x € 09).

It deserves mention that u/d* v/d® € C*(Q) and u/d*,v/d* > 0 in Q (see [153] or
Remark 2.3.16). So, the left-hand side of the Rellich identity is well defined.
Proof. Let (u,v) be a viscosity solution of (8). Then,

(AP (u+v) = vP+u? in Q (4.5)
ut+v = 0 in R\ Q '
and
(=AY (u—v) = vP—ul ?n Q (4.6)
u—v = 0 in R"\ Q

Applying the Pohozaev variational identity for semilinear problems involving the frac-

tional Laplace operator (see Theorem 2.3.14), one gets
25 —n
2
Q
1 2
+§F(1 + 5)2/ <u i U) (x-v)do

ds
oN

—/(x-Vu+v)((—A)5u+(—A)sv)dx —- (u + v)(0? + uf)dx
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and

Now subtracting both identities, one obtains

2/[(1‘ -Vu)(=A)Yv+ (x- Vo) (=A)’ulde = (25 —n) /[u(—A)sv +v(—A)’u]dzx

—o0(1 + 5)? %%(m Vydo.  (4.7)
1)
Because v = 0 in R™ \ 2, we have
/(x - Vu)(=A)vdr = /(:c Vu)ulde = / z - Vulthdr = _Ll /uq+1daz.
Q 0 Q 7+
In a similar way;,
/(x - V) (=A)’udr = ERNLCERY S S
p+1
Q Q
Plugging these two identities into (4.7), we derive
2 [U W 2n +1 2n +1
2l(1+5)° | (v -v)do=(2s —n+ /uq de+ |2s—n+ /vp dx .
A ds ds q+1 J p+1/)Ja

Since every viscosity solution of (8) is also a bounded weak solution, one has
/Up+1d55 = /U(_A>5Ud$ = /(_A)s/2u(—A)s/2vdx = /u(—A)Svdx = /uqu:c.
Q Q R" Q Q

Thus, the desired conclusion follows directly from this equality. =

4.4 Proof of Theorem 0.0.8

We organize the proof of Theorem 0.0.8 into two parts. We start by proving the existence
of a positive viscosity solution. According to the variational framework described in the
section 4.1, it suffices to show the existence of a nonzero critical point u € E; of the

functional ®.
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4.4.1 The existence part

We apply the direct method to the functional ® on EJ.
In order to show the coercivity of ®, note that ¢+ 1 < 7‘%1 because pg < 1, so that the

embedding £ — La1(Q) is continuous. So, there exist constants C, Cy > 0 such that

ow) = Lo [i-ayu e - — [ ufrde

q+1
Ep

p+
p

— |U]|| gs
p+1 P g+1

\Y
=N
|

[[ul

for all u € Ej. Therefore,  is lower bounded and coercive, that is, d(u) — 400 as

e
Let (ux) C E,; be a minimizing sequence of ®. It is clear that (uy) is bounded in
E7, since @ is coercive. So, module a subsequence, we have uy — ug in Ej. Since E} is
compactly embedded in LI (Q) (see Theorem 2.1.8), we have uj — ug in LI71(Q). Here,

we again use the fact that ¢+ 1 < %. Thus,

. . . . P s 2tl 1 +1
A inf @(uy) = Jim inf A ] b = g el
> P Ay, Lol %L g = B (u0)
= ot Up L%(Q) g+ 1 Uo|lLa+1(q) = *\U0);

so that ug minimizers ® on Ej. We just need to guarantee that ug is nonzero. But, this
fact is clearly true since ®(cu;) < 0 for any nonzero nonnegative function u; € E; and

e > 0 small enough, that is,

p p1 q+1
O(euy) = 2 /WAWM%M—g /MW%KO
p q+1Q

for € > 0 small enough. This ends the proof of existence. ®

4.4.2 The uniqueness part

The main tools in the proof of uniqueness are the Silvestre’s strong maximum principle,
a C'“ regularity result up to the boundary and a Hopf’s lemma adapted to fractional

operators.
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Let (uy,v1), (ug,v2) € CO(R™) x C°(R™) be two positive viscosity solutions of (8).
Define
S={s€(0,1] | ug —tug, vy —tvy >0 in Q forall te€]0,s]}.

By Theorem 2.2.7, we have u;/d®,v;/d* € C*(Q)) and both quotients are positive on €,
by Hopf’s lemma (see [153] or Remark 2.3.16). So, (u; — tug)/d®, (v1 — tvg)/d* > 0 on 02
for ¢t > 0 small enough and thus the set .S is no empty.

Let s, = sup S and assume that s, < 1.

Clearly,

U — SylUo, U] — S0y >0 in Q. (4.8)

By (4.8) and the integral representation in terms of the Green function Gg of (—A)* (see
[21, 111]), we have

w(@) = [Goley)t)dy > [ Gale.y)sioh(y)dy
Q Q

= s [ Gale.y)eb(y)dy = stus(x)
Q

for all z € Q. In a similar way, one gets v; > s%v, in €.

Using the assumption pg < 1 and the fact that s, < 1, we derive

—_A)s _ B R
{( A)¥(ug — Syug) = V) — 8,05 w0 (4.9)

>
(—A)*(v1 — s,v2) = uf — s,ud > (s27 — s, )ud > 0
So, by the Silvestre’s strong maximum principle (see Lemma 2.3.6), one has u; — s, us, v1 —
s,vg > 0 in Q. Again, arguing as above, we easily deduce that (u; — s.ug)/d®, (v, —
S.02)/d® > 0 on 0L, so that u; — (s, +&)ug, v1 — (s« +2)vy > 01in  for € > 0 small enough,
contradicting the definition of s,. Therefore, s, > 1 and, by (4.8), uy — ug,v; — v > 0 in
Q. A similar reasoning also produces us — u1,v2 — v; > 0 in Q. This ends the proof of

uniqueness. H

4.5 Proof of Theorem 0.0.9

Assume p,q > 0, pg > 1 and the assumption (9). The proof consists in applying the
classical mountain pass theorem of Ambrosetti and Rabinowitz in our variational setting.

Firstly, by well-known embedding theorems (see Theorem 2.1.8), (9) implies that E is
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compactly embedded in L7 (Q2). We now assert that ® has a local minimum in the origin.
Consider the set I' ;= {u € B | [|ul

By = p}. Then, on I', we have

P 1
o) = Lo [1-ayulFde - —— [|utde

> 0Ll — Sl = o (oL - e
p+1 P qg+1 P p+1 qg+1
> 0=(0)

for fixed p > 0 small enough, so that the origin uy = 0 is a local minimum point. In
particular, infr ® > 0 = ®(uy).

Note that I' is a closed subset of E; and decomposes E; into two connected compo-
nents, namely {u € By | [ullps < ,0} and {u € By | ullgs > p}.

Let u; = tu, where ¢ > 0 and w € Ej is a nonzero nonnegative function. Since pg > 1,

we can choose t sufficiently large so that

(I)(Ul

p+1 tQ+1
1/| w5 dx — /(a+)q+1dx <0.
p+ J

It is clear that u; € {u € Ey | ullgs > p}. Moreover, infr ® > max{®(ug), P(u1)}, so

that the mountain pass geometry is satisfied.
Finally, we show that ® fulfills the Palais-Smale condition (PS). Let (ux) C Ej be a
(PS)-sequence, that is,
|©(ur)| < Co

and

| (ug)p

for all p € £, where €, — 0 as k — +00.

From these two inequalities, we deduce that

Co +erllurllzy > [(g+1)P(ux) — O (up)uyl

+1 p+1
(qp+1 )/’ o] >

p+1

> CHWHTZ@LH >
w2 r (Q)

and thus (uy) is bounded in Ej. Thanks to the compactness of the embedding E>

La%1(92), one easily checks that (u;) converges strongly in E5. So, by the mountain pass
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theorem, we obtain a nonzero critical point u € E;. This ends the proof.

4.6 Proof of Theorem 0.0.10

It suffices to assume that €2 is star-shaped with respect to the origin, that is, (z -v) > 0
for any x € 082, where v is the unit outward normal to 0f) at x.
Let (u,v) be a positive viscosity solution of the problem (8). Then, on the one hand,

we have

2I'(1 + s)? / %%(m -v)do > 0.
80

On the other hand, the assumption (10) is equivalent to e i (n—2s) <0, and

thus we arrive at a contradiction. Hence, the problem (8) admits no positive viscosity

solution and we end the proof. m
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Appendix

Theorem A.0.1. (Method of direct minimization) Let E be a Banach space and ¢ : E —
R U {400} sequentially weakly lower semicontinuous. If E is reflexive and ¢ is coercive,

then
(i) ¢ is bounded below.

(ii) the smallest is reached.

Proof. See [61] . =

Theorem A.0.2. (Mountain Pass Theorem) Let E be a Banach space and ¢ : E— R be

a Fréchet-differentiable functional satisfying the geometry of the mountain pass. Consider

X :={g € C([0,1],R) | g(0) = ug, 91 = u1 } and C := inf max ¢(g(t)).

geX te(0,1]

Then:
(1) C>max{¢(uo), P(u1)}.
(i) 3 (un) C E such that ¢(u,) — C, ¢ (u,) — 0 in E'.
In particular, if ¢ is C* and satisfies (PS)c, then C is critical value.

Proof. See [3, 61]. m
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