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Resumo

Com a enorme quantidade de informação gerada todos os dias na Internet, fica cada vez
mais difícil, se não impossível, processar e administrar manualmente esses dados. Como
uma maneira de contornar este problema, algoritmos de Aprendizado de Máquina vêm
sendo cada vez mais utilizados nos mais distintos domínios. Um tipo de algoritmo
de aprendizado, o Aprendizado Ativo, surgiu como uma maneira de otimizar a fase de
treinamento de alguns desses métodos, com a premissa de que os algoritmos são capazes
de obter melhores resultados utilizando menos treinamento caso possam escolher quais
instâncias devem ser rotuladas. Essa é um premissa especialmente interessante em
cenários em que o dado não rotulado é abundante e existe um custo, não desprezível,
associado ao processo de rotular uma determinada instância. Em sua forma original,
uma instância é rotulada e utilizada pelo algoritmo a cada iteração, o que impossi-
bilita o uso de vários oráculos em paralelo. Para resolver este problema, surgiram os
métodos de Aprendizado Ativo em Modo Batch, que são capazes de selecionar mais
de uma instância a cada iteração. Apesar de estes métodos resolverem o problema dos
múltiplos oráculos, ainda existe uma dependência de se executar o algoritmo a cada
batch analisado. Com o crescimento do uso desses métodos em ambientes corporativos,
surgiu a necessidade de se evitar iterações constantes e, consequentemente, o tempo
ocioso de analistas contratados, que esperam por um novo batch. Nesta dissertação, o
problema de Aprendizado Ativo em Modo Batch Ordenado é descrito propiciando um
relaxamento do método tradicional em Batch. Ao selecionar uma lista ordenada de
instâncias é possível gerar uma lista com um número arbitrário de documentos a serem
rotulados. Dessa maneira, as iterações do algoritmo podem ser espaçadas conforme a
necessidade do usuário. Tal fato possibilita que uma lista de instâncias suficientemente
grande (para um dia completo de trabalho do analista) possa ser gerada fora do horário
comercial. Além da definição formal deste problema, uma solução é apresentada, uti-
lizando um framework que constrói a lista iterativamente ponderando a utilidade da
instância para o classificador (incerteza) e a diversidade trazida ao modelo em relação
as instâncias já selecionadas. A avaliação experimental demonstra que o uso do Batch
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Ordenado provê uma redução do número de execuções do algoritmo, mantendo a qual-
idade das instâncias selecionadas. Em alguns casos, utilizando somente o conteúdo não
rotulado disponível, os resultados obtidos são melhores que os obtidos utilizando méto-
dos tradicionais. Em outras palavras, uma lista ordenada de instâncias, gerada a partir
do conteúdo não analisado, foi responsável por um processo de rotulação com resulta-
dos estatisticamente melhores ou iguais ao de algoritmos tradicionais de aprendizado
ativo mas sem suas limitações.
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Abstract

With the large amount of information generated every day on the internet, it is getting
harder, if not impossible, to manually administrate and process such data. In order
to overcome this problem, Machine Learning algorithms are becoming widely used in
different domains. The Active Learning field arose as a way to optimize the training
phase of some machine learning methods. The main idea is that algorithms can achieve
better results with smaller training sets if they are allowed to select which instances
should be labeled. This assumption is specially interesting in scenarios in which un-
labeled data is abundant and there is a cost, not negligible, associated with instance
labeling. In its original form, one instance is labeled and incorporated by the Active
Learning algorithm at each iteration, thus making it impossible to use multiple oracles
in parallel. In order to solve this problem, Batch-Mode Active Learning methods arose
by being able to select more than one instance at each iteration. Although this meth-
ods allow the use of multiple oracles, it is still necessary to run the algorithm at each
annotated batch. With the increasing use of these methods in business environments,
it is important to reduce the necessity of constant iterations, and consequently, the
analysts’ idle time when waiting for a new batch to be created. In this dissertation,
the Ranked Batch-Mode Active Learning problem is described. It relaxes traditional
Batch-Mode Active Learning methods by generating a query that is an ordered list of
instances, thus allowing batches to be of arbitrarily large sizes. In this way, the algo-
rithm iterations can be spaced according to the user needs. This characteristics allow
that a sufficiently large instance list (for a full work day) be generated outside working
hours, then avoiding frequent stops for batch construction. In addition to the formal
definition of this problem, one solution is presented that consists of a framework which
iteratively builds the instance list by weighting the instance utility for the classifier
(uncertainty) and the diversity brought to the model regarding already labeled and
selected instances. The experimental evaluation shows that the Ranked Batch allows
the reduction of the algorithm executions while maintaining the quality of the selected
instances. In some cases, using only unlabeled data, the results obtained are better to

x



the ones of traditional methods. In other words, an ordered list of instances, generated
using unlabeled data, was able to guide a labeling process with results statistically
better or equal to traditional active learning algorithms without their limitations.
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Chapter 1

Introduction

Machine Learning algorithms have become increasingly popular for a number of rea-
sons. In particular, the volume of data generated every day is huge and impracticable
to be manually read and processed by human analysts. For example, Twitter, a popu-
lar micro-blogging tool in which users are allowed to post short messages (with up to
140 characters), may produce up to thousands posts per second1. In days of popular
events, e.g. in the MTV Video Music Awards, the number of posts-per-second can be
as high as 8,686. Analyzing such big volume of data is impractical without automated
systems.

One category of Machine Learning algorithms consists of supervised algorithms,
that is, algorithms that are able to execute specific tasks (e.g. document classification)
given that a training set containing labeled examples is provided. These algorithms
are also called learners because they are able to increase their performance on the
task execution as new training examples are provided. However labeling the training
examples can be an expensive task because of the expert knowledge necessary and
the time-consuming nature of the process. Moreover, some applications may need a
substantial number of labeled instances in order to achieve an acceptable error rate.
Finally, some applications may also need constant training data to cope with changes
on patterns of use.

In order to reduce the effort of creating such training set, a new sub-field of
Machine Learning arose: Active Learning. This type of algorithm is able to select
and present to the analyst (considered as an oracle) instances that should be labeled
first. This group of instances is called a query since it requires “answers” (i.e, labels)
from the oracle2. After labeling, these instances are incorporated into the training

1http://yearinreview.twitter.com/en/tps.html
2Note that this notion of query is very different from the one commonly used in Information
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1. Introduction 2

set with an expectation of rapidly increasing the classifier model quality. In general,
traditional Active Learning algorithms query one instance at a time in order to update
the classification model. Such a limitation can make the manual labeling routine very
daunting and inadequate in scenarios with multiple experts working simultaneously
in the same dataset or when the query construction is an expensive process implying
in a long waiting time. For instance, creating a labeled set using a crowdsourcing
service like Amazon Mechanical Turk3 is impratical with such limitations. Since these
services allow users to create labeling tasks that are outsourced to a large group of
freelance workers, querying one instance at a time would not take advantage of this
highly parallel environment.

To alleviate the aforementioned problems, a Batch-Mode Active Learning algo-
rithm can be used. Such class of algorithms can query multiple instances at once that,
then, can be independently labeled in parallel. Although this solves the problem of
using multiple analysts, the algorithm still has to execute frequently, thus making the
analysts idle once per iteration. This happens because after the batch is labeled and
incorporated in the training set, a new query must be constructed. Increasing the
queried batch size can reduce the idle time since more instances are labeled at each it-
eration. However this may come at the cost of labeling instances in an ineffective order.
This happens because instances inside a batch are usually not ordered. In other words,
selecting an arbitrarily large number of instances can lead to a sampling strategy close
to the random one.

To overcome these issues we introduce the Ranked Batch-Mode Active Learning
problem. The main idea is to relax some of the aforementioned limitations, such that,
the query is a ranked list instead of an unordered set. This problem is more connected
to real world scenarios, in which it is very common to have analysts paid hourly to build
a training set for a given problem, or there is a limited budget and we want to maximize
the gains with this budget. This new approach allows the algorithm to generate an
arbitrarily long query, thus making its execution less frequent. For example, a ranked
query containing every available instance could be generated outside working hours.
This would allow hired analysts to label instances for a full day without having the
necessity to wait for the learner update and query construction.

In addition to the definition of this new problem, we also propose a method for
ranking an arbitrarly large set of unlabeled instances in descending order of informa-
tiveness, that is, the order in which they should be labeled by the oracle. After one or
more instances are labeled, the acquired knowledge can be incorporated by the method

Retrieval and similar fields.
3https://www.mturk.com/



1. Introduction 3

and used to generate a new, more accurate, ranking of the (still) unlabeled instances.
In summary, each iteration of the method happens in three phases: Uncertainty

Estimation, Ranking Construction and Labeling by Oracle. In the Uncertainty Esti-
mation step, a score is assigned to each candidate instance given by the confidence of
a classifier, trained with the available labeled data, in the prediction. This score is
responsible for ranking higher instances in which the classifier is least confident. The
second step, Ranking Construction is where the ranking itself is built. Instances are
selected based on the previously calculated uncertainty scores and on a similarity score
that represents the new knowledge that will be brought to the classifier if a given in-
stance is selected. By weighting these two factors, it is possible to prioritize diversity
in the first iterations and uncertainty in the later ones, based on the intuition that
one should start by having a macro vision of the instance space and should end having
a refined vision of the class boundary regions. The resultant query, differently from
other Active Learning methods, is a ranking of instances in the order they should be
labeled by the oracle. Finally the ranking is presented for Labeling by the Oracle that
annotates one or more instances. This knowledge can then be used to update the model
and this process can re-start.

We evaluated our method using datasets from the UCI Machine Learning repos-
itory, belonging to different domains. Our experimental results demonstrate that the
proposed method is able to select instances in a better way than random selection,
with results comparable to traditional Active Learning algorithms. In other words, the
proposed method can be a drop-in replacement for traditional methods without their
limitations. Our framework is able to achieve the same accuracy of these methods
with only one ranking built, that is, the initial ranking generated without any labeled
data had similar performance to traditional models iteratively updated with labeled
instances.

1.1 Main Contributions

The main contributions of this work are summarized as follows.

The introduction of a new problem: Ranked Batch-Mode Active Learning
This formulation relaxes the traditional Batch-Mode Active Learning by querying
a ranked list of instances.

The proposal of a framework for solving the proposed problem This new
method constructs a ranked query even when no labeled data is provided. We
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conducted an experimental evaluation using datasets of different domains from
the UCI Machine Learning repository.

An analysis of the framework components We conducted a 2kr factorial design
experiment and evaluated the impact of each of the framework’s main components
on the final result.

1.2 Text Organization

This work is organized as follows. Chapter 2 overviews the Active Learning field as well
as some directly related work. Chapter 3 introduces the Ranked Batch-Mode Active
Learning problem and presents our method for solving it. Chapter 4 presents the
experimental evaluation and discusses the main results. Finally, Chapter 5 concludes
this dissertation, reviewing our main contributions and proposing future work.



Chapter 2

Active Learning

2.1 Machine Learning Basics

This section presents an overview of the Active Learning problem. Specifically it con-
tains distilled core ideas, methods and applications, as well as notational conventions,
which will be used throughout this work.

2.1.1 Classification Problem

Computer programs that are able to improve their performance at some task through
experience are said to be learners. As presented in Mitchell [1997]:

Definition 1 A computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P , if its performance at tasks in T , as
measured by P , improves with experience E.

In the Classification Problem, the experience E is the training data provided
which consists of multi-attribute records (features) along with a special variable called
class. The class is a categorical attribute belonging to a finite set. The provided data
is then used to construct a model that relates given features to the class variable (task
T ). Afterwards this model can be used to predict the class of test instances in which
the features are provided and the classes are unknown.

Let C be the finite set of all possible classes, and D a training set consisting
of instances di = (xi, ci), where xi is a vector containing the corresponding value for
each feature, and ci ∈ C is a categorical attribute indicating its class. The main goal
of a classification algorithm is to construct a mapping function f : D → C that is a
good approximation of the real mapping function g : DU → C, being DU the instance

5



2. Active Learning 6

universe, in order to predict the unknown classes of instances, ti = (xi), of the test set
T .

As stated by Definition 1, in order to improve the task execution quality, it is
necessary to provide more experience to the algorithm (increasing the training set with
new instances). The amount of training that should be provided to a learning algorithm
is the focus of different machine learning theory studies and can vary based on: the
application (different problems can have different class boundaries), the algorithm and
the quality of the training set (e.g. presence/absence of noise, disagreement between
multiple annotators).

The Machine Learning Theory field provides a framework [Mitchell, 1997] to
calculate a lower bound for the size m of a randomly drawn D given: δ, which is the
complement of the probability that the learner will be able to learn a model hypothesis
that is approximately correct; a ε, which represents the upper bound for the expected
error; and the algorithm’s Vapnik-Chervonenkis dimension (VC) [Blumer et al., 1989].
This is defined in Equation 2.1.

m ≥ 1

ε

(
4 log2

(
2

δ

)
+ 8× VCexample × log2

(
13

ε

))
(2.1)

Given ε, δ and V C, this framework allows us to estimate the number of training
instances for a classification application. For example, consider a Neural Network
that is being used for classifying images as a young corn or a weed (classes) in order
to automate herbicide spraying in agricultural fields [Yang et al., 2000]. If a simple
Perceptron with 10,000 units (one unit per pixel, 100x100 images) in the input layer is
used, the VC dimension, as presented in [Sontag, 1998] is V Cexample = input_units+1 =

10, 001. Let m be the number of training instances needed for a ε = 0.5 and δ = 0.5,
then the sample complexity of this example can be given by Equation 2.2.

m ≥ 1

ε

(
4 log2

(
2

δ

)
+ 8× VCexample × log2

(
13

ε

))

m ≥ 8 log2(4) + 16× 10, 001× log2(26)

m ≥ 752, 162 (2.2)

As Equation 2.2 shows, the number of training instances needed to achieve a good
classifier can be large. The difficulty of obtaining these labels can vary according to the
domain. It can be as easy as retrieving user data or it can require expert knowledge,
being an expensive task.
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2.1.2 When Labels Are Costly to Obtain

There are domains in which labeled data come at little or no cost. For example, in spam
classification the user provides labels that are used to improve the spam filter usually
by clicking the “Spam” or “Not Spam” buttons1. Other scenarios include ratings for
movies [Bennett and Lanning, 2007] (used in new movies recommendation); assigning
priority to emails [Aberdeen and Slater, 2010] (used to improve the quality of the
priority inbox system); “Like”2 and “+1”3 social markers (used in recommendation).

On the other hand, there are other scenarios in which such labeling task can be
difficult, time-consuming or expensive. Examples include:

Speech recognition: Accurate transcription of speech utterance at phonetic level is
extremely time-consuming (taking 400 times longer than the utterance duration)
and requires linguistic expertise. Transcription at word level is still time consum-
ing, requiring about ten times longer than the audio duration. [Zhu, 2005].

Hypothesis generation and experimentation: The process of labeling a given in-
stance can be a biological experiment [King et al., 2004], which implies in time
and money costs.

Information extraction: Highlighting entities (e.g. person and organization names)
and relations (e.g. person works for given entity) in documents can take more
than 30 minutes, even for a simple newswire story [Settles et al., 2008]. Other
fields may require experts.

Classification and filtering: A training set consisting of annotated documents (e.g.
articles, web pages) or other kinds of media (e.g. images) can be a slow, te-
dious and even redundant task. There are fields in which additional expertise is
required, for example, in medical image categorization [Lehmann et al., 2005].

Active learning systems aim to overcome this labeling bottleneck as explained in
the following sections.

1What happens when I click the “Spam” or “Not Spam” button for an email I received? http:
//help.yahoo.com/l/pt-pt/yahoo/mail/ymail/abuse/abuse-59.html

2Facebook’s like button: http://developers.facebook.com/docs/reference/plugins/like/
3Google’s +1 button: http://www.google.com/+1/button/

http://help.yahoo.com/l/pt-pt/yahoo/mail/ymail/abuse/abuse-59.html
http://help.yahoo.com/l/pt-pt/yahoo/mail/ymail/abuse/abuse-59.html
http://developers.facebook.com/docs/reference/plugins/like/
http://www.google.com/+1/button/
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2.2 Query Strategy

Active Learning is the sub-field of Machine Learning in which the learning algorithm is
responsible for querying data that should be annotated by an oracle, such as a human
analyst or an experiment. This labeled set is then used in the model construction.

The main idea is that, by querying instances, the algorithm will be able to learn
better classification models with fewer examples, thus reducing labeling costs. In this
way Active Learning systems are well-motivated in different Machine Learning prob-
lems in which data may be abundant and easily obtained whereas annotated data is
expensive to obtain.

In order to Active Learning to fulfill its objective of learning a good classification
model with few examples, it is necessary to choose the most informative queries, that
is, the instances that, when labeled, will better improve the classification model. In
this section an overview of different strategies for measuring the informativeness is
presented.

2.2.1 Uncertainty Sampling

Uncertainty sampling [Lewis and Gale, 1994] is a simple and vastly used query selection
framework. The main idea is to query instances in which the learner is least certain
about its prediction. This is usually accomplished by using the probabilities that are
output by the classifier. For example, in a binary problem, the learner will select
instances predicted with probability close to 0.5.

For multiclass problems, there are multiple ways of using this probabilities. The
trivial way of selecting one instance in the multiclass scenario is by querying the instance
in which a prediction is made with the smallest confidence. Let pt(ci) be the probability
of instance t belonging to class ci and cPREDICTED the class with biggest probability.
Then q, the queried instance, can be selected by Equation 2.3.

q = argmax
t

1.0− pt(cPREDICTED) (2.3)

One problem of this strategy is that it only considers the probability of the
predicted class, thus, ignoring the remaining distribution. Despite this limitation, such
a strategy is widely used in extraction tasks [Culotta and McCallum, 2005] given that
the probability of the most likely label sequence can be efficiently computed.

There are two main methods that consider probabilities of classes other than the
predicted one: the margin sampling and the entropy sampling. In the margin sampling
[Schapire et al., 1998], the objective is to select instances in which the margin between
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(a) Least confident (b) Margin (c) Entropy

Figure 2.1: Ternary heatmap illustrating the weight given by each uncertainty measure
in a problem with three classes

the first and second most probable classes is narrow. The intuition is that instances
with a big difference in these two probabilities are easily distinguishable by the learner,
whereas instances in which these probabilities are close (usually) lay near the class
boundaries. Given that cFIRST is the class with biggest probability and cSECOND the
second most probable class, then the margin sampling can be defined by Equation 2.4.

q = argmax
t

pt(cFIRST)− pt(cSECOND) (2.4)

This alleviates the problem of losing probabilities information, but important in-
formation can still be discarded in datasets with many classes. The entropy sampling
[Shannon, 1948] is one way of considering all probabilities output by the learner. It is
widely used in different problem domains [Jain and Kapoor, 2009] like object recog-
nition [Holub et al., 2008], parser acquisition [Hwa, 2001], image classification [Joshi
et al., 2009] and others. The idea is to measure how many options, or uncertainty, exist
within the outcome of a probability distribution. The highest entropy value is achieved
when every component has the same value, that is, every class has equal probability.
Equation 2.5 presents the entropy sampling strategy.

q = argmax
t

∑
i

−pt(ci) ∗ log(pt(ci)) (2.5)

Figure 2.1 presents an example of a dataset with three classes and the weight
associated by each uncertainty measure to an instance given the probabilities output
by the learner. As expected, in all plots, the center is the point where the most
informative instance lies, because this is where the probability distribution is most
uniform (p1 ≈ p2 ≈ p3). The entropy measure, differently from the other two, does
not favor instances in which only one class is highly unlikely (region near the triangle
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1

2

Figure 2.2: Query by Committee sampling example with two classes and committee of
size three

sides). This happens because the entropy considers all probability values, prioritizing
instances that have a non-zero probability of belonging to each class.

In this work, this is the query framework that will be used, given the simple
model and the low computational cost.

2.2.2 Query By Committee

The query-by-committee [Seung et al., 1992] sampling consists of maintaining a com-
mittee of models that represents competing hypotheses regarding the instance space.
The queried instance is the one that the models most disagree. The idea is that by
choosing instances in which the models disagree, the learner aims to discard the biggest
number of hypotheses, regardless of the instance label. This can be seen as a simpli-
fication of the hypothesis space search proposed by Angluin [1988], in which just a
subset of hypotheses (represented by the committee) is maintained.

Figure 2.2 shows an example of the query-by-committee sampling strategy in a
binary problem. The hypothesis of each classifier is represented by a class boundary
line. Unlabeled instances are depicted as numbered starts. The star number 1 is
classified as a triangle by all hypothesis, differently from star 2 that is predicted as
circle by one hypothesis. In this scenario, star number 2 is selected for labeling due to
the disagreement in the committee.

The committee can be constructed in different ways according to the classifier
used. Seung et al. [1992] sample a committee of random hypotheses. In generative
model classes, different models can be created by sampling a given probability dis-
tribution [McCallum and Nigam, 1998; Dagan and Engelson, 1995]. Other methods
use ensemble techniques like bagging, boosting [Abe and Mamitsuka, 1998] or stacking
[Purpura et al., 2008]. Finally, the committee can also be generated by partitioning the
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feature space [Muslea et al., 2000] or by creating artificial data [Melville and Mooney,
2004, 2003].

The measure of the committee disagreement is also a research topic and, besides
the simple vote count, two other approaches are used. The first one is vote entropy
[Dagan and Engelson, 1995] that can be seen as a generalization of the entropy uncer-
tainty sampling. Let V (ci) be the number of votes cast by the committee to class ci,
and B the size of the committee. Then, the vote entropy is defined by Equation 2.6.

q = argmax
t

|C|∑
i

−V (ci)

B
∗ log V (ci)

B
(2.6)

The other disagreement metric is the Kullback-Leibler (KL) divergence to the
mean [McCallum and Nigam, 1998]. The main idea is to calculate the average of
the KL between each committee member distribution and the “consensus” distribution
(average probability), that is, the resultant distribution after combining the whole
committee. Let Pb(ci) be the probability of instance t belonging to class ci given the
model b, PB(ci) be the probability of instance t belonging to class ci given the consensus
(average probability). Then the KL disagreement metric is defined by Equations 2.7
and 2.8.

q = argmax
t

1

B

B∑
b

D(Pb||PB) (2.7)

D(Pb||PB) =
|C|∑
i

Pb(ci) log
Pb(ci)

PB(ci)
(2.8)

2.2.3 Expected Error Reduction

The Expected Error Reduction query framework aims to select instances in which
the generalization error (error in the test set) is more likely to be reduced. This
is accomplished by estimating the expected error of a model trained with D and a
selected instance i of the unlabeled set U . The instance with smallest expected error,
or risk, is then queried.

Since the true label of the instances in U are not known, the expected error is
approximated by calculating the expectation over all possible labels. There are different
ways of computing this error, each one with its special meaning. Let P (ci|t) be the
probability of instance t belonging to class ci in the model trained using D; Ptcj (ci|t)
be the analogous probability with model trained with D and instance t belonging to
class cj; and cPREDICTED be the predicted class for a given instance. Then Equation
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2.9 presents the Expected Error Reduction framework for the 0/1-loss function, and
Equation 2.10 presents this query strategy for the log-loss error function.

q = argmin
t

|C|∑
i

P (ci|t)

(
U∑
u

1− Ptci (cPREDICTED|u)

)
(2.9)

q = argmin
t

|C|∑
i

P (ci|t)

 U∑
u

|C|∑
j

Ptci (cj|u)× logPtci (cj|u)

 (2.10)

The 0/1-loss equation can be seen as a minimization of the total number of
incorrect predictions, whereas the log-loss equation can be seen as a minimization of
the expected entropy.

2.2.4 Variance Reduction

It is usually expensive to directly minimize the expectation of a loss function. However,
it is possible to reduce the generalization error indirectly by minimizing the output
variance. Consider a regression problem in which the objective is to minimize a squared-
loss error. The learner’s expected future error for a given instance can be decomposed
as in Equation 2.11 [Geman et al., 1992].

ET = E[(y − E[y|x])2]+
(ED[f(x)]− E[y|x])2+
ED[(f(x)− ED[f(x)])2]

(2.11)

where ED is the expectation over the labeled set D, E is the expectation over the
conditional density, that is, P (y|x), and ET is the expectation over both. f(x) is the
model prediction for an instance x and y indicates its true label.

The first term of the decomposition is called noise, and represents the error that
is conditioned to the training set. The second term is the bias and represents the
difference between the model constructed with D and the distribution that actually
generates y from x. The third term, variance, captures the variability of the model
under resampling data sets of fixed size. Minimizing error can then be achieved by
minimizing bias, variance or both [Schein and Ungar, 2007].

In [Cohn et al., 1994, 1996] a statistical analysis of the variance estimation is
presented. The authors show that it is possible to calculate this value in closed-form
for neural networks, Gaussian mixture models and locally-weighted linear regression.
In the context of neural networks the output variance for an instance x can be approx-
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imated by Equation 2.12 [MacKay, 1992].

σ2 ≈
[
∂f(x)

∂θ

]T [
∂2

∂θ2
Sθ(D)

]−1 [
∂f(x)

∂θ

]
≈ ∇xTF−1∇x (2.12)

where Sθ(D) is the squared error of the current model, with parameters θ, on the
labeled set D. The first and third terms represents the gradient of the model’s predicted
output. The second term is the inverse of a covariance matrix representing a second-
order expansion of the objective function with respect to θ, written in shorthand as F.
This is also known as Fisher Information Matrix, or I(θ), and represents the amount of
information that an observable random variableX (instance) carries about an unknown
parameter θ (classifier parameters) upon which the probability of X depends. In this
way, to minimize the variance an active learner should select data that maximizes its
Fisher Information (or minimizes the inverse thereof).

When the model have K parameters the Fisher Information Matrix takes the
form of a K ×K covariance matrix. Therefore its minimization is not straightforward
and can happen in different ways:

A-optimality: minimizes the trace of the inverse information matrix.

D-optimality: minimizes the determinant of the inverse information matrix.

E-optimality: minimizes the maximum eigenvalue of the inverse information matrix.

A-optimal designs aim to reduce the average variance of parameter estimates and
are the most common choice in Active Learning. Other way to build queries using
Fisher Information Matrix consists in using the Fisher information ratio. Let IU(θ) be
the Fisher information matrix of the unlabeled pool, and Iq(θ) the fisher information
matrix of a given query q, then the fisher information ratio [Zhang and Oles, 2000] can
be defined by Equation 2.13.

q = argmin
q

tr(IU(θ)Iq(θ)
−1) (2.13)

Querying the set that minimizes this ratio is analogous to minimizing the future
output variance once q has been labeled. Thus, reducing the generalization error (with
respect to U . [Schein and Ungar, 2007] and [Zhang and Oles, 2000] used this strategy
for text classification using a logistic regression algorithm. Hoi et al. [2006a] used this
concept in Batch-Mode Active Learning as is further explained in Section 2.3.4.
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1

2

Figure 2.3: Example of scenario in which uncertainty sampling would select a poor
query

2.2.5 Density Weighted Methods

Techniques that minimize the estimated error or the variance consider the entire input
space when choosing queries. Thus, these strategies are less prone to selecting outliers,
that is, instances that lies in sparsely populated regions of the instance space.

Figure 2.3 represents a binary classification problem. The line represents the class
boundary estimated by a given classifier. Unlabeled instances are represented by stars.
An uncertainty sampling strategy would select instance 2 for labeling since it lies on
the classification boundary, although this instance is not a good representative of the
data. In a qualitative analysis, selecting instance 1 would lead to better results since
it is in a denser region. By utilizing the unlabeled pool when choosing the query, the
error reduction and variance estimation techniques implicitly avoid this problem. For
other query strategies the input distribution can be modeled explicitly.

In [McCallum and Nigam, 1998], a density-weighted query by committee approach
is used. The density is estimated by calculating the average distance of one instance to
all other instances. Similarly, Settles and Craven [2008] presents an information density
framework to help selecting instances that are not only informative, but also good
representatives of the underlying distribution. Let φ(q) represent the informativeness of
q according to a given query strategy, for example, uncertainty sampling, and sim(a, b)

be the similarity between instances a and b. Then the density framework can be defined
by Equation 2.14.

q = argmax
q

φ(q)×

(
1

|U|

U∑
u

sim(q, u)

)β

(2.14)

In this framework the density is calculated by the average similarity between a
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candidate instance and the unlabeled instances. The parameter β is used to control
the importance of the density term. Variations of this strategy computes the similarity
between the instance and its computed cluster.

In [Fujii et al., 1998], instances that are queried are similar to the unlabeled set
and dissimilar to the already labeled set. The main idea is to obtain instances that are
ambiguous to a great number of unlabeled instances and, at the same time, different
from the already obtained knowledge.

In [Nguyen and Smeulders, 2004], the unlabeled data is clustered and highly
populated clusters’ instances are prioritized. Similarly, in [Shen and Zhai, 2005] selected
instances belong to different clusters. Xu et al. [2007] explicitly calculates a density
function by measuring the J-Divergence [Lin, 1991] between instances.

2.3 Active Learning Scenarios

There are three main settings for active learning application. In the Membership
Query Synthesis the learner may request label for an instance in the unlabeled set or
a synthesized query within the application domain (Section 2.3.1). In Stream-based
Selective Sampling unlabeled data is drawn one at a time, in a sequential way and
the learner should decide whether or not to query the given instance (Section 2.3.2.
The last setting is the Pool-Based Sampling in which a large pool of unlabeled data
is obtained at once (Section 2.3.3). One variation of the Pool-Based Sampling is known
as Batch-Mode Active Learning (Section 2.3.4), which is the setting more similar to
the one discussed in this dissertation.

2.3.1 Membership Query Synthesis

Firstly, [Angluin, 1988, 2004] studied the problem of using different kinds of queries in
order to learn an unknown concept. In a membership query, the learner asks whether
a particular domain element belongs, or not, to the unknown concept. In this way,
the learner is able to query instances that are not present in the input space, that
is, instances that are synthesized de novo (i.e. from the beginning). One advantage
of membership queries is the theoretical guarantees on the bounds on the number of
examples that need to be asked.

Figure 2.4 provides an overview of the Membership Query Synthesis strategy.
The model generates queries, based on the data source universal set, that are then
presented to the oracle for labeling. The knowledge from the annotated instance is
incorporated, and the learner can repeat the process.
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query is labeled
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Figure 2.4: Membership Query Synthesis Overview

7 5
Figure 2.5: Membership Query Synthesis applied to handwritten character recognition

This methodology was successfully applied to different problems. In [Cohn et al.,
1996] queries are generated from the input space in order to train a locally weighted
regression algorithm. The objective is to learn to predict the position of a two-degree-
of-freedom robot arm given both joint angles. The proposed method is able to reduce
significantly the Mean Squared Error in comparison to a random sampling strategy.

Another real world application of Membership Query Synthesis is presented in
[King et al., 2004, 2009]. A robot scientist, that is a physically implemented laboratory
automation system, automatically originates a hypothesis (query) to explain observa-
tions, devises experiments to test these hypothesis, physically runs the experiment,
interprets the results and then repeats this cycle. This workflow was applied in the
investigation of genes encoding one kind of enzymes in the yeast Saccharomyces cere-
visiae. The method was responsible for a three-fold decrease in material cost compared
to the naïve strategy of running the least expensive experiment, and a 100-fold cost
decrease compared to randomly generated experiments.

Although Membership Query Synthesis can work very well for applications in
which the oracle is an automated process, when the oracle is a human annotator the
generated queries can be confusing or impossible to be labeled. For example, Lang and
Baum [1992] faced a problem when applying membership query learning for training a
neural network for handwritten characters classification. The characters generated for
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Figure 2.6: Stream-Based Selective Sampling Overview

labeling often were unrecognizable symbols without natural semantic meaning. Figure
2.5 shows possible queries for characters between numbers seven and five.

2.3.2 Stream-Based Selective Sampling

The main idea of Stream-Based Selective Sampling is to filter instances drawn from
the input distribution. In other words, it selects, classifies and trains using only those
instances that show promise of improving the current model [Atlas et al., 1990]. In-
stances are sampled one at a time, then this approach can be called stream-based or
sequential active learning. Although Stream-Based Selective Sampling is similar to
membership learning, in cases of unknown or non-uniform distributions, it is guaran-
teed that queries will be reasonable for human annotators given that they are sampled
from the real input distribution.

Figure 2.6 presents an overview of the Stream-Based Selective Sampling. In-
stances are sampled from an input distribution and presented one at a time. The
learner should then decide whether to query the oracle for the label or to discard the
given instance. The next instance is sampled and the process repeats.

Mitchell [1982] presents a method in which annotated instances are used by the
learner in order to generalize the current best hypothesis that models the data. This
method can be extended to the stream-based scenario by querying the instance that
comes close to matching half of the generalizations currently in the search space. In
this way, annotating this instance will allow to discard approximately half of the pos-
sible generalizations regardless of its label. Keeping this candidate set of hypotheses
(sometimes called a version space) can be intractable for some predictors. Its size
could also grow exponentially with the training set [Haussler, 1989], which motivated
the advent of approximate approaches. In Cohn et al. [1994], an approximation for
neural networks was presented and applied in power system security analysis, showing
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Figure 2.7: Pool-Based Sampling Overview

improvement compared to random sampling. This method was then extended for an
agnostic setting in [Dasgupta et al., 2008].

The method proposed in [Beygelzimer et al., 2010] uses an oracle that returns
an empirical risk minimizing hypothesis in order to avoid the version space approach.
Queries are made in a safe way, in the sense that the hypothesis will eventually converge
to the same solution as a passive learning algorithm. This method showed substantial
improvement over the passive learner in an intrusion detection dataset.

Dagan and Engelson [1995] used the Query by Committee paradigm [Seung et al.,
1992] in its selective sampling strategy. A group of classifiers are generated from a ran-
dom sample of the training data. Each of these classifiers predict the label of a given
candidate instance, which can be queried by the learner with a probability propor-
tional to the degree of disagreement among the committee members. This method was
successfully applied to part-of-speech tagging.

2.3.3 Pool-Based Sampling

The Pool-Based Sampling assumes that a large collection of unlabeled data can be
gathered at once. The data present in the unlabeled set helps to selectively draw
informative instances from the pool [Lewis and Gale, 1994].

Figure 2.7 presents an overview of the Pool-Based Sampling. An instance belong-
ing to the unlabeled set is chosen by the learner in order to be annotated. After this
instance is labeled by the oracle, this knowledge is incorporated by the learner, a new
query is selected from the unlabeled pool, and the process repeats.

Lewis and Gale [1994] used an uncertainty metric to calculate the value of each
instance in the unlabeled pool. The instance with biggest uncertainty is then selected
for labeling. This method provided a 500-fold reduction on the training size needed to
achieve a specific level of effectiveness in a textual dataset. Other studies were made in
the text classification domain, for example, a query-by-committee strategy is applied
in [McCallum and Nigam, 1998] and an approximation of the version space method
discussed previously is presented for Support Vector Machines [Vapnik, 1995] in [Tong
and Koller, 2002]. This idea was also applied for image retrieval [Tong and Chang,
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Figure 2.8: Batch-Mode Active Learning Overview

2001].
As aforementioned, Thompson et al. [1999] applied the pool-based scenario in se-

mantic parsing and information extraction. In these domains, the output is structured
and the algorithm exploits such a structure. In the semantic parsing, for example, the
instances that are queried are the ones that were not successfully parsed or parsed
with a low certainty. Settles and Craven [2008] also applied pool-based learning in a
structured scenario, the sequence labeling problem.

2.3.4 Batch-Mode Active Learning

In most Pool-Based Sampling scenarios the querying and labeling process occurs one
instance at a time. This process is not suitable for scenarios in which the model update
is slow or multiple oracles are used in parallel. Batch-Mode Active Learning avoids this
issues by allowing the learner to query instances in groups.

Figure 2.8 presents the typical workflow of a Batch-Mode Active Learning algo-
rithm. First, the learner builds a query set Q containing unlabeled instances. Second,
the oracle labels the presented batch. Finally, the new labeled instances are incorpo-
rated by the learner. A new batch can be generated and the process repeats.

The challenge in the Batch-Mode Active Learning is how to assemble an opti-
mal query set. Selecting the best instances according to a traditional method is not
enough since it fails to consider the overlap between instances. For example, consider
an unlabeled set in which there are five copies of the most informative instance. Con-
structing a batch of size five, only considering this information, would lead to querying
the same instance multiple times. Even though multiple instances were labeled, only
the information of one instance was effectively added to the model.

Brinker [2003] presents a method for incorporating diversity in batches generated
using Support Vector Machines. This is achieved by explicitly weighting the instance
informativeness (closeness to SVM’s decision boundary) with its similarity with in-
stances already selected for the batch. This method could be adapted to be used in
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the scenario discussed in this dissertation. In Section 4.7.2 we present a discussion
about similarities and divergences between this and our method. In [Xu et al., 2007]
instances are selected not only by weighting relevance and similarity but also a density
score. The density, as discussed before, aims to avoid querying documents that lie in
unimportant, sparsely populated regions.

In [Hoi et al., 2006a], the batch is created by selecting the instances that maxi-
mize the Fisher Information of a binary logistic regression algorithm. Let p(x) be the
distribution of all unlabeled examples, and q(x) the distribution of unlabeled instances
that are selected for labeling. Let Ip and Iq denote the Fisher’s Information Matrices
of the classification model for the distribution p(x) and q(x) respectively. Then the
selected query q is the one that minimizes the ratio between Ip(θ) and Iq(θ) as pre-
sented in Equation 2.15. Note that θ represents the model parameters of the logistic
regression given a labeled set D.

q = argmin
q

tr(Iq(θ)−1Ip(θ)). (2.15)

The challenge of using this method is the number of possible queries (q) that is
exponential with the number of unlabeled examples. This is solved by a greedy near-
optimal algorithm [Hoi et al., 2006b] based on the idea of submodular function. Using
this method the instances selected to query q will have three important properties:
1) uncertain to the current classification model, 2) dissimilar to the other selected
examples, and 3) similar to most of the unselected examples.

Similarly, in [Guo and Schuurmans, 2008], the batch is selected as a whole and
not by scoring instances. The batch selection is treated as an optimization problem
that aims to learn a good classifier directly. The best set of instances are selected
in a way that the generated classifier will attain maximum likelihood with already
labeled instances while attaining minimum uncertainty on the unlabeled set. Since it
is intractable to conduct an exhaustive search, an approximation is used.

In [Laws et al., 2011; Haertel et al., 2010], a parallel approach is used for applying
Active Learning to data being annotated using crowd-sourcing. While the oracle is
labeling one query, the learner is able to prepare another batch. In order to reduce
idle time, the query can be constructed using stale data. In our work, the batch is
not constructed in parallel, however a large enough batch can be generated in order to
supply a crowd-sourcing demand.

Xu et al. [2003] used clustering in order do obtain a diverse batch. A Support
Vector Machine is used in order to select an initial set of unlabeled instances that lies
close to the decision boundary. This set is then clustered and the most representative
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(medoid) instance of each cluster is added to the batch.
In [Shi et al., 2012], the Batch-Mode Active Learning setting is expanded to

the networked data scenario. Instances are nodes in a graph that can be related
through edges. In this way a query batch is constructed aiming to select instances
with high uncertainty, high impact (isolated nodes would not have great impact on
unlabeled data) and minimum redundancy (instances in a batch should be distinct).
These characteristics are weighted in a formula and used to construct the query batch
iteratively.

Although the discussed methods allow the use of multiple oracles in parallel, it
is still mandatory to continuously update the model and generate a new batch. In a
corporative scenario, in which analysts are paid hourly to label instances, continuously
updating the model means that analysts’ time is being wasted on waiting. In order to
adequate the algorithm execution to the corporative schedule a novel Active Learning
mode is presented in this dissertation. If instances are queried in the form of an
arbitrarily large ranking of instances, the model could be updated, for example, once
a day, avoiding analysts’ idle time.

Batch-Mode Active Learning methods can be divided into two major groups.
Methods of the first one construct the batch iteratively, that is, instances are selected
one at a time. Methods in the second group construct a batch given its informativeness
as a whole, that is, there are no selections of isolated instances. The first group
is the one that is closer to the scenario proposed in this dissertation, being easily
adaptable for querying a ranking of instances. In this dissertation, a general framework
is proposed for weighting diversity and informativeness of instances in order to build a
query ranking. This framework can be used for adapting some of the discussed methods
to the Ranked Batch-Mode Active Learning scenario. One advantage of our framework
is that the parameter that weights factors is explicitly defined, avoiding the necessity
of tuning its value.

Methods that choose the batch as a whole are not suitable for the proposed
scenario because there is no relative ordering of the instances of the batch. For example,
selecting a batch with size equal to the number of unlabeled instances would return
the unlabeled set as a query. Since there is no pre-defined labeling order, the oracle
would label instances in a random fashion.
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2.4 Concluding Remarks

In this chapter we presented a review on Active Learning, as well as a comparison among
Batch-Mode Active Learning methods. As discussed, Batch-Mode Active Learning
methods are not suitable for generating large batches due to the absence of ordering
within the query. This makes these methods not suitable for scenarios with time and
budget constraints.

In this dissertation, a general framework for solving the Ranked Batch-Mode
Active Learning is proposed and possibilities of using this framework with current
methods is later discussed.



Chapter 3

Ranked Batch-Mode Active
Learning

In this chapter we present the Ranked Batch-Mode Active Learning problem and com-
pare it to the traditional Batch-Mode Active Learning. We also introduce the frame-
work for solving this problem along with its main components.

3.1 Problem Definition

It is usual for enterprises and research groups that employ Machine Learning algorithms
in their workflow, to have a limited budget for content labeling. Using Active Learning
can lead to a better use of the available resources, but this could also imply in analysts’
idle time, while the learner is building the next query.

There are two main problems in the traditional Pool-Based Sampling which com-
plicates its use in corporate scenarios:

• The impossibility to use multiple oracles in parallel. Only one instance
is selected for labeling at each iteration.

• The necessity of executing the algorithm for each instance to be la-
beled. Frequent interruptions for building new queries may compromise the
efficiency of the whole labeling process, mainly when the cost of process is high,
which is usually the case, as many possible candidate instances have to be eval-
uated.

By analyzing the Batch-Mode Active Learning strategy, one can note that it
provides only partial solutions for the aforementioned problems. Since the learner

23
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is able to query multiple instances at once, it is possible to use multiple oracles in
parallel. However, an uncontrolled increase of the batch size without any treatment of
the query can lead to poor use of oracle resources. In other words, arbitrarily increasing
the number of queried instances converges to a random strategy given that there is no
relative ordering inside a batch. This is also an issue when reducing the frequency at
which the algorithm is iterated. Although the number of times that the execution has
to be interrupted for building new queries is smaller, compared to traditional Pool-
Based Sampling, it may still be inconveniently frequent. For example, if the batch has
5 instances, the query has to be generated again every 5 new instances. This can be
seen as a tradeoff between the batch quality and its size.

In this context, our work’s goal is to create a workflow of document labeling that
is more suitable for several business models. For doing so, we present a new Active
Learning strategy that generates an ordered batch of instances, in order to make the
labeling task more productive, more suitable for multiple oracles (in parallel) and
more easily adjustable to any budget. As far as we know, this dissertation is the first
formalization of this problem.

The Ranked Batch-Mode Active Learning problem relaxes the Batch-Mode Active
Learning by generating an arbitrarily long list of instances in the order they should be
labeled by the oracle. The oracle chooses the number of instances to label before the
learner model is updated and, if necessary, another query is constructed. With these
characteristics it is possible, for example, to execute the algorithm only once a day,
generating an instance ranking that is sufficient for the analyst to work at her own
pace.

As discussed before, in the Ranked Batch-Mode Active Learning the learner
should query instances not as a batch set, but as a ranked list in descending order
of informativeness. The main idea is that, by labeling instances in the ranking order, it
is possible to obtain classifiers that maximize a given metric like Accuracy or MacroF1
as soon as possible.

In Figure 3.1, we present the workflow of Ranked Batch-Mode Active Learning
problem. Given the set of already labeled instances and the set of unlabeled instances,
the learner generates a ranking containing unlabeled instances in the order that they
should be labeled. The oracle labels one or more instances that are incorporated by
the learner before a new query is constructed. This process repeats while there are
unlabeled instances and available resources (e.g. budget).

More formally, the Ranked Batch-Mode Active Learning problem is given by
Definition 2.
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one or more instances are labeled by oracles
in the ranking order

Model generates
ranking of informative

instances

Unlabelled
instances

1. i_23
2. i_48
...
n. i_n

Figure 3.1: Ranked Batch-Mode Active Learning overview

Definition 2 Let D be a training set containing instances di = (xi, ci) where xi is a
vector containing values for each attribute and ci ∈ C a categorical feature indicating
its class. Let U be an unlabeled set consisting of instances ui = (xi), that is, only
the attribute values are known. The Ranked Batch-Mode Active Learning generates a
ranking Q containing instances of U in the order that they should be labeled by the
oracle, aiming to maximize the performance of a given classifier as instances in Q are
labeled.

In this work, the Ranked Batch-Mode Active Learning is solved by ranking in-
stances using a framework that weights the classifier uncertainty in predicting each
instance along with a diversity score. This score is responsible for measuring the dif-
ference of feature values between a given instance and the currently selected training
set. The next sections contain details about our ranking framework.

3.2 Overview

The proposed method aims to give more flexibility to the Batch-Mode Active Learning
scenarios by relaxing the necessity of frequently executing the algorithm. As presented
in Figure 3.2, the technique is employed continuously in three steps.

In the first step, Uncertainty Estimation, a classifier is trained with all labeled
instances and classifies each instance that should be ranked. The confidence of each
classification is then used for associating an uncertainty score with its corresponding
instance. The information obtained in the previous step is then used in the Ranked
Batch Construction stage in which the instances are ranked. The resultant rank is
forwarded to the Labeling by an Oracle. The oracle labels one ore more instances,
in the ranking order, and requests another iteration of the method. The amount of
content that must be labeled is not fixed and can be adjusted. Also, at any time, the
cycle can restart and incorporate the feedback provided.
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Figure 3.2: Overview of Ranked Batch-Mode Active Learning Framework
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Figure 3.3: Detailed overview of Ranked Batch-Mode Active Learning Framework

Figure 3.3 illustrates this overview. The Uncertainty Estimation step generates
two new sets. The first one is the UUNCERTAINTY which contains all instances in U ,
along with the respective uncertainty scores, that were not yet ranked. The second one
is DESTIMATED that represents instances already in Q or belonging to the labeled set
D at each iteration. During the ranking construction this set represents the expected
training set given that all instances already in Q are annotated. Step (b) consists
in updating the similarity scores of each instance in UUNCERTAINTY with regards to
expected training set DESTIMATED. Given the calculated uncertainty (a) and similarity
(b) scores, the instance that is expected to bring more information is selected in Step
(c). The instance with higher score in Equation 3.1 is selected, inserted in Q and
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removed from set UUNCERTAINTY. This process for ranking construction continues until
UUNCERTAINTY is empty or a pre-defined number of instances is selected.

finalScore = α× similarityScore + (1.0− α)× uncertaintyScore. (3.1)

Note that the α parameter is responsible for weighting the impact of each factor
in the final score. The main idea is to use this parameter to prioritize diversity on
the initial iterations (global view of instance space) while, with the increase of the
labeled content, shift the priority to instances in which the classifier is uncertain about.
This is based on the assumption that the higher the uncertainty of the classifier on a
given instance, the more informative this instance is to the classification process. This
happens because instances for which the classifier is not confident usually lie in regions
of class boundaries that are being defined by the process.

Finally, in Step (d) the generated ranking Q is presented to one or more oracles
for labeling. The content labeled is then incorporated in D, removed from U and the
process of ranking construction restarts with the updated sets. This whole process is
detailed in Algorithm 1.

Algorithm 1 Ranked Batch Active Learning algorithm
Procedure RankedBatchActiveLearning
Input: A set with manually labeled instances D
Input: A set with unlabeled instances U

1. UUNCERTAINTY = UncertaintyEstimation(D, U)
2. DESTIMATED = D {DESTIMATED is the set of instances labeled or ranked}
3. Q = EmptyList() {Q is the instance ranking}
4. for u < |U| do
5. s = SelectInstance(DESTIMATED, UUNCERTAINTY)
6. DESTIMATED = DESTIMATED ∪ s
7. UUNCERTAINTY = UUNCERTAINTY − s
8. InsertIntoList(Q, s)
9. u = u+ 1

10. end for
11. L = WaitForOracleLabel(Q) {L is the set of instances labeled in this iteration}
12. D = D ∪ L
13. U = U − L
14. return (D,U)

The uncertainty estimation (line 1) is the process of estimating the informative-
ness of a given instance and is discussed in Section 3.3. As shown in Chapter 2, the
challenge of ranking multiple instances lies in prioritizing informative documents that
present diversity with already selected ones. This is achieved by weighting (line 5) the
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uncertainty with a similarity score, which is further discussed in Section 3.4.

3.3 Uncertainty Estimation

At each iteration, an uncertainty score is calculated for each instance in the current
test set U . This score aims to select instances in which a given classifier is not confi-
dent regarding their predictions using the current training set D. In other words, an
uncertainty score is obtained by training a classifier with the current training set D
and processing, for each test instance u ∈ U , its probability of belonging to each known
class. These probabilities are then further processed in order to obtain an uncertainty
score.

Different estimators can arise from different combinations of classifiers and un-
certainty measures. The parts that comprise the Uncertainty Estimator are discussed
next: the classifier in Section 3.3.1 and the generator of the uncertainty score in Section
3.3.2.

3.3.1 Classifiers

The classifier is the core of the uncertainty estimator. It is expected to provide the
probabilities of a given instance belonging to each known class. A classifier that is a
good fit is the one that outputs probabilities that are close to the real hit rate. That
is, if the classifier outputs a given class with 80% confidence, then it is expected that
it will be correct approximately 80% of the times.

In this work, three different classifiers were considered as the core of the uncer-
tainty estimator: K-Nearest Neighbors (Knn), Gaussian Naïve Bayes (NbGauss) and
Rocchio. They were chosen based on the execution speed and the possibility to work
with real-valued attributes without the necessity of discretizing its values1. This way
we avoid the impact of discretization in the obtained results. Each of these classifiers
are explained next.

Knn

k -nearest neighbors (or simply, Knn) is a type of instance based learning (or lazy
learning) algorithm in which the classification model is approximated locally, that is,
the decision boundary is defined considering each training document independently
[Cover and Hart, 1967]. The main calculations of the Knn algorithm is deferred until

1Other classifiers that could work well in our problem (such as decision trees) require complex
discretizations which may not work properly in scenarios with no or only a few labeled instances.
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?

Figure 3.4: Knn classifier example

a test instance is provided. The document with unknown label is then assigned to the
majority class among those of its k neighbors.

Figure 3.4 presents an example of classification with k = 3. This example is a
two-dimensional binary classification problem, that is, the instances are mapped to a
two-dimensional plane and there are two classes in C: triangles and circles. Given an
unknown instance (star) its nearest neighbors are fetched and its class is predicted as
triangle.

The knn classifier can output the number of neighbors that were responsible for
a given class selection, but the uncertainty estimator needs probabilities for each class.
Obtaining the necessary probabilities is a matter of dividing the number of neighbors by
the k parameters. In the previous example, the probability of the class being predicted
as triangle is the number of nearest neighbors that are triangle divided by the total
number of neighbors, p = 2/3 = 0.66.

In order to select the nearest neighbors, it is necessary to set the k parameter
and use a similarity function that is meaningful to the specific domain. Throughout
this work, the Euclidean2 is the similarity function for the knn uncertainty estimator
and the k value is set to 10. This parameter is set to a fixed value and not defined in a
cross-validation process because of the small size of the evaluated datasets. Evaluating
the impact of the k parameter in the uncertainty estimation is beyond the scope of this
work and instructions for choosing a good value are presented in Section 4.4.1.

The Knn algorithm for predicting a class of a test instance is given by Algorithm
2.

Gaussian Naïve Bayes

The Naïve Bayes classifier is a simple probabilistic classifier that applies the Bayes’
theorem [Bayes and Price, 1763] for estimating the probability of an instance belonging
to a given class, that is, P (c|t) being c a given known class and t a document with

2The Euclidean similarity function in discussed in Section 3.4.1
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Algorithm 2 K-nearest neighbors prediction
Procedure KnnPredict
Input: A set with manually labeled instances D
Input: A test instance t with unknown label
Input: The number k of nearest neighbors that should be considered

1. sim = EuclideanSimilarity(D, t) {compute similarity between t and every instance
in D}

2. sim = SortDescending(sim)
3. c, count = CountClassFirstKInstances(sim, k) {determine the most frequent class

and its count among top-k instances}
4. p = count / k {calculate confidence in prediction}
5. return c, p

unknown class. With the Bayes’ theorem, this probability is rewritten as Equation 3.2.

P (c|t) = P (c)× P (t|c)
P (t)

(3.2)

In order to reduce the complexity of the P (t|c) calculation, the different features
(fi) of t are assumed to be independent, resulting in Equation 3.3.

P (t|c) = P (f0, f1, . . . , fn|c) = P (f0|c)× P (f1|c)× . . .× P (fn|c) (3.3)

This is a rather strong assumption that does not always hold true, thus the name
“naïve”. Although, in practice, this classifier presents good results [Zhang, 2004].

The estimation of P (fi|c) can vary in different implementations of the algorithm.
In this work, each feature is considered to have a normal distribution with mean (µ)
and variance (σ) estimated from the training set [John and Langley, 1995]. Equation
3.4 presents the final estimation formula for P (fi|c).

P (fi|c) =
1

σi ×
√
2π
× exp

(
−(fi − µi)2

2σi

)
(3.4)

The class that is assigned to t is the one with biggest probability P (c|t). Because
the comparison between probabilities defines the class, and the denominator is constant
for a given instance (P (t)), such denominator can be ignored. Note that this version
of the Naïve Bayes classifier assumes that features are normally distributed, which can
hinder the performance of the algorithm if the dataset does not hold this assumption.
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?

Figure 3.5: Rocchio classifier example

Rocchio

Finally, Rocchio is a relevance feedback process that allows a user query to be modified
given its feedback and it aims to provide results that better approximate his interests.
This algorithm was later adapted to the classification scenario by Hull [1994].

This classifier uses all information of class membership provided in D to sum-
marize each known class. This summarization happens in the form of a class centroid
that can be, for example, an average of the instance vectors. The prediction process is
accomplished by assigning to the test instance the same class of the closest centroid.
In order to measure the similarity between a given centroid and an instance, similar to
the Knn classifier, it is necessary to use a similarity function. Because of its popularity,
the Euclidean distance is used throughout this work.

Figure 3.5 illustrates the Rocchio execution. The example is a binary problem:
two centroids are calculated, each being the average position of the instances belonging
to its class. The centroids are represented by a dark circle and a dark triangle. Given
an instance with unknown class, represented by the star, the algorithm compares the
distance between the instance and each centroid. The class of the closest centroid is
then assigned, in this case, triangle.

In order to provide the necessary probabilities, the similarity to a centroid can be
divided by the sum of similarities with all centroids. This way, the perfect probability
is achieved when the instance is in the same position of a given centroid, sharing no
similarities with other ones.

The Rocchio training procedure used in this dissertation is defined by Algorithm
3. After this model is constructed, an instance with unknown label can be predicted
by using Algorithm 4.
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Algorithm 3 Rocchio training procedure
Procedure RocchioTrain
Input: A set with manually labeled instances D

1. {compute the average position of instances for each class}
2. centroids = CalculateCentroids(D)
3. return centroids

Algorithm 4 Rocchio classification
Procedure RocchioPredict
Input: Centroids of each known class
Input: A test instance t with unknown label

1. bestSim = 0.0
2. bestClass = −1
3. simSum = 0.0
4. for all c ∈ centroids do
5. sim = EuclideanSimilarity(c, t)
6. simSum = simSum+ sim
7. if sim > bestSim then
8. bestSim = sim
9. bestClass = c

10. end if
11. end for
12. p = bestSim/simSum {calculate confidence in prediction}
13. return c, p

3.3.2 Uncertainty Score

After the probabilities are output by the chosen classifier, they must be converted to
an uncertainty score. In this dissertation the Least Confident uncertainty score is used.

This uncertainty score aims to prioritize instances in which the class is predicted
with a small confidence. In other words, this score is given by 1.0 minus the probability
of the predicted class. Let pci be the probability of an instance belonging to class ci,
then the Smallest Probability score can be formally described by Equation 3.5.

s = 1.0−max
i
pci (3.5)

This is the chosen method for generating the uncertainty score due to three
characteristics as follows.

Simplicity: It is straightforward to interpret the metric result, making it easier to
identify trends and explain results.

Datasets with different number of classes: Each dataset used in the experimen-
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tal evaluation has a different number of classes. It is easier to compare results
across datasets when the metric has a similar behavior independent of the num-
ber of classes. Entropy, for instance, sums up a probability component for each
class available in the dataset.

Minimization of classification error: This metric prefers instances that would
help the model to better discriminate among specific classes.

3.4 Instance Ranking

After the Uncertainty Estimation step, the uncertainty score of every instance in U is
calculated. This information can then be used in the Instance Ranking phase which
is the core of the proposed framework. Instances are iteratively selected until the
construction of the ranking Q is finished. In order to choose the most informative
instance at each step, two criteria are considered: the uncertainty score of classifying
the instance given the current labeled set (D) and the similarity score between the
instance and the current estimated training set (DESTIMATED).

The similarity score between an instance and DESTIMATED is calculated as being
equal to 1.0 minus the highest similarity between the provided document and an in-
stance belonging to the augmented training set. The main idea is to give high scores
to instances that do not share much similarity with already labeled documents. In
this way, this score prioritizes instances that will help explore unknown parts of the
instance space. This method for computing the similarity between an instance and a
given set is described by Algorithm 5.

Algorithm 5 Set Similarity
Procedure SetSimilarity
Input: A set with instances S
Input: An instance i to be evaluated

1. biggestSim = 0.0
2. for all s ∈ S do
3. sim = SimilarityFunction(i, s)
4. if sim > biggestSim then
5. biggestSim = sim
6. end if
7. end for
8. return (1.0− biggestSim)

The SimilarityFunction used by Algorithm 5 can be any function able to map a
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pair of entities from the instance domain (I) to a real number v : 0 ≤ v ≤ 1. It repre-
sents the resemblance between the instances and must hold the following properties:

1. f : I × I −→ R+

2. Non-negativity: ∀x, y ∈ I, f(x, y) ≥ 0

3. Maximality: ∀x, y ∈ I, f(x, x) ≥ f(x, y)

4. Symmetry: ∀x, y ∈ I, f(x, y) = f(y, x)

Four similarity functions are used in this dissertation: Chebyshev, Cosine, Eu-
clidean and Manhattan. Some of these metrics are actually distance metrics, thus
adapted versions were used in order to hold the discussed requirements. The functions
used throughout this work are further discussed in Section 3.4.1.

Every time a new instance is added to Q, every document in UUNCERTAINTY must
have its rank calculated. Such a rank is a real value that is a weighting between the
uncertainty score and current DESTIMATED similarity. The weighting, represented by
the α parameter, is used for changing the primary focus of the method according to
the amount of labeled instances available. This idea comes from the intuition that
when few instances are labeled, it is better to explore the unknown instance space
whereas when a larger training set is available, the uncertainty estimation increases its
importance providing better choices.

Algorithm 6 Select Instance
Procedure SelectInstance
Input: The set DESTIMATED that represents D ∪Q
Input: The set UUNCERTAINTY of unlabeled instances, not in Q, tagged with uncer-

tainty score
Input: Current α parameter

1. bestScore = −1.0
2. bestInstance = nil
3. for all u ∈ UUNCERTAINTY do
4. sim = SetSimilarity(DESTIMATED, u)
5. uncertaintyScore = UncertaintyScore(u)
6. score = α× similarity + (1.0− α)× uncertaintyScore
7. if score > bestScore then
8. bestScore = score
9. bestInstance = u

10. end if
11. end for
12. return bestInstance
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In Algorithm 6, the α parameter is dynamically set based on the training and test
set sizes. This way, it is possible to shift the instance prioritization from diversity to
uncertainty. More formally, α is set as being the ratio between the training set size and
the total available instances, as defined in Equation 3.6. This parameter is updated
every time new labeled content is provided by the oracle.

α =
|U|

|D|+ |U|
(3.6)

3.4.1 Similarity Functions

The Similarity Function along with the Uncertainty Estimator are the main components
of the proposed framework. Different similarity functions are used in this dissertation:
Chebyshev, Cosine, Euclidean and Manhattan. Note that the similarity function, as
stated before, can vary given the problem domain. For example, in text classification,
the Tf-Idf Cosine similarity [Baeza-Yates and Ribeiro-Neto, 2011] may be the best
choice.

Chebyshev

The Chebyshev distance is the metric defined in a vector space in which the distance
between two vectors is the greatest of their differences along any coordinate dimension.
In order to obtain a similarity metric with the properties discussed in Section 3.4
the complement of the normalized distance must be used. Let mi be the maximum
difference possible in feature i in a dataset. pi is the value of feature i in vector p and
qi the value of feature i in vector q. Then the Chebyshev similarity function is defined
by Equation 3.7.

ChebyshevSim(p, q) = 1.0−max
i

|pi − qi|
mi

(3.7)

Cosine

The Cosine similarity measures the cosine of the angle between two vectors. Since
the resultant value can be negative, the function was adapted in order to provide only
values between 0 and 1. Let pi be the value of feature i in vector p and qi the value of
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feature i in vector q. Then the Cosine similarity function is defined by Equation 3.8.

CosineSim(p, q) =
|p.q|

‖ p ‖‖ q ‖
=

|
∑
i

pi × qi|√∑
i

p2i ×
√∑

i

q2i

(3.8)

Euclidean

The Euclidean distance is defined as the length of the line segment connecting two
points in the Euclidean n-space. Since this is a distance metric it must be adapted to
comply with the properties discussed in Section 3.4. The complement of the normalized
distance is used as a similarity function. Let pi be the value of feature i in vector p, qi
the value of feature i in vector q and m the greatest Euclidean distance between two
vectors of the dataset. Then the Euclidean similarity function is defined by Equation
3.9.

EuclideanSim(p, q) = 1.0−

√∑
i

(pi − qi)2

m
(3.9)

Manhattan

The Manhattan distance is the sum of the absolute difference of coordinates. Since
this is a distance metric it should be adapted to be used as a similarity function. The
complement of the normalized metric is used. Let pi be the value of feature i in vector
p, qi the value of feature i in vector q and m the greatest Manhattan distance possible
in the dataset. Then the Manhatttan similarity function is defined by Equation 3.10.

ManhattanSim(p, q) = 1.0−

∑
i

|pi − qi|

m
(3.10)

3.5 Cold Start

When there is no training data available, that is, D = ∅, there is no way to assign
uncertainty scores to instances in U . Since the uncertainty score is undefined in this
scenario, a special treatment is necessary. The problem of running the Active Learning
algorithm without prior labeled information is known as the Cold Start problem.

The first instance that is selected by the algorithm play an important role not
only in the first ranking constructed but also in all subsequent generated rankings.
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This happens because the first selected instance can influence the direction taken by
the learner in the exploration of the instance space. A bad initial selection can make
the learner ignore certain regions of the instance space or, in extreme cases, completely
overlook certain classes.

Consider one class composed of sub-concepts or clusters, as in a dataset compris-
ing published articles of different domains. For example, for the "Computer Science"
class there are different sub-groups like artificial intelligence, databases and image pro-
cessing that have different vocabularies. The missed cluster effect [Schütze et al., 2006]
is defined as the problem faced by the Active Learning algorithm when it knows only
some sub-concepts of the class, becoming overly confident about the class boundary.
As a result, the algorithm focuses on exploring a given area of the instance space at
the expense of missing others. This problem can become even worse, with the learner
completely overlooking certain classes. This special case of the missed cluster effect is
called missed class effect and it is further described by Tomanek et al. [2009].

When the training set is empty, our framework assigns the same score to every
instance in UUNCERTAINTY since the similarity score is 1 (there are no instances in
DESTIMATED) and there is no uncertainty score (D is empty). This means that, in this
setting, the initial instance would be randomly chosen. In order to make a better initial
selection (that will hopefully steer the classifier search into a better region) a simple
heuristic is used. The instance selected when D = ∅ is the one that has the highest
average similarity with instances in U . The intuition is: the instance that shares more
similarities with the dataset will help the learner to explore unexpected regions, given
that in the first iterations of the algorithm the diversity is prioritized over uncertainty.
Algorithm 7 presents the method used for choosing the initial seed when no initial
training is provided.

In Chapter 4 the presented heuristic for selecting the first instance of the query
when no training is provided is evaluated and compared to a random strategy.

3.6 Concluding Remarks

In this Chapter we introduced a new problem: Ranked Batch-Mode Active Learning
which aims to relax some of the Batch-Mode Active Learning assumptions: 1) the
batch size can be indefinitely large since the query is presented not as an unordered
batch but as an instance ranking organized in the order that should be labeled by
an oracle; 2) the oracle may also choose when to update the learner’s model, making
its execution less frequent. The main objective is to allow the use of Active Learning
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Algorithm 7 Seed selection
Procedure ChooseSeed
Input: The set of unlabeled instances U

1. bestAverageSim = −1.0
2. bestInstance = nil
3. for all u1 ∈ U do
4. averageSim = 0.0
5. for all u2 ∈ U do
6. if u1 6= u2 then
7. sim = SimilarityFunction(u1, u2)
8. averageSim = averageSim+ sim
9. end if

10. end for
11. averageSim = averageSim/(|U| − 1)
12. if averageSim > bestAverageSim then
13. bestAverageSim = averageSim
14. bestInstance = u1
15. end if
16. end for
17. return bestInstance

methods in real world scenarios in which analysts cannot wait for multiple executions
of the algorithm in order to annotate unlabeled instances.

The proposed method works by building the query one instance at a time. The
appended instance is the one that has a good uncertainty score and brings diversity
to the group of already selected or labeled instances. By weighting these factors, it is
possible to prioritize diversity on the first iterations and uncertainty in the later ones,
which is consistent with the intuition that one should start by having a macro vision
of the instance space and should end having a refined vision of the class boundaries
regions.

Two main components of the proposed method were also presented: the uncer-
tainty score is calculated given the output of a core classifier, and the diversity score
is calculated given a similarity function. There are different combinations of both and
it is crucial to choose one that is meaningful to the dataset domain.

Finally, the cold start problem was presented as well as a workaround, in which
the first instance is selected by a heuristic that is expected to provide a good initial
direction for the instance space search.



Chapter 4

Experiments

This chapter presents the experimental validation of the proposed method along with
studies regarding Uncertainty Estimators, Similarity Functions and the strategy used
to tackle the cold start

The datasets used in the experimental evaluation are described in Section 4.1.
The evaluation process is described in Section 4.2 along with the utilized metrics. An
evaluation of Uncertainty Estimators and Similarity Functions is presented in Section
4.4. This section also presents an initial discussion about how to choose these com-
ponents along with the impact of each factor calculated by a factorial experimental
design. Section 4.5 presents a discussion on the proposed strategy for solving the cold
start problem. The instance ranking generated by the proposed method is compared
to a random ranking strategy in Section 4.6. Section 4.7 presents a comparison be-
tween the proposed method and traditional Active Learning algorithms, including a
Pool-Based Active Learning and a Batch-Mode Active Learning method.

4.1 Datasets

Datasets from different domains are used in order to assess the performance of the pro-
posed framework. The chosen datasets were selected from the UCI Machine Learning
Repository [Frank and Asuncion, 2010] because of its variety of domains and for being
well known by the Machine Learning community. These datasets were chosen based on
the diversity of applications and on the class and feature values. More specifically, the
classes are categorical attributes and the datasets share the same feature domain (real
numbers) in order to allow the use and comparison of the same Uncertainty Estimators
and Similarity Functions. Table 4.1 details these datasets while Figure 4.11 shows the

1Note that the scales on the y-axis are different for each dataset
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Figure 4.1: UCI Datasets’ instances by class

number of instances in each class for all selected datasets. Note that the class distri-
bution in some datasets are very skewed. For example in the ecoli dataset, there are
two classes (6 and 7) that have only two instances each. Furthermore, the majority of
the datasets have less than six hundred instances. These characteristics impact on the
way that experiments are conducted as we further explain in Section 4.2.

Table 4.1: UCI Datasets’ characteristics.

Dataset Description # classes # features # instances

ecoli Protein site localization 8 7 336

glass Glass type identification 6 9 214

iris Iris plants identification 3 4 150

wdbc Breast cancer diagnosis 2 30 569

wine Wine recognition 3 13 178

yeast Protein site localization 10 8 1484

4.2 Experiment Setup

For assessing the quality of the output ranking, the datasets were randomly split in
half multiple times. Each split pair is then used in the following way. The first set is
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Figure 4.2: Experimental setup overview

the unlabeled set (U) that contains the instances to be ranked or selected. In some
of the executed experiments, a few instances were labeled as a seed. In this case,
these instances were extracted from this same set. The other set is the test one (T ),
containing instances to be used only in the evaluation. Given that the used data is split
at random, in order to guarantee statistical validity, 40 different splits are generated
for each dataset, and the results are presented along with confidence intervals with
95% of confidence level.

Figure 4.2 presents an overview of the general execution of one split. The un-
labeled data is fed to an Active Learning algorithm. This algorithm selects which
instances should be queried and retrieves their classes. After running one or more
times, it returns an instance list with the instances originally in U ranked in the order
that labels should be obtained. This ranking is then evaluated by measuring the qual-
ity of classifying T using increasing portions of the ranked list. The final result of the
execution is a chart of classification quality versus the number of instances in Q used
for training.

In this work, a Knn classifier is used for evaluating each portion of the generated
ranking. The k parameter is selected by a cross-validation on the current portion of the
ranking being used as train. This was the chosen classifier, among the ones we tested,
due to performance issues and mainly its good effectiveness in the evaluated datasets.
Note that this classifier is used in the Ranking evaluation and it is independent of the
one used in the Uncertainty Estimator.

Before presenting the actual experiments and results, an overview of the adopted
metrics is presented in Section 4.3.

4.3 Evaluation Metrics

Let Q@x be the set containing the first x instances of Q. For each list of size x
the quality of the classification is estimated using T . This is measured by training
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a classifier with the set Q@x and classifying the set T . The resultant classification
is evaluated by calculating its Accuracy and MacroF1. In this work the classification
algorithm used for the evaluation is the KNN algorithm [Cover and Hart, 1967] with
k defined by a cross-validation [Kohavi, 1995] on the set Q@x. This algorithm is used
because of its good results and efficiency on the used datasets.

Accuracy

The accuracy measures the ratio of instances in T that were correctly predicted by the
classification algorithm. Equation 4.1 presents the accuracy formula in the Machine
Learning domain.

accuracy =
ncorrect

|T |
(4.1)

where ncorrect is the number of instances in T correctly predicted by the used classifier.
This metric represents how good (in general) the classification is, but it can lead to
false conclusions when used in datasets with skewed class distribution. For example,
considering a two class dataset with 99 instances of class c0 and one instance of class c1.
If the classifier predicts the whole set as belonging to class c0 the resultant accuracy
will be 0.99. Although this is a very good value, the problem objective may be to
correctly identify instances of class c1. In this situation the Accuracy is not a good
indicator of the quality. One way to weight every class equally, despite its size, is by
using the MacF1 metric, described next.

MacF1

Some Information Retrieval ranking measures [Baeza-Yates and Ribeiro-Neto, 2011]
were adapted to the Machine Learning context. In this work, specifically, precision,
recall and F1 are used. In the multi-class classification problem, these metrics are
defined for each class in C. Let TP c be the true positive ratio of a given class c, that is,
the number of instances predicted as, and really being, from class c; FP c be the false
positive ratio, that is, the number of instances erroneously predicted as being from
class c; and FN c be the false negative count, in other words, the number of instances
belonging to class c that are incorrectly predicted as belonging to another class. This
sets are illustrated by Figure 4.3.

Precision is defined as the ratio of instances correctly predicted as belonging to
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class c by all instances predicted as being of class c, as defined in Equation 4.2.

precisionc =
TP c

TP c + FP c

(4.2)

Recall is defined as the ratio of instances belonging to class c that are correctly
predicted as being from class c, as defined in Equation 4.3.

recall c =
TP c

TP c + FN c

(4.3)

In order to summarize the precision and recall values, the metric F1 can be used.
F1 is defined as the harmonic mean between precision and recall, as in Equation 4.4

F1 c =
2× precisionc × recall c
precisionc + recall c

(4.4)

All these metrics are defined for a binary problem (problem with two classes) or
for one class in a multi-class problem. In order to summarize the F1 scores in a single
number, the MacF1 is defined as the average of F1 s as Equation 4.5.

MacF1 =

∑
c∈C F1 c
|C|

(4.5)

The MacF1 gives equal weight to every class, that is, differently from the accu-
racy, misclassification of uncommon classes do heavily impact the final result. In this
way, accuracy and MacF1 can be seen as complementary metrics.

Area Under the Curve

The accuracy and MacF1 equations provide a way to measure the classification quality
for a given train Q@x and test T . It is necessary in our case, though, to measure the
overall quality of a ranking. That is, in order to make the method evaluation easier, a
quality metric must be associated with the whole ranking Q.
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Figure 4.4: Area Under the Curve

A typical result of evaluating Q can be seen in Figure 4.4. One way to obtain
a single number for the execution is to measure the area under the metric curve (the
colored area). This method is used for obtaining a single number from other types of
curves [Bradley, 1997] and captures the idea of having a high value for a given metric
in different parts of the curve. Since the measurements are discrete, the area is the
sum of the trapezoids between each two points. Algorithm 8 is used for calculating the
Area Under the Curve (AUC).

Algorithm 8 Area Under the Curve
Procedure AreaUnderCurve
Input: The vector x containing the ratio of the ranking used in each metric (x-axis)
Input: The vector y containing the metric result of each measure (y-axis)
Input: The number of observations n

1. auc = 0.0
2. i = 1
3. for i < n do
4. base1 = y[i− 1]
5. base2 = y[i]
6. h = x[i]− x[i− 1]

7. trapezoidArea =
base1+ base2

2
× h

8. auc = auc+ trapezoidArea
9. end for

10. return auc

Sometimes the interest is in investigating only the beginning of the curve. In such
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cases, the metric used is the AUC@x, i.e. the AUC metric calculated only considering
the first x% of Q.

4.4 Evaluation of uncertainty estimation and

similarity function

The uncertainty estimator and the similarity function greatly impact the result of
the proposed framework. These components should be adapted for specific problem
domains and possible complexity constraints. In this section, we present how to choose
good components for a given problem and analyze the impact of such a choice.

4.4.1 Uncertainty estimator

A good uncertainty estimator should provide a probability for each prediction that is
close to the real probability of being correct. That is, if the estimator predicts a given
class ci with probability pi, then this instance has a real probability, close to pi, of
belonging to class ci.

One way to visualize the probabilities of a given estimator is by plotting the
ratio of correct predictions for each estimated probability. This estimator can then be
evaluated by comparing this plot with the one of a perfect estimator. The probabilities
output by the classifier are real-valued, then they can be separated in bins. In this
work, three estimators are compared by the mean squared error (MSE ) across each
bin. The MSE is defined in Equation 4.6.

MSE =

n−1∑
b=0

(e(b)− p(b))2

n
(4.6)

where b is a bin with at least one prediction, n is the total number of bins with
predictions, e(b) is the correct predictions ratio of the estimator for bin b, and p(b) is
the correct predictions ratio of the perfect model for bin b. This way, the larger the
difference from the perfect model, the larger is the MSE value.

In order to compare the uncertainty estimators, the training set was split multiple
times in new training and a validation sets. The new training set is used to train a
given estimator, and the validation set is used to calculate the correct predictions ratio.
The test set is used in order to verify the relation between the calculated MSE and the
result of the proposed method execution.
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Figure 4.5: Uncertainty estimator quality for the glass dataset

In this work, three classifiers are compared as uncertainty estimators: the K
Nearest Neighbors using the euclidean distance and the k parameter set to 10 (Knn10 );
Rocchio using euclidean distance; and a Gaussian Naïve Bayes (NB Gauss). In a real
world scenario, k can be selected by considering the classifiers trained with different
parameters as different uncertainty estimators.

Figure 4.5 presents one sample of how the MSE is calculated. The bar plot (e(b))
represents the probability that the classifier made a correct prediction, and the Error
is the distance to the perfect model, that is |e(b) − p(b)|. In the dataset glass, the
Knn is the one that gets closer to the ideal model whereas the Rocchio classifier tends
to provide probabilities that are not really meaningful. This qualitative evaluation is
confirmed by the calculated MSE.

Table 4.2: Mean Squared Errors of uncertainty estimators

Dataset Knn10 Rocchio NBGauss

ecoli 0.003184± 0.002294 N 0.371932± 0.001193 0.064247± 0.019010

glass 0.009501± 0.000391 N 0.101414± 0.045563 0.075931± 0.000874

iris 0.012740± 0.004541 0.276062± 0.005645 0.005315± 0.000343 N

wdbc 0.004390± 0.000300 N 0.144769± 0.002631 0.045327± 0.001610

wine 0.014470± 0.000551 N 0.341014± 0.009549 0.023330± 0.012135

yeast 0.007522± 0.000088 N 0.124583± 0.000296 0.038520± 0.001047

Table 4.2 presents the calculatedMSE between the obtained probabilities and the
perfect model as well as the confidence intervals with 95% of confidence. The estimators
that are significantly better are marked with a N. In order to evaluate if the MSE is
a good measure of the estimator quality, the whole method was executed assuming
that the oracle would label one instance between each ranking calculation. That is,
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only the first instance of the ranking is used to update the model at each iteration
(ideal scenario). The similarity measure used in this experiment is the euclidean. The
AUC-MacF1 was then calculated using the generated ranking and the test set that
was originally kept apart.

Table 4.3: AUC-MacF1 of different uncertainty estimators

Dataset Knn10 Rocchio NBGauss

ecoli 58.04345± 2.03743 • 54.14583± 1.77268 58.12891± 1.96621 •

glass 46.07579± 1.76127 • 44.24015± 2.34076 • 36.82012± 1.70224

iris 91.05253± 1.17847 N 69.59344± 1.93440 87.14806± 2.25009

wdbc 90.01343± 1.20737 N 87.38219± 1.79822 88.92472± 1.24292

wine 91.00987± 0.80863 • 91.66246± 0.80805 • 91.32646± 0.96706 •

yeast 43.30552± 0.83688 N 30.53398± 1.33456 39.54735± 0.76823

Table 4.3 presents the Area Under the Curve of the MacF1 metric and the 95%
confidence intervals. The estimator with significantly better result is marked with a
N, when more than one algorithm does not show statistical difference, with 95% of
confidence, then the bullet mark (•) is used. As can be seen, the MSE results are
endorsed by the AUC-MacF1, being Knn10 the best uncertainty estimator in most
datasets.

Two datasets, though, are outliers in this experiment. The first one is the iris
dataset, in which the NbGauss provides the smallerMSE but not the best AUC-MacF1.
This may be explained by the fact that, although the NbGauss MSE is systematically
smaller than the Knn10 ’s, these two values are very close. By calculating the ratio
between the biggest and the smallest MSE it is possible to clearly see such a difference.
Equations 4.7 and 4.8 present the ratio for the ecoli and the iris dataset.

MSERatioecoli =
MSENbGauss

MSEKnn10
=

0.064247

0.003184
= 20.178077 (4.7)

MSERatioiris =
MSEKnn10

MSENbGauss
=

0.012740

0.005315
= 2.396989 (4.8)

The other interesting case occurs in the wine dataset. Whereas there are big
differences on the estimators’ MSE s, the resultant AUC-MacF1 s are equivalent with
95% confidence. This can happen in datasets in which the random baseline is strong or
the used metric (e.g. MacF1 ) stabilizes quickly (with few instances the metric achieves
a stationary point). In the first scenario a bad estimator, that assign scores randomly,
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will lead to selections close to the random sampling which may be a good choice given
the dataset. In the second scenario the quick stabilization of the metric shows that
adding more instances of the given dataset will not greatly impact the final result.
If this point is achieved with few instances than the resultant AUC will not be very
different. The latter is the case of the wine dataset. Throughout this work, we use
Knn10 as the uncertainty estimator due to its small average MSE.

4.4.2 Similarity function

The other key component of the proposed method is the similarity function for com-
paring a given instance with the currently ranked instances. A good similarity metric
is the one that returns a high similarity score for instances in the same class and a low
similarity score for instances in different classes. One way to measure the quality of
a given similarity function is by using the Mean Average Precision (MAP) [Manning
et al., 2008] in different datasets.

The Average Precision provides ranking evaluations by calculating the average
of the precision value obtained after retrieving each relevant document. Let R be the
set of relevant documents {d1, d2...dm} and ni the total number of documents retrieved
until document di. Then the Average Precision (AP) is defined by Equation 4.9.

AP =

m∑
i=1

pi

m
(4.9)

where pi is defined by Equation 4.10.

pi =
i

ni
(4.10)

In order to use AP to evaluate similarity metrics, one can consider the ranking
created by ordering the dataset instances in descending order of similarity given a
reference instance (query). Instances belonging to the same class as the query can be
considered relevant. Finally, the MAP is the mean of the AP calculated for each of
the dataset’s instances [Heuser et al., 2007].

Although the MAP provides a way to compute the average quality of the similar-
ity metric for different instances of the dataset, it fails to depict how consistent these
results are across different queries, allowing outliers to impact the final result. A good
similarity function should provide a good MAP value for queries of all classes, thus
a signal-to-noise ratio (SNR = µ/σ) of the AP is used. Let µ(AP) be the mean and
σ(AP) be the standard deviation of the AP values of all queries, then Equation 4.11
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presents the formula for the APSNR.

APSNR =
µ(AP)

σ(AP)
=

MAP
σ(AP)

(4.11)

In this work, four similarity metrics are compared: Chebyshev, Cosine, Euclidean
and Manhattan. In this set of experiments, the uncertainty estimator is fixed as the
Knn10, no seed for training is provided (D starts empty), and it is considered that
the oracle labels one instance at each iteration. This labeling process allows the α
parameter to distribute its weight equally between the uncertainty estimator and the
similarity function. This way we can assume that each component has an equivalent
contribution to the final result. The metric is calculated in each train/test split so
averages and confidence intervals can be provided.

Table 4.4: APSNR for different similarity metrics in each dataset

Dataset Chebyshev Cosine Euclidean Manhattan

ecoli 2.88929± 0.05616 3.15848± 0.06074 N 3.10008± 0.06167 3.11050± 0.05862

glass 2.40065± 0.05808 2.50758± 0.05540 2.51330± 0.06029 2.62972± 0.06122 N

iris 5.31531± 0.14527 7.04575± 0.36477 N 5.72698± 0.16771 5.79848± 0.17695

wdbc 4.66559± 0.09158 4.35074± 0.05995 4.91785± 0.08253 N 4.87181± 0.07644

wine 4.66710± 0.14012 2.89081± 0.03390 5.92183± 0.17684 6.26472± 0.17594 N

yeast 2.49917± 0.02408 2.52745± 0.02368 2.56371± 0.02556 2.66894± 0.02665 N

Table 4.4 presents the results of the APSNR for different similarity metrics as
well as the confidence intervals with 95% of confidence. The similarity function with
significantly better APSNR is marked with a N. In order to evaluate the relation between
this quality metric and the method result, the AUC-MacF1 of the generated ranking
was calculated using the test split.

Table 4.5: AUC-MacF1 of different similarity functions

Dataset Chebyshev Cosine Euclidean Manhattan

ecoli 57.272± 2.127 59.265± 2.206 N 58.043± 2.037 57.901± 2.132

glass 45.620± 1.852 • 46.558± 1.444 • 46.075± 1.761 • 46.265± 1.805 •

iris 91.277± 1.195 • 91.569± 1.428 • 91.052± 1.178 • 91.365± 1.179 •

wdbc 92.038± 0.926 94.322± 0.332 N 90.013± 1.207 88.923± 1.317

wine 90.792± 0.901 • 89.311± 1.058 91.009± 0.808 • 91.102± 0.969 •

yeast 42.882± 0.733 • 43.274± 0.825 • 43.305± 0.836 • 42.791± 0.670 •
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Table 4.5 presents the Area Under the Curve of the MacF1 metric and the 95%
confidence intervals. The similarity function with significantly better result is marked
with a N, when more than one algorithm does not show statistical difference, with 95%
of confidence, then the bullet mark (•) is used. As can be seen for all datasets, except
wdbc, the similarity metric with greater APSNR is the one with the best AUC-MacF1
or it is not significantly different from the best one with 95% confidence. This indicates
that APSNR can be used for evaluating similarity metrics, although in order for these
results to be conclusive, further experiments are necessary.

Table 4.6: Correlation between APSNR and AUC-MacF1

Dataset Pearson correlation

ecoli 0.8138943

glass 0.6403044

iris 0.7364903

wdbc -0.9600043

wine 0.9518166

yeast -0.4169952

Another sign of the relation between the APSNR and the method result is the
Pearson correlation between these two values presented in Table 4.6. The correlation
is held for most datasets. The yeast dataset presents a small negative correlation
mainly because of the similar performance of the different similarity functions. This
can be seen by the close APSNR and AUC-MacF1 values. The wdbc dataset is a clear
outlier and is the other dataset in which the correlation does not hold. This happens
because the dataset has only two classes with boundaries not easily determined by the
similarity functions. Given that no labeled instances are provided as seed, the classifier
does not know the number of classes in the problem. If the similarity function happens
to choose instances of the same class, only one concept will be known, thus hindering
the classification performance. In this scenario, a naïve similarity function can make
a better choice, for example, a random choice would lead to the knowledge of both
classes sooner.

This characteristic can be better visualized in Figure 4.6. In the beginning of the
ranking constructed using the Euclidean similarity (Figure 4.6a), the method fails to
select instances from both classes, thus achieving a constant MacF1 for approximately
10% of the initial labeled set. This start hinders the resultant AUC-MacF1. On the
other hand, the cosine function (Figure 4.6b) is able to discover both classes quicker
leading to better classification models early on.
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(a) Euclidean similarity function (b) Cosine similarity function

Figure 4.6: Comparison of the wdbc dataset result when using different similarity
functions

Given the presented results, throughout this work, unless noted otherwise, the
Cosine similarity function will be used due to its small average APSNR.

4.4.3 Impact of each component

One way to evaluate the impact of different components on the final method result
is by executing a 2kr factorial design [Jain, 1991]. In the experimental design, the
outcome of an experiment is called response variable and each variable that affects the
response is called factor or predictor. Each factor can assume different values (levels).

A full factorial design investigates every possible combination between factors
and levels. Given that the number of combinations can be very large, this factorial
design may be expensive. Thus, there is a simplification called 2kr design, in which
each of the k factors has only two levels evaluated. The r stands for the number
of times each experiment in repeated in order to measure experimental errors. This
factorial design is used as a primary investigation of which factors are relevant for a
deeper investigation.

The importance of a factor is represented by the response variation induced by
the different levels. Factors that explain a high percentage of variation are considered
the most relevant. Given that only two factors will be investigated in this work, the
22r factorial design can be summarized as follows.

1. Each factor is associated to a variable (xA and xB) representing the lower and
higher level:
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xk =

{
−1 if factor k assumes its lower level,
+1 if factor k assumes its higher level.

2. The response variable y is regressed on xA and xB values using a nonlinear re-
gression model of the form:

y = q0 + qAxA + qBxB + qABxAxB + e

where e is the experimental error and the q’s are the effects of given factor or
factor combination.

3. The effects q0, qA, qB and qAB are determined by expressions called contrasts,
which are linear combinations of average responses yi calculated based on multiple
observations of each possible combination of the variables. Being xAi and xBi

levels of xA and xB respectively, the observation is modeled as:

y = q0 + qAxAi + qBxBi + qABxAixBi

4. Once the effects have been computed, the model can be used to estimate the
response for any given factor values. The difference between the estimate (ŷij)
and measured value (yij) in the jth replication of the ith experiment represents
the experimental error: eij = yij − ŷij. The sum of the squared errors (SSE )
can then be used to estimate the variance of the errors and also the confidence
intervals for the effects:

SSE =
22∑
i=1

r∑
j=1

e2ij

5. The importance of a factor is measured by the proportion of the total variation in
the response that is explained by the factor. In order to calculate this proportion,
it is first, necessary to calculate the total variation of y, or the Total Sum of
Squares (SST):

SST =
∑
i,j

(yij − y)2 = 22rq2A + 22rq2B + 22rq2AB +
∑
i,j

e2ij
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where y is the mean of responses from all replications of all experiments. This
expression can then be rewritten, replacing each sum of square block with a
different notation:

SST = SSA+ SSB+ SSAB+ SSE

6. Each of the presented SS (sum of square) represents the variation explained by
a given effect of experimental error. Thus, the fraction of variation explained by
factor k is given by:

k =
SSk
SST

7. Assuming that errors are normally distributed with zero mean, then the variance
of errors can be estimated from the SSE as follows:

s2e =
SSE

22(r − 1)

Finally, the confidence intervals can be obtained by calculating the variance of
each effect as follows:

sq0 = sqA = sqB = sqAB
=

se√
22r

In this work, there are two main components to be investigated: the uncertainty
estimator (xA) and the similarity function (xB). The response variable is the Area
Under the Curve of the MacF1, considering that at each iteration one document is
labeled by the oracle. This way, by the end of the evaluation, the uncertainty and
diversity scores will have been equally weighted throughout the iterations. Since this
is a factorial design with replication, the whole split evaluation is conducted multiple
times, that is, the same splits are evaluated more than once in order to obtain confidence
intervals. This process is used in each dataset.

For the uncertainty estimator, the high level is considered to be the one with
smallest MSE (Section 4.4.1) and the low level is the strategy that assigns a random
score for each instance. The second factor has the high level set as the similarity
function with the highest APSNR (Section 4.4.2) with the low level being, similarly
to the uncertainty estimator, a random strategy that returns a random value for each
instance pair. In this way, it is possible to assess the impact of the proposed components
in the final result in comparison to a naïve strategy that outputs random scores. Given
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the small MSE, the high level of the Uncertainty Estimator will be fixed as being the
Knn10 classifier and the high level of the Similarity Function is fixed as the Cosine
one given its APSNR average value.

Considering that the classifier parameters should be calculated at each ranking
size Q@x, the generated rankings were evaluated multiple times in order to calculate
the error in the factorial design. Table 4.7 presents the amount of the variation that is
explained by each factor, being factor A the uncertainty estimator and B the similarity
function.

Table 4.7: Impact of each factor obtained by the factorial design

Dataset amount of variation explained by factor
A B AB Error

ecoli 0.878853 0.009723 0.109178 0.002244

glass 0.638297 0.012280 0.324248 0.025172

iris 0.423167 0.050760 0.288955 0.237115

wdbc 0.906906 0.083146 0.002133 0.007813

wine 0.146364 0.249922 0.598597 0.005115

yeast 0.781665 0.066102 0.151970 0.000261

The factorial experiment results confirm the intuition in the previous experiments.
The final impact of the uncertainty estimator is usually higher than the impact of the
similarity function. This means that it is usually better to invest in improving the es-
timation of the uncertainty. Two datasets show peculiar results: First, the iris dataset
that presents high error because the classification quality, in the ranking evaluation, is
highly dependent of the estimated parameter k. Second, the wine dataset in which a
big part of the final result is explained by a combination of both factors. This happens
because the response variable have similar values regardless of the component used.

4.5 Evaluation of the Initial Selection

The method proposed in this dissertation can be used to generate a full ranking even
when no labeled data is provided. In this scenario, there is no training information for
selecting the first instance to be labeled (the cold start problem presented in Section
3.5). In this work, this problem is overcome by selecting the first instance as the one
that is the best representative of the dataset, that is, the one that has more similarity
with the instances in U . The main idea is that the learner can start by selecting the
“most common” knowledge of the dataset.
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In this section, the proposed method for selecting the first instance is compared
to a random strategy. In the random strategy, a group with one or more instances
is randomly selected to compose the beginning of the rank. This is the methodology
normally used in Active Learning, and usually has competitive results because the
learner gets a sample that obeys the probability distribution of the data.

These two methods are compared by calculating the Area Under the Curve of the
first generated rank. That is, the method is executed without any provided label and
the generated rankings are compared. This set of experiments is divided as follows.
Section 4.5.1 compares the quality of a single ranking generated with a random initial
selection versus the proposed heuristic. Section 4.5.2 analyzes a similar scenario, but
the generated ranking is initiated with 20% of random instances. Finally, in Section
4.5.3 the impacts of the random and the heuristic initial selection strategies are studied
when instances are labeled by the oracle and the model is iteratively updated.

4.5.1 One Random Instance as Initial Selection

In this experiment, the proposed heuristic for initial selection is compared to a random
strategy. In the random strategy, the ranking is started with a random instance.
As discussed before, a bad start can hinder the performance of the whole generated
ranking.

Table 4.8: Comparison between the proposed heuristic for initial selection versus choos-
ing one random instance

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1 AUC-MacF1@20%
Random Heuristic Random Heuristic Random Heuristic Random Heuristic

ecoli 79.63 80.26 N 69.54 71.01 • 60.70 61.12 • 48.41 48.66 •

glass 55.70 55.10 • 37.52 35.59 • 47.80 47.13 H 25.14 24.80 •

iris 92.07 92.09 • 85.92 85.87 • 91.79 91.81 • 84.78 84.86 •

wdbc 94.25 94.31 • 90.06 90.31 • 93.83 93.83 • 89.38 89.36 •

wine 93.45 93.22 • 87.02 87.21 • 93.23 93.06 • 85.48 85.82 •

yeast 48.75 48.98 • 42.48 42.91 • 45.71 45.71 • 36.89 36.52 •

average 77.30 77.32 • 68.75 68.81 • 72.17 72.11 • 61.68 61.67 •

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

Table 4.8 presents the comparison between the proposed heuristic for selecting
the first instance versus selecting one random instance. Results indicate that there is
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(a) glass (b) wine

Figure 4.7: MacF1 comparison of the proposed heuristic for initial selection versus
starting with one random instance

no substantial difference between the strategies. The random strategy has, though,
the advantage of not requiring a big computational cost like the “most common” in-
stance selection method. Such similar results of the discussed strategies can be better
visualized in Figure 4.7. The results for the generated ranking are presented for two
datasets: glass and ecoli. The dark curve represents the proposed heuristic and the
light one represents the ranking started with the random instance. Both curves have
similar behaviors, not being clear, which one leads to better AUC values.

4.5.2 20% of the Unlabeled Instances as Initial Selection

Another discussed strategy for building the beginning of the ranking when no labeled
instances are provided is the random selection of a group of instances. In this ex-
periment the first 20% of the ranking is built by randomly selecting instances of the
unlabeled dataset. This is a small sample of the underlying probability distribution
and a reasonable estimate given the datasets sizes.

Table 4.9 shows the comparison results. Building the first 20% of the ranking
with random instances, as expected, makes the result on the beginning of the ranking
equal to the one of a random ranking. This can be a good strategy in datasets in
which the proposed method fails to build a good initial ranking. For example, in the
glass dataset, the accuracy is improved by the random initial selection (although the
AUC-MacF1 shows no significative improvement).

In general, the heuristic strategy presents results that are statistically equal or
better than the random initial selection. This indicates that the initial selection should
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Table 4.9: Comparison between the proposed heuristic for initial selection (one instance
selected) versus choosing a set of random instances

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1 AUC-MacF1@20%
Random Heuristic Random Heuristic Random Heuristic Random Heuristic

ecoli 80.02 80.26 • 70.09 71.01 • 59.58 61.12 N 41.02 48.66 N

glass 57.49 55.10 H 43.06 35.59 H 47.49 47.13 • 27.04 24.80 •

iris 92.25 92.09 • 83.53 85.87 • 91.89 91.81 • 81.68 84.86 N

wdbc 94.45 94.31 • 91.19 90.31 H 93.95 93.83 • 90.16 89.36 •

wine 92.36 93.22 N 80.87 87.21 N 92.06 93.06 N 78.19 85.82 N

yeast 49.06 48.98 • 43.71 42.91 • 43.62 45.71 N 29.55 36.52 N

average 77.60 77.32 • 68.74 68.81 • 71.43 72.11 • 57.94 61.67 •

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

be small (for example, one instance), and the proposed method should be used for
constructing the ranking normally.

(a) glass (b) wine

Figure 4.8: MacF1 comparison of the proposed heuristic for initial selection versus
starting with 20% of random instances

Figure 4.8 presents the comparison of strategies for the glass and wine datasets.
As can be seen, the MacF1 curve is worse than the curve presented in Figure 4.7 when
selecting an initial random set.
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4.5.3 Impact of the Instance Selection Strategy Throughout

the Ranking

Although the proposed heuristic and random strategy show similar results on the first
generated ranking, it is important to evaluate the impact throughout the ranking. As
discussed before, a bad start can hinder the performance of Active Learning algorithms
in subsequent choices.

In this experiment, the first instance is selected by one of the discussed techniques,
its label is queried and labeled. This information is incorporated by the algorithm and
a new instance is queried. This process is repeated until there is no instance left in U .
The idea is to assess whether the initial choice can lead to different rankings on the
long run.

Table 4.10: Comparison between the proposed heuristic for initial selection versus
choosing a random instance with one instance being labeled per iteration

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1 AUC-MacF1@20%
Random Heuristic Random Heuristic Random Heuristic Random Heuristic

ecoli 79.94 80.22 • 66.59 66.24 • 59.21 59.26 • 38.59 37.26 •

glass 57.10 56.09 H 42.20 40.09 H 47.82 46.55 H 24.38 21.51 H

iris 91.93 92.21 • 79.98 82.13 • 91.28 91.56 • 76.77 78.99 •

wdbc 94.60 94.84 N 89.98 90.71 • 94.10 94.32 N 88.79 89.34 •

wine 88.54 90.40 N 56.29 65.39 N 87.15 89.31 N 46.51 56.76 N

yeast 49.14 49.10 • 43.35 42.87 • 43.60 43.27 • 28.62 27.91 •

average 76.87 77.14 • 63.06 64.57 • 70.52 70.71 • 50.61 51.96 •

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

Table 4.10 presents the results for the ranking generated with one instance labeled
per iteration. As can be seen, usually, there is no difference between the two strategies.
The proposed heuristic though was able to achieve a 22% improvement in the AUC-
MacF1@20% on the wine dataset. Although the differences in averages of the different
methods are not statistically significant with 95% confidence, the proposed method
achieves higher averages for every metric. This can be seen as an indicative that the
proposed heuristic leads to better results, but further investigation is needed.

Figure 4.9 presents the comparison between the strategies on the glass and wine
datasets. In the dataset with the worst performance of the heuristic (Figure 4.9a), the
behavior of both curves are very similar. On the other hand, in the wine dataset it
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(a) glass (b) wine

Figure 4.9: MacF1 comparison of the proposed heuristic for initial selection versus
starting with a random instance. One instance is labeled and used to updated models
at each iteration.

is easy to see that the proposed heuristic leads to an improvement on the beginning
of the ranking, achieving a better classifier with fewer instances. This is an indicative
that, given the dataset, the additional cost of the heuristic can actually payoff.

Since the proposed heuristic shows a higher average for every metric, it will be
used for choosing the first instance of the ranking when no training set is provided.
Although, in a real world scenario this can be substituted by the random selection
strategy in order to avoid the additional computational cost.

4.6 Rank Quality Evaluation

In this section the quality of the generated ranking is compared to the random selection
strategy. Two different scenarios are studied. First, the full instance ranking is gener-
ated without a provided seed and considering that no label is provided by the oracle
(Section 4.6.1). Second, the proposed framework is used to generate a full ranking
when half instances are provided as seed, but no further instances are fed by the oracle
(Section 4.6.2). Both scenarios capture how the classification quality increases, consid-
ering that only one ranking is generated and no feedback is given to the algorithm. In
other words, the idea is to evaluate the quality of Q given D and U .
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4.6.1 Ranking Without Training Data

As previously discussed, one characteristic of the proposed framework is that the whole
set of instances can be ranked even if no seed or labels are provided. In this experiment,
the quality of this generated ranking is compared to the random sampling strategy. Al-
though counter-intuitive, the random sampling strategy can be a strong baseline given
the dataset characteristics [Settles, 2009]. This happens because the random strategy
provides an unbiased sample that obeys the underlying probability distribution.

A ranking Q is generated using the whole unlabeled set U . This ranking is then
used for evaluating the Accuracy and MacF1 of a classifier trained using increasing
portions of Q. The random ranking results are obtained by shuffling the instances in
U . Note that the calculated ranking is generated without using any labeled instance.

Table 4.11: Resultant ranking quality when no training is provided Knn Cosine

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1 AUC-MacF1@20%
Random RBMAL Random RBMAL Random RBMAL Random RBMAL

ecoli 79.56 80.26 N 70.23 71.01 • 57.29 61.12 N 41.29 48.66 N

glass 56.77 55.10 H 43.51 35.59 H 46.52 47.13 • 28.39 24.80 H

iris 91.61 92.09 N 80.08 85.87 N 91.07 91.81 N 77.32 84.86 N

wdbc 94.05 94.31 N 90.06 90.31 • 93.49 93.83 N 88.82 89.36 •

wine 92.09 93.22 N 80.69 87.21 N 91.83 93.06 N 78.17 85.82 N

yeast 48.90 48.98 • 44.30 42.91 H 41.70 45.71 N 28.92 36.52 N

average 77.16 77.32 • 68.14 68.81 • 70.31 72.11 N 57.15 61.67 •

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

Table 4.11 presents the summary for each dataset. Four metrics are presented
for each dataset. The first two are the areas under the Accuracy and MacF1 curves.
Usually the objective is to achieve a good classifier with few instances as possible, thus
two other metrics are used consisting of the AUC on the top 20% of the final ranking.

The proposed method presents gains in the AUC-MacF1 and AUC-Accuracy
for most datasets when compared to the random strategy. In the yeast dataset, the
improvement of the AUC-MacF1 comes at the expense of reducing the Accuracy in the
beginning of ranking, although this difference is compensated throughout the ranking.
More precisely, the gain in the AUC-MacF1 is approximately 9.6% whereas the AUC-
Accuracy@20% loss is approximately 3.1%.
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(a) glass (b) yeast

Figure 4.10: MacF1 results for ranking generated without training data

The generated ranking has a bad start in the glass dataset which it is not able to
compensate. The rest of the ranking stays a little above the random result, but this
start is enough to hinder the AUC values. The quality of the rest of the ranking can be
assessed by the AUC-MacF1 that is statistically equivalent to the random one. This
hypothesis is endorsed by the resultant chart of MacF1 versus the number of instances
in Q@x. As shown in Figure 4.10a the curve displays the expected behavior.

In the yeast dataset, our method provided significant gains over the random
curve. Figure 4.10b shows the resultant curve in these situations. Note that the
classifiers trained with instances provided in the order of Q not only start with better
quality but also remain with significantly better results throughout the ranking.

Finally, without any training data the ranking generated by our method is able
to achieve a statistically significant improvement in the AUC-MacF1 datasets average
while having results no statistically different from the baseline in the other metrics.

4.6.2 Ranking With Training Data

Despite the possibility to generate rankings even when no training data is provided, it is
expected that the query ranking Q increase its quality given the increase of knowledge
contained in D. This experiment aims to compare the ranking generated with the
proposed method with the randomly generated ranking when labeled data is provided.
Specifically, half of the instances are provided with theirs labels (D). This information
is then used to build a ranking, and the result is compared to the random sampling
strategy.

The initial train split is divided once again. Half instances are then used as the set
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D, that is, these documents are provided to the algorithm with the respective labels.
The other half of the original training set is used as the unlabeled set U . This set,
similarly to the previous experiment, is ranked without additional labeling. The result
is the ranked batch Q containing half instances of the original train split.

In order to evaluate this ranking, each increasing portion of Q is used in conjunc-
tion with the set D to train the classifier that is evaluated in the test set. The random
baseline is generated by using the same D while shuffling U to generate Q.

Table 4.12: Resultant ranking quality when training is provided Knn Cosine

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1% AUC-MacF1@20%
Random RBMAL Random RBMAL Random RBMAL Random RBMAL

ecoli 82.51 83.24 N 81.39 81.48 • 62.88 64.58 N 60.44 62.54 N

glass 61.69 62.16 • 59.49 60.43 • 53.46 54.12 • 50.13 51.87 N

iris 94.48 94.92 N 93.70 94.01 • 94.38 94.83 N 93.59 93.89 •

wdbc 95.40 95.78 N 94.93 95.47 N 95.02 95.45 N 94.51 95.11 N

wine 94.57 95.13 N 93.94 94.39 • 94.62 95.15 N 94.02 94.40 •

yeast 50.48 50.96 N 49.96 50.25 • 47.14 48.64 N 44.75 46.61 N

average 79.85 80.36 N 78.90 79.33 N 74.58 75.46 N 72.90 74.07 N

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

As before table 4.12 presents the results summary for each dataset. Four met-
rics were calculated: AUC-Accuracy, AUC-Accuracy@20%, AUC-MacF1 and AUC-
MacF1@20%.

As the number of labeled instances increase, the random baseline gets harder
to overcome because it provides an unbiased sample of the underlying probability
distribution of the data. The difference between the calculated and the random ranking
also gets narrower because the metrics tend to the values obtained when all available
data is used. As show in Table 4.12, even with these hindrances, the proposed method
is able to achieve statistically significant improvements in almost all datasets. This
is reflected in the average of each metric, that is statistically better than the baseline
with 95% confidence. In the glass dataset, although there is no statistically significant
difference, the calculated method has higher average in all metrics. This indicates that
the proposed method continues to create rankings better than the random selection as
new labels are supplied.

Figure 4.11 shows the average curves for the glass and yeast datasets for the
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(a) glass (b) yeast

Figure 4.11: MacF1 results for ranking generated with training data

MacF1. As can be seen, the calculated ranking usually leads to MacF1 results that
are close or better than the random one.

4.7 Traditional Active Learning Scenarios

Considering the presented method is flexible enough for working in traditional Active
Learning scenarios, a deeper study on the behavior of the method is presented in the
following sections. Section 4.7.1 compares our strategy with traditional Active Learning
methods in which one instance is queried and labeled at each iteration. A comparison
with traditional Batch-Mode sampling strategies is presented in Section 4.7.2, in this
set-up methods query k instances at each iteration. In both cases the idea is to simulate
the use of the proposed method in these well known scenarios.

4.7.1 Pool-Based Sampling Comparison

In this section, our method is compared to a traditional Active Learning algorithm.
Two different experiments are executed. First, the proposed method generates a full
instance ranking without any provided label while the baseline method is updated with
labels at each iteration. Second, the proposed method, similarly to the baseline, is fed
with one label at each iteration.

In both sections 4.7.1.1 and 4.7.1.2 the baseline method uses uncertainty sampling
for choosing which instance to query and can be described by Algorithm 9.

The TrainClassifier method builds a Knn10 classifier, which is the same algo-
rithm that composes the proposed method’s uncertainty estimator in this experiment.
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Algorithm 9 Uncertainty sampling Active Learning
Procedure TraditionalActiveLearning
Input: The set with manually labeled instances D
Input: The set of unlabeled instances U

1. mostUncertain = 0
2. mostUncertainScore = 0.0
3. classifier = TrainClassifier(D)
4. for all u ∈ U do
5. uncertainty = ClassifierUncertainty(classifier, u)
6. if uncertainty ≥ mostUncertainScore then
7. mostUncertainScore = uncertainty
8. mostUncertain = u
9. end if

10. end for
11. L = WaitForOracleLabel(mostUncertain)
12. D = D + L
13. U = U − L
14. return (D,U)

Considering that the same algorithm is used, it is possible to derive insights about the
impact of adding the diversity and the α parameter to the sampling strategy.

4.7.1.1 Ranking Generated Without Labels

In this experiment, the first ranking generated by the proposed method (without train-
ing data) is compared to the ranking generated by the baseline method considering that
the whole unlabeled set is labeled by an oracle iteratively, one instance at a time.

Table 4.13 presents the results of the baseline and the proposed method. Our
method without any labels provided is capable of ranking instances in a way that the
resultant classifiers are close to the ones trained with the active learning generated rank.
When the beginning of the ranking is considered (AUC-MacF1@20% ) the results can
be even better then the baseline. For instance, the glass dataset presents the worst
performance, with 15% decrease in the AUC-MacF1@20% while the ecoli dataset shows
a 15% increase in the same metric.

Note that the baseline model is updated with one additional label at each step,
while the proposed method’s ranking is generated only using the unlabeled set. This
means that with one iteration, without any labeled data, the proposed method is able
to generate a ranking that has competitive results with the baseline, but being much
more effective.

It is clearer to observe the proximity between both ranks by analyzing Figure
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Table 4.13: Comparison between the proposed method (no labels provided) and the
uncertainty sample strategy

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1% AUC-MacF1@20%
Baseline RBMAL Baseline RBMAL Baseline RBMAL Baseline RBMAL

ecoli 80.78 80.26 • 70.02 71.01 • 60.93 61.12 • 42.14 48.66 N

glass 57.43 55.10 H 43.02 35.59 H 48.85 47.13 H 29.12 24.80 H

iris 93.06 92.09 H 84.25 85.87 • 92.71 91.81 H 82.40 84.86 •

wdbc 94.84 94.31 H 90.93 90.31 • 94.39 93.83 H 90.01 89.36 •

wine 92.90 93.22 • 82.75 87.21 N 92.64 93.06 • 80.57 85.82 N

yeast 49.40 48.98 • 43.76 42.91 • 46.21 45.71 H 34.88 36.52 N

average 78.06 77.32 • 69.12 68.81 • 72.62 72.11 • 59.85 61.67 •

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

(a) ecoli (b) glass

Figure 4.12: Comparison between the proposed method’s generated ranking without
labeled data and the uncertainty sample strategy with one label provided at each
iteration

4.12. Figure 4.12a presents the ecoli dataset and the good initial ranking, while Figure
4.12b shows the generated ranking with worse results. Even on the glass dataset both
curves are close.

4.7.1.2 Ranking Generated Iteratively

In this experiment, the proposed method is used exactly the same way as the baseline
strategy, that is, at each iteration one instance is queried and its label is fed to the
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algorithm. The model is updated, and another label is queried until the unlabeled set
is empty. The objective is to assess the quality of the resultant classifiers when the
proposed method is used as a traditional active learning method in which one instance
is queried at a time.

Table 4.14: Comparison between the proposed method and the uncertainty sample
strategy

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1% AUC-MacF1@20%
Baseline RBMAL Baseline RBMAL Baseline RBMAL Baseline RBMAL

ecoli 80.78 80.37 • 70.02 66.74 H 60.93 59.46 H 42.14 38.07 H

glass 57.43 55.91 H 43.02 40.13 • 48.85 46.33 H 29.12 21.77 H

iris 93.06 92.30 • 84.25 82.45 • 92.71 91.69 • 82.40 79.44 •

wdbc 94.84 94.77 • 90.93 90.41 • 94.39 94.24 • 90.01 88.96 •

wine 92.90 90.27 H 82.75 65.76 H 92.64 89.16 H 80.57 57.27 H

yeast 49.40 49.16 • 43.76 42.85 • 46.21 43.28 H 34.88 27.82 H

average 78.06 77.13 • 69.12 64.72 • 72.62 70.69 H 59.85 52.22 •

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

Table 4.14 presents the results of the baseline and the proposed method. While
feeding the model with labeled data more frequently leads to an improvement in Ac-
curacy, the performance of the MacF1 is, surprisingly, hindered by the model update.
This can be seen as a bad value choice for the α parameter, because setting it to con-
sider only uncertainty would lead to the same results as the baseline. This happens
because the method was designed to select multiple instances at one, sometimes at the
expense of not making the best selection at one given point. One way to avoid this
problem is to select the α value according not only to the size of the training set but
also to the average speed of labeling, that is, the number of instances labeled by the
oracle at each iteration. With this information, it is possible to adjust the α value
considering that, in this case, the oracle always labels one instance between iterations.

Figure 4.13 presents the results for the proposed method and the baseline. Note
that the curves are more divergent usually when few instances are selected. This
happens because the alpha parameter, when the unlabeled set approaches the end,
starts to prioritize the uncertainty estimation, that is, the selection strategy tends to
be the same of the one used by the baseline.

Additionally, these results can be seen as another indicative of the conclusion
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Figure 4.13: Comparison between the proposed method’s generated ranking and the
uncertainty sample strategy

obtained with the factorial design: having a good uncertainty estimator is fundamental
to achieve a good ranking because, in some circumstances, it can be the upper bound
of the proposed method.

4.7.2 Pool-Based Batch-Mode Sampling Comparison

In this section, the presented method is compared to a Batch-Mode Active Learning
algorithm in two scenarios. First, the proposed method is used to generate a full
instance ranking while the baseline method is updated with its selected batch at each
iteration. Second the proposed method is fed with the same number of instances.

The method used in Sections 4.7.2.1 and 4.7.2.2 is a Batch-Mode Active Learning
method based on Support Vector Machines [Brinker, 2003]. Its main idea is to select
a batch of informative instances that are also diverse. The informativeness is given by
the proximity to the class boundaries (classification hyperplanes), and the similarity
between instances is given by the cosine of the angle of induced hyperplanes. The score
one instance receives to be selected for a given batch b is given by Equation 4.12

si = λ× distance(i) + (1− λ)× batchSimilarity(i, b) (4.12)

This method shares some similarities with the proposed method: the λ parameter
can, for example, be seen as the α value in this work, although the α parameter assumes
pre-determined values and no tuning is needed. The main difference between the two
methods is in the use of λ, α and the use of distinct uncertainty estimators. Although
this method does not return a ranked batch, it could be adapted to do so.
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In the following experiments, the λ parameter is fixed at 0.5 because this value
is used throughout the original paper and the authors indicate that the used strategy
is robust with respect to λ.

4.7.2.1 Ranking Generated Without Labels

In this experiment the first ranking generated by the proposed method (without any
labeled data) is compared to the final ranking generated by the baseline method when
labeled data is provided at each iteration.

Table 4.15 presents the comparison results for a batch of size five. Other values for
the batch size were also tested and showed similar results, thus, they are not presented.

Table 4.15: Comparison between the proposed method, with no labeled data provided,
and a batch-mode active learning strategy with the model iteratively updated with
labeled instances

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1 AUC-MacF1@20%
Baseline RBMAL Baseline RBMAL Baseline RBMAL Baseline RBMAL

ecoli 79.71 80.26 • 70.96 71.01 • 57.80 61.12 N 42.09 48.66 N

glass 56.70 55.10 H 41.79 35.59 H 46.41 47.13 • 27.99 24.80 •

iris 92.63 92.09 • 83.80 85.87 • 92.22 91.81 • 81.67 84.86 N

wdbc 94.42 94.31 • 90.96 90.31 • 93.92 93.83 • 89.95 89.36 •

wine 92.58 93.22 N 82.12 87.21 N 92.30 93.06 N 79.62 85.82 N

yeast 48.61 48.98 • 43.74 42.91 • 41.70 45.71 N 29.24 36.52 N

average 77.44 77.32 • 68.89 68.81 • 70.72 72.11 • 58.42 61.67 •

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

As can be seen, even with this setup that benefits the baseline, the proposed
method is able to achieve results comparable to the baseline method even when no
labeled data is fed to the method of this dissertation. In different datasets, there is
also an increase of the ranking quality (usually in the MacF1 ). For example, in the
ecoli dataset there is a 5% increase in the MacF1 result. This implies that it is possible
to avoid a big computational effort maintaining or improving performance.

Figure 4.14 shows two extreme cases. The first one is the glass dataset in which
the generated ranking is statistically worse than the one generated by the baseline.
Note, though, that the proposed method’s ranking is generated with one iteration and
given the necessities, it can be a better approach to lose some accuracy in order to
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(a) glass (b) wine

Figure 4.14: Comparison between the proposed method’s generated ranking and the
Batch-Mode Active Learning strategy

avoid iterating at each labeling phase. The second case is the wine dataset in which
results are significantly better than the baseline, being able to provide a head-start.

This is an important result, because it indicates that the proposed method, with
only one iteration, may be able to compete with similar Batch-Mode Active Learning
methods.

4.7.2.2 Ranking Generated Iteratively

In this experiment the objective is to compare the proposed method with the Batch-
Mode Active Learning baseline in a similar scenario, that is, at each iteration five
instances are labeled by the oracle and fed to the algorithms. Both methods, then,
update the respective models and query new batches.

Table 4.16 presents the comparison results for a batch of size five. Other values
were also tested and showed similar results, thus, they are not presented.

The results show that when the model is updated, differently from the uncer-
tainty sampling comparison (Table 4.14), there is a quality increase in the selected
batch. This result indicates that the proposed method can be a drop-in replacement
for traditional Batch-Mode Active Learning methods. For all datasets, the metrics are
either significantly equal or better than the baseline method. Even on the glass dataset,
it is possible to see a statistically significant improvement of 5% in AUC-MacF1 over
the baseline method. For almost all datasets, the proposed method provides a head-
start over the baseline, that is, a performance improvement in the first 20% of the
selected instances, this is reflected by the imporvement in the average that is close to
8%.
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Table 4.16: Comparison between the proposed method and a batch-mode active learn-
ing strategy

Dataset AUC-Acc AUC-Acc@20% AUC-MacF1 AUC-MacF1@20%
Baseline RBMAL Baseline RBMAL Baseline RBMAL Baseline RBMAL

ecoli 79.71 80.97 N 70.96 70.82 • 57.80 62.19 N 42.09 49.48 N

glass 56.70 56.86 • 41.79 40.89 • 46.41 48.43 N 27.99 28.78 •

iris 92.63 93.03 • 83.80 87.04 N 92.22 92.79 • 81.67 86.08 N

wdbc 94.42 94.64 • 90.96 90.44 • 93.92 94.18 • 89.95 89.48 •

wine 92.58 93.43 N 82.12 86.84 N 92.30 93.21 N 79.62 85.29 N

yeast 48.61 49.63 N 43.74 44.36 • 41.70 46.96 N 29.24 38.61 N

average 77.44 78.09 N 68.89 70.06 • 70.72 72.96 N 58.42 62.95 N

N Result statistically better than baseline with 95% confidence
• Result with no statistical difference form baseline with 95% confidence
H Result statistically worse than baseline with 95% confidence

(a) glass (b) wine

Figure 4.15: Comparison between the proposed method’s generated ranking and the
Batch-Mode Active Learning strategy

For comparison purposes, Figure 4.15 presents the average curve of MacF1 versus
the size of the ranking used for training of the glass and wine datasets. It is possible
to see that, while the quality on the wine dataset is maintained, there is a significant
improvement in the glass dataset, specially when few instances were selected.
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4.8 Concluding Remarks

This Chapter addressed the experimental evaluation of the proposed method for solving
the Ranked Batch-Mode Active Learning problem. The diversity of domains, number
of classes, features and instances enriches the evaluation of the method, making it
possible to observe trends and outliers.

The evaluation process used consisted in splitting the datasets in half-and-half
multiple times. The first half was used as the unlabeled set and, when necessary,
training set, while the other half was used as the test set. Incremental portions of
the generated instance ranking were used as training in a given classifier that had its
quality assessed in the test split. These multiple evaluations were then used to plot a
chart of the classifier quality versus the amount of the ranking used for training. In
order to compare rankings the Area Under the Curve of this plot is calculated. Since
each dataset is split multiple times, it is possible to present confidence intervals and
statistically significant results.

The first batch of experiments aimed to answer three questions: How to choose a
good Uncertainty Estimator? How to choose a good Similarity Function? and Which
one is more important? One method was proposed for choosing the Uncertainty Esti-
mator and one to choose the Similarity Function given the dataset. While the presented
results indicate that the proposed method can be effectively used, further investigation,
with more datasets, is necessary in order to obtain conclusive results. A 2kr factorial
design was used to investigate the impacts of these two components on the final result
and one important conclusion is that, usually, most of the result variation is explained
by the Uncertainty Estimator. This means that it is usually better to invest in choosing
a good estimator in detriment of the Similarity Function.

In Section 3.5 an heuristic for tackling the Cold Start problem was presented.
This strategy was compared to starting the ranking with a random instance. Results
showed that both strategies lead to similar results, although the proposed heuristic can
induce better results of MacF1. The proposed strategy can be used when the objective
is optimizing the MacF1, otherwise the random strategy should be used since it also
implies in the reduction of computational costs.

Finally the method was compared to different ways of choosing instances for
labeling. In the first scenario the proposed method was compared to the random strat-
egy, that is, the oracle labels instances in a random fashion, and annotated instances
doesn’t impact future choices. The method proposed in this dissertation was able to
achieve gains, specially in MacF1 for different datasets, even when no labeled data was
provided. This means that the proposed method even when generating a full ranking
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only with the unlabeled set is able to achieve better quality than the random selec-
tion. The second scenario consists in selecting one instance at a time and updating
the model accordingly. In this set of experiments the baseline used is a traditional
Uncertainty Sample strategy. The proposed method was able to achieve results close
to the baseline, but failed in different datasets. Since the Uncertainty Estimators used
in both methods is the same, this is possibly a reflex of the way the α parameter is
updated. One way to circumvent this problem would be to update α based not only
on the size of the training and unlabeled sets but also on the average speed of label-
ing, that is, the number of instances labeled at each iteration. The last scenario is
the typical Batch-Mode Active Learning in which multiple instances are queried and
labeled at each iteration. In this experiment the proposed method was compared to
a Batch-Mode Active Learning method based on Support Vector Machines. The pro-
posed method was able to achieve better results and this is an indicative that it could
be a drop-in replacement for Batch-Mode Active Learning algorithms.

The framework for ranking instances presented in this dissertation was able to
provide gains over the random selection even when no labeled data is provided. With
the increase of annotated instances the quality of the ranking increases and lead to
better classifier models. These experiments show that it is possible to relax the initial
assumptions of Batch-Mode Active Learning in a way that the machine suits the man’s
schedule and not otherwise.



Chapter 5

Conclusion

This dissertation introduced and addressed the Ranked Batch-Mode Active Learning.
Motivated by the increasing use of Machine Learning in companies and research groups,
in which analysts are paid hourly to label instances to build a training set, we aim to
assist businesses and researchers by reducing the analysts’ idle time. Specifically, our
method relaxes the necessity of Batch-Mode Active Learning to continuously produce
new batches, by querying an arbitrarily long ranking of instances. This ranking is
achieved by assigning to each instance a score based on its informativeness, and the
similarity between this instance and the already selected ones (in DESTIMATED).

We evaluated our framework using six datasets from different domains. It was
able to select instances better than the random ranking and showed results comparable
to the traditional Active Learning algorithms which are much more inefficient. In fact,
in some cases, even with no training data provided, our method was able to achieve
better performance than the baseline methods.

Concluding this dissertation we present our main contributions and what we plan
to study as future work.

5.1 Contributions

The main contributions of this dissertation include:

Ranked Batch-Mode Active Learning description The problem of Ranked
Batch-Mode Active Learning was introduced in this dissertation. It aims to
make Active Learning algorithms more suitable to use in companies and research
groups. In this way, the algorithm is better suited to the user schedule and not
otherwise.

73
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Framework for generating ranked queries We presented a framework for solving
the Ranked Batch-Mode Active Learning. It generates a query by ranking in-
stances according to its informativeness and dissimilarities with the labeled set.
These metrics are obtained through the use of two main components: the uncer-
tainty estimator and a similarity function. The proposed method was evaluated
and presented results better than random sampling and comparable to traditional
Active Learning methods, in some cases, achieving the same accuracy without
any labeled data.

Metrics for evaluating the framework components One metric for evaluating
each main component of the framework was presented and evaluated. The ex-
perimental results indicate that these metrics can be used to assist in choosing
the Uncertainty Estimator and Similarity Function for a given dataset.

Experimental evaluation of the framework components A 2kr factorial design
was used in order to measure the impact of each component on the final result.
As a general rule the uncertainty estimator is the component that explains most
of the result variation.

5.2 Future Work

Other topics that may generate interesting future work include:

Further study metrics for evaluating components Although this dissertation is
an indicative that the proposed metrics can be used to assess the component
quality, there are datasets in which the general rule may not apply. Further
studies with more datasets is needed in order to obtain a conclusion.

Test new uncertainty estimators As discussed in Chapter 2, there is a wide range
of sampling strategies that can be a drop-in replacement for the uncertainty esti-
mator, for example, error estimation, variance reduction and density estimation.
Since this component is responsible for most of the ranking outcome, we plan to
further experiment with different estimators of informativeness.

Further study the impact of the α parameter The α parameter is used to
weight the impact of each component on the ranking construction. The α values
throughout the ranking should be further studied, including the possibility of up-
dating α according to the oracle speed, that is, the number of analyzed instances
at each iteration.
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Expand the Ranked query to the Stream scenario In the Stream-based selec-
tive sampling (Section 2.3.2) one instance is queried at a time. One way would
be to choose one or more instances from the stream in order to create a ranked
buffer for labeling.
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