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Resumo

A análise de redes sociais tem sido realizada em muitos contextos com diferentes ob-
jetivos. Neste trabalho, usamos conceitos desse tipo de análise para recomendar cola-
borações em redes sociais acadêmicas. Como um trabalho recente mostra que grupos
de pesquisa com uma rede acadêmica bem conectada tendem a ser mais produtivos,
recomendar colaborações é essencial para aumentar as conexões em um grupo, e como
consequência, aumentar a produtividade do grupo de pesquisa. Assim, propomos duas
métricas e verificamos como elas influenciam nas recomendações de novas colabora-
ções ou intensificação das já existentes. Cada métrica considera um princípio social
(homofilia e proximidade) que é relevante no contexto acadêmico. Outro problema
relevante é como analisar a qualidade das recomendações resultantes. Dessa forma,
também propomos novos algoritmos para avaliar as recomendações com base em con-
ceitos sociais (novidade, diversidade e cobertura) que nunca foram utilizados para tal
objetivo. Nossa avaliação experimental em dados reais mostra que nossas novas métri-
cas melhoram a qualidade das recomendações quando comparadas ao estado-da-arte.
Finalmente, analisamos as propriedades das redes sociais utilizadas na experimentação.
Isso contribui para entender os resultados das métricas de recomendação.

Palavras-chave: redes sociais, sistemas de recomendação, predição de links.
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Abstract

Social network analysis has been explored in many contexts with different goals. In
this work, we use concepts from such analysis for recommending collaborations in aca-
demic networks. As a recent work shows that research groups with well connected
academic networks tend to be more prolific, recommending collaborations is essential
for increasing a group’s connections, then boosting the group research as a collateral
advantage. Therefore, we propose two metrics and verify how they influence in re-
commendation of new collaborations or intensification of existing ones. Each metric
considers a social principle (homophily and proximity) that is relevant within the aca-
demic context. Another relevant problem is how to analyze the quality of the resulting
recommendations. Hence, we also propose new algorithms for evaluating recommenda-
tions based on social concepts (novelty, diversity and coverage) that have never been
used for such a goal. Overall, our experimental evaluation on real datasets shows that
using our new metrics improves the quality of the recommendations when compared
to the state-of-the-art. Finally, we analyze the properties of the academic networks
used in the experimentation. The analysis contributes to understand the results of the
recommendation metrics.

Keywords: social networks, recommender system, link prediction.
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Chapter 1

Introduction

The complex networks area (includes neural networks, information networks, social
networks, among others) is very important for modern science, revealing fundamental
and still unknown aspects about the world [Figueiredo, 2011]. Despite some studies
about specific complex networks and random network models (for example, Erdös-
Rényi model [Erdös and Rényi, 1959] and the Milgram experiment [Milgram, 1967]), it
was only in the last decade that researchers began to further study complex networks,
their structures and impacts.

A social network (SN) is a collection of individuals (or organizations) that have
relationships in a certain context, for example, friendship, politics and co-authorship.
Social networks have been studied for over two decades in order to analyze the in-
teractions between people and detect patterns in such interactions [Barabasi, 2002].
Many researchers have realized that the network perspective allows new leverage for
answering standard social and behavioral science questions, by giving precise formal
definition to aspects of the social structural environment [Wasserman and Faust, 1994].

Indeed, Social Network Analysis (SNA) includes patterns and principles that are
defined by social theories, such as homophily, proximity, contagion, exchange, etc.
[Contractor et al., 2006]. These principles apply to different links and connections,
including marriage, friendship, work, among many others. Usually, the social network
of each individual is then homogeneous considering socio-demographic, behavioral and
intra-personal characteristics. Nonetheless, patterns, principles and models provided
by SNA can assist in exploring and predicting the individuals’ behavior.

In this context, many methods have been proposed for various aspects of SNA,
including community detection [Qi et al., 2012], viral marketing [Subramani and Ra-
jagopalan, 2003] and link prediction [Liben-Nowell and Kleinberg, 2003]. If we consider
the analysis of online social networks, security aspects such as privacy and trust may
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4 Chapter 1. Introduction

also be explored [Yuan et al., 2010]. In such an online context, link prediction may
also be mapped to link recommendation; so, instead of inferring future connections, it
also allows to suggest new ones [Symeonidis et al., 2010]. Note that recommendation
systems are well known for their personalized suggestions of items to users based on
profiles, previous behavior and collective information [Shani and Gunawardana, 2011].

Among all types of social network, our focus is on those where social links are
given by academic ties. For example, an academic tie exists between advisor and
advisee [Wang et al., 2010], people from the same research group [Lopes et al., 2011] and
co-authors [Laender et al., 2011; Tang et al., 2008]. Within those, co-authorship social
networks are formed by researchers and their connections given by publication and
patent collaborations. These co-authorship networks are valid proxies for collaboration
because authorship sharing reflects a tangible engagement [Adams, 2012].

In this research-oriented world, recommending or predicting new links may help
a researcher to form new groups or teams, to search for collaborations when writing a
grant proposal and to investigate different research communities. Also, a recent work
shows that research groups with a well connected co-authorship social network tend to
be more prolific [Lopes et al., 2010]. Moreover, collaboration is normally a good thing
from a wider public perspective [Adams, 2012].

However, discovering new links in this scenario is not a trivial task. As pointed
out by Lopes et al. [2010], when recommending new friendships in a traditional social
network, the number of common friends can be used to estimate the social proximity
between users. On the other hand, in the academic context, social proximity has differ-
ent interpretations, in which the social connection between people and their academic
background (e.g., institutional affiliation, geographic location and research area) must
be considered. Specifically, we are interested in discovering how the institutional affili-
ation and the geographic location of the researchers (link semantics in the SN) increase
the quality of the recommendations and influence in the collaboration. Each of these
link semantics considers different interpretations of the relation between researchers
and institutions, and can also be used alone or in combination with each other for
recommending to initiate and intensify collaborations.

Having a list of recommendations, another problem is how to evaluate them.
Although there are common metrics for evaluating recommendations (such as precision
and recall), they practically do not explore any particular feature of the social network.
Therefore, we employ SNA-based concepts for evaluating the recommendations from
the social network perspective (which makes sense because the recommendations were
defined from the social perspective as well).



1.1. Main Contributions 5

1.1 Main Contributions

Overall, the contributions of this work on recommending collaborations based on aca-
demic social networks are summarized as follows:

• An analysis of different approaches for social network studies, link prediction and
recommendation of collaboration, as well as discussion on how social theories
influence such approaches;

• A formal definition for the recommendation of collaborations;

• The definition of a metric, called Affin, and a recommendation function that
combines two measures (institutional affiliation and social closeness) to recom-
mend new collaborations considering link semantics (this function is also used to
recommend collaboration intensification);

• The definition of a second metric, called GLI (Geographic Location Information),
and a recommendation function that uses the geographic location (a link seman-
tics) to recommend new collaborations and collaborations that can be intensified;

• The utilization of three metrics (novelty, diversity and coverage) for analyzing
the quality of the recommendations. This is the first time that those metrics
are used for evaluating recommendation of collaborations. Therefore, we also
introduce one new algorithm for each of them;

• An experimental evaluation using two real SN and a comparison to the state-of-
the-art in recommending academic collaborations. We also combine our metrics
to the state-of-the-art to increase the accuracy of its recommendations;

• An analysis of the academic social networks used in the experimentation and
discussion on how the SN properties influence the new recommendation metrics.

1.2 Text Organization

This work is organized as follows. Chapter 2 overviews related work and different so-
cial network properties. Chapter 3 presentes our new two metrics (Affin and GLI ) to
recommend collaborations. Chapter 4 describes the evaluation measures of the recom-
mendations and their algorithms. Chapter 5 goes over our experimental evaluation
and our main results. Finally, Chapter 6 concludes this work, reviewing our main
contributions and presenting future work.





Chapter 2

Literature Review

In this section, we discuss related work grouped in the following categories: social
networks, complex networks theory, link semantics, social principles, academic social
networks, link prediction and recommendation definition. We then combine those
concepts and discuss recommendation in SN and social principles on link prediction.
Finally, we emphasize the main contributions of our work in relation to state-of-the-art.

2.1 Individual Concepts

2.1.1 Social Networks

Any society can be mapped to a social network; such a network can be analyzed to find
out all types of information, from how a disease has spread and major political views to
who the new criminals are. A social network is formally defined as a graph(N, r), where
N is the set of nodes (or vertices) representing individuals (persons, organizations,
countries, etc), and r is the set of edges (or links) representing their relationships,
given by an n×n matrix in which ri,j is the (weighted or not, directed or not) relation
between nodes i and j [Barabasi, 2002; Newman, 2003; Wasserman and Faust, 1994].
For example, Figure 2.1 shows a friendship social network represented by a graph, where
the nodes are people and the links represent the friendship between these people.

Social networks is a very prolific research area. Indeed, looking for “social net-
work” on DBLP1 returned over 5,600 entries in January 2013. In order to exemplify
what those publications are about, we have chosen three aspects of social networks.
First, its usage: social networks have been successfully employed for viral marketing,
which has moved to the technology era through emails [Subramani and Rajagopalan,

1DBLP: http://www.dblp.org/db/
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Figure 2.1. Example of a friendship social network.

2003] and has soon conquered the social media as well [Bigonha et al., 2011]. Second,
its analysis: social networks have been created and analyzed for automatically disco-
vering whole communities, which otherwise would be hidden [Qi et al., 2012]. Third,
its “dark side”: online social networks have been overly exploited for their priceless,
private information; which in turn motivates a lot of research on privacy and security
[Akcora et al, 2012; Yuan et al., 2010].

2.1.2 Complex Networks Theory

As presented in Chapter 1, social networks are a kind of complex network. Thus,
concepts on complex networks can be applied in SN. Among those, we cite the following.

Density. It measures how close the network is to be complete. A complete network
(like a complete graph) has all possible edges and density equal to one. For exam-
ple, this measure has been applied to evaluate knowledge-sharing in social networks
[Wiemken et al., 2012], to assess quality of graduate programs [Lopes et al., 2011] and
to study communities structures [Newman, 2003].

Connected Components. It determines the number of subgroups not connected to
any other subgroup in the network. The analysis of connected components has been
used, for example, to detect communities [Levorato and Petermann, 2011], to evaluate
knowledge-sharing in social networks [Wiemken et al., 2012] and to analyze online
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social networks [Mislove et al., 2007].

Average Clustering Coefficient. The clustering coefficient indicates how the nodes
are inserted in their neighborhood. The average value provides a general indication of
network clustering. This metric has been used to analyze sampled networks [Lee et al.,
2006], to predict links in social networks [Huang, 2006; Liben-Nowell and Kleinberg,
2003] and to study collaboration networks [Newman, 2001].

Diameter. It is applied to measure the longest distance between any two nodes in
the network, i.e, how separate the two farthest nodes are. Researchers have used the
diameter to investigate different properties such as the structures of multiple online
social networks [Mislove et al., 2007], topology structures of the Web [Albert et al.,
1999] and design an optimal double-loop network [Qiong-Fang et al., 2010].

Average Degree. The degree of a node is the number of edges associated with it,
and the average degree is the average of the degrees of all nodes in the network. This
measure has been used to, for example, perform decentralized search in networks [Wu
et al., 2011], resolve paths in complex networks [Li and Chen, 2009] and redistribute
traffic load [Yiran and Wenwen, 2012].

Average Path length. It measures the average distance between all pairs of nodes in
the network. In general, the average path length is used with other measures, such as
the average clustering coefficient and degree [Lee et al., 2006], diameter and clustering
coefficient [Mislove et al., 2007], diameter and average degree [M’Chirgui, 2010].

Small-world. A network that has small-world properties exhibits a small diameter
and a high clustering coefficient. The small-world phenomenon was examined in of-
fline social networks [Kleinberg, 2000] and online social networks [Mislove et al., 2007].
Studies have shown that small-world properties are everywhere: the Web [Albert et al.,
1999], large-scale topology structure of the Internet [M’Chirgui, 2010], friendship [Back-
strom et al., 2012; Ugander et al., 2011], the biggest Chinese language software tech-
nical forum [Yan and Assimakopoulos, 2007], scientific collaboration network of the
biomedical, physics and computer science research [Newman, 2001], and general social
networks [Adamic et al., 2003].

Random Networks. Complex data can often be represented in terms of random
graphs or networks [Banyai et al., 2009]. These networks are usually constructed by
randomly adding links to a static set of nodes. Studies about random networks started
with Erdös and Réyni’s work [Erdös and Rényi, 1959]. Researchers have shown that
a general random graph is considered to be a small-world if its average path length
and average degree are the same order as that of an Erdös-Réyni graph, but with a
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much larger clustering coefficient [Yagan and Makowski, 2009]. In general, random
networks have been used as benchmarks. For example, in [Watts and Strogatz, 1998],
the authors explored how to verify whether networks have small-world properties by
comparing them to random networks.

2.1.3 Considering Link Semantics for Social Networks Analysis

In general, analyzing interactions or patterns in the SN requires only the topological
characteristics [Huang, 2006; Liben-Nowell and Kleinberg, 2003; Pizzato and Silvestrini,
2011]. However, other authors show the importance of considering the link semantics
[Lopes et al., 2010; Quercia and Capra, 2009; Aiello et al., 2012]. Specifically, two
different characteristics that can be extracted from the link semantics in the SN are
the affiliation and geographic proximity information.

Affiliation. Being part of a particular company, organization or neighborhood; fre-
quenting a particular place; or pursuing a particular hobby or interest - these are all
activities that, when shared between two people, tend to increase the likelihood that
they will interact and hence form a link in the SN [David and Jon, 2010]. The asso-
ciation of a person with any such activity is called affiliation. The affiliation can be
represented by a graph(N,X, r): there is a node representing each person and each
activity, and a person Ni is connected to activity Xi by an edge ri if Ni participates in
Xi [David and Jon, 2010]. Such a graph is referred to as an affiliation network.

The affiliation networks have been used to identify groups in their real state
and virtual groups within an organization [Kitahara and Yoshikai, 2010], to model the
dynamic behavior of an actor in the SN considering the concept of loyalty [Sharara
et al., 2009], to analyze the effect of affiliation networks on creating innovative ideas
and forming a technological position [Weng et al., 2010], and so on.

Geographic Proximity. Proximity theories argue that people communicate most
frequently with those to whom they are physically close [Monge and Contractor, 2003].
Hence, many methods have used this characteristic for SN analysis. For example,
Kaltenbrunner et al. [2012] show that online social interactions are weakly affected by
geographic distance and, once social connections are established, other factors may
influence how users send messages to their friends. Brown et al. [2012] propose a way
to extract place-focused communities from the social graph by annotating edges with
check-in information. The potential implications is that better services and applications
can be designed by focusing on users who frequently visit the same physical places.

Likewise, Volkovich et al. [2012] show that social connections between users inside
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the core of the SN tend to have shorter geographic spans than connections stretching
outside the core. Geographic closeness not only increases the likelihood of connections,
but also increases the likelihood that users belong to the same, tightly connected group
of individuals. Instead, social ties outside the core tend to be much longer than the
other links: the length of these bridge ties is thus creating not only network shortcuts,
but also spatial shortcuts. The role of these spatially long bridges is crucial to spread
information over the network and, at the same time, over space. Finally, Yu et al.
[2011] recommended geographically related friends in social network combining GPS
information and SN structures.

Analyzing these results, an important conclusion is that the geographic proximity
alone does not influence social interactions, but it is very essential for the formation
of new relationships. Note that in this context, geographic proximity refers to people
who visit the same place at least once. This principle was investigated for message
exchange [Kaltenbrunner et al., 2012] and friendship interactions [Liben-Nowell et al.,
2005], but no work studies it for collaborations between researchers.

2.1.4 Social Principles

SNA includes principles defined by social theories such as homophily, proximity, con-
tagion and exchange [Contractor et al., 2006]. Specifically, the homophily principle
postulates that people tend to form links with other people who have similar character-
istics (i.e. the tendency of like to associate with like) [David and Jon, 2010; McPherson
et al., 2001]. Another social theory that influences the relationships between people is
the proximity principle [Contractor et al., 2006], which affirms that proximity (physical
or electronic) facilitates the likelihood of communication by increasing the probability
that individuals will meet and interact [Monge and Contractor, 2003]. When such in-
teractions occur, they allow individuals to know each other, discover common interests
and share beliefs [Homans, 1950]. Likewise, individuals who are not proximate are de-
prived of the opportunity to explore these common interests and are, hence, less likely
to a initiate relationship (new link in the network) [Monge and Contractor, 2003].

2.1.5 Academic Social Networks

Several research communities have used SNA to understand their own characteristics
and behavior [Ding, 2011]. Examples include the communities of physics [Newman,
2001], mathematics [Barabasi, 2002] and digital libraries [Liu et al., 2005]. From those,
a distinct type of social network has emerged: the academic social networks, in which
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social ties are given by research or academic collaboration. For instance, an academic
tie exists between advisor and advisee [Wang et al., 2010], people from the same research
group [Lopes et al., 2011] and coauthors [Laender et al., 2011; Tang et al., 2008].

Specifically, co-authorship networks are an important SN class and have been
explored under different points of view. For instance, the study presented in [Ding,
2011] shows that prolific researchers usually collaborate with others who share common
research interests. The study also analyzes citation patterns and shows that highly
cited researchers do not usually collaborate. Likewise, other studies try to explore and
visualize different co-authorship networks [Ganev et al., 2010; Laender et al., 2011;
Tang et al., 2008]. Finally, it is also possible to rank graduate programs by analyzing
their co-authorship networks [Lopes et al., 2011].

2.1.6 Link Prediction

Given a set of individuals organized in a social network, the link prediction problem
infers which new connections are likely to occur in the near future. The term link
prediction was coined by Liben-Nowell and Kleinberg [2003], a study on evaluating to-
pological measures (e.g., a Jaccard coefficient) for classifying co-author collaborations.
Likewise, Huang [2006] uses a topological measure to describe the occurrence of links.
It is also possible to predict friendship relations in social media [Aiello et al., 2012].
Link prediction may also be mapped to recommending new connections [Lopes et al.,
2010], which is discussed in Section 2.1.7.

2.1.7 Recommendation Definition

Recommending products (books, movies, music, hotels) to users by capturing the item-
to-item and user-to-user similarity measures are tasks of traditional recommender sys-
tems (for example, Amazon, Netflix, Ringo) [Kutty et al., 2012]. The aim is to recom-
mend items that match the preferences (likes or deslikes) of users [Cai et al., 2010].

Hence, as defined by Lopes et al. [2010], given a set of users (clients, customers) U
and a set of items I (e.g., books, movies, music), a typical recommendation method has
a recommendation function f(u, i) that associates (u, i) pairs to application-oriented
values (e.g., distance, profit, rating). The goal of these approaches is to find a set of
items i′ ∈ I that maximize f(u, i) for a user.

Another dimension of recommender systems is people-to-people recommendation.
Recommending people connections has different challenges when compared to typical
recommender systems [Guy et al., 2009], such as: in general, accepting a recommenda-
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tion to connect with other people is less time consuming than following a recommen-
dation to watch a movie and may thus be easier to attract to; it requires sending an
invitation to another person whose reaction is unknown in advance; and the fact that
the connection is typically exposed to the public may have social implications. Thus, as
opposed to the traditional recommender system that considers relationships as means
to provide better item recommendations, people recommendation uses relationships to
recommend the related people themselves [Guy et al., 2009].

2.2 Combined Concepts

2.2.1 Recommendation in Social Networks

Existing recommendation approaches recommend items (e.g., music, hotel, club) and
people (e.g. being friends, co-worker, lovers) to users in different settings as e-commerce
websites, online dating, social networks, employment websites. Specifically, the interest
of this work is in the social network setting.

The approaches presented by Freyne et al. [2010] and He and Chu [2010] re-
commend items based on information extracted from social networks. The difference
between them is that the former recommends items considering the interactions of the
individual with the SN, and the latter makes recommendations based on user’s own
preferences, the acceptance of the target item and the opinions from social friends.

Regarding people recommendation, Yang et al. [2012] propose a set of algorithms
to infer circles of friends in online social networks. Likewise, Symeonidis et al. [2010]
present a node similarity measure and an algorithm to recommend friends in SN. Guy
et al. [2009] describe a novel system for providing users with recommendations of
people to invite into their explicit enterprise SN. Finally, Lopes et al. [2010] present a
new methodology for recommending collaborations in academic social networks. These
approaches are related for making people-to-people recommendation, but the work of
Lopes et al. [2010] differs from others due to the kind of relationship recommended.

The considerations to recommend friends are different from recommending people
to work with. For example, Cai et al. [2010] recommend users to others based on
similarity measures as taste (whom they like) and attractiveness (who likes them).
However, this form such measuring similarity cannot be applied in the academic setting,
because it is not possible to infer if a researcher likes (or not) another.
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2.2.2 Social Principles in Link Prediction

Different social principles may influence on predicting links. For instance, recent stud-
ies show that the homophily principle can improve link prediction models [Aiello et al.,
2012; Wang et al., 2011]. Aiello et al. [2012] developed an unsupervised model to esti-
mate the strength of links based on users similarity and interaction activity. Wang et al.
[2011] have explored many measures considering the homophily principle in human mo-
bility to predict links. Others, like Quercia and Capra [2009] and Wang et al. [2011],
predict new links in a social network considering both the homophily and the proximity
principles (both use mobile phones to capture user trajectories). On the other hand,
no work that uses the proximity principle for predicting links in an academic social
network has been found so far.

2.2.3 Collaboration Recommendation in Social Networks

Collaboration recommendation is a specific recommendation problem in which two in-
dividuals are recommended to work together. In order to achieve relevant recommenda-
tions, it is necessary to consider aspects that influence collaboration relationships. For
example, in CORALS (Collaboration Recommendation on Academic Social Networks)
Lopes et al. [2010], a weight represents each relation between researchers and is defined
for the measures: cooperation (Cp, how much the two researchers have collaborated),
correlation (Cr, how similar the areas of the researchers are) and social closeness (Sc,
a normalized variant of the shortest path metric). Cr e Sc are combined to form a
single, weighted average measure. Furthermore, the cooperation between authors a and
b is a value in the range [0,1] defined by the ratio of the number of papers that a has
co-authored with b by the total number of a’s papers. The correlation is defined by an
equation that considers the researchers publications area and the vector space model
(VSM) to compute the values between each pair of co-authors in the network.

2.3 Discussion on Contributions

In summary, social networks have been extensively applied by focusing on different
types of SN including academic social networks, which is our context. Specifically,
this work aims at recommending new links (or intensifying existing ones) between re-
searchers in an academic SN using two new metrics based on homophily and proximity,
given by affiliation and geographic location information.

The new metrics follow theoretical mechanisms (homophily and proximity prin-
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ciples) that have been used to explain the creation, maintenance, dissolution and re-
constitution of social networks [Contractor et al., 2006; David and Jon, 2010; Homans,
1950; McPherson et al., 2001; Monge and Contractor, 2003]. These metrics explore
weights and how different features on the SN (e.g., links semantics) affect the rela-
tionship between researchers. Determining such weights is a great challenge, because
they should be closely related to the researchers profile, the type of data and the net-
work model. In other words, recommending collaborations differs significantly from
recommending items (e.g., Amazon, Netflix, Ringo). Indeed, people-to-people recom-
mendation must consider different aspects from the social connections as well [Guy
et al., 2009; Lopes et al., 2010; Symeonidis et al., 2010].

Finally, the work more related to ours is CORALS [Lopes et al., 2010], whose
emphasis is also on recommending collaborations in academic social networks. Our
work differs from CORALS for considering social theories in the definition of the col-
laboration weights: (i) the homophily principle, given by institutional affiliation of
the researchers in Affin; and (ii) the proximity principle, represented by geographic
location information on the researchers institutions in GLI. Furthermore, the experi-
mental evaluation of CORALS considers only the accuracy of the recommendations.
On the other hand, here we also define measures to evaluate accuracy, novelty, diversity
and coverage of the recommendations generated by Affin and GLI. Such new ways of
evaluating the recommendation results provide new insights on the quality of the re-
commendations. Moreover, whereas CORALS employs one dataset in the experimental
evaluations, here we use two real datasets.





Chapter 3

Recommending Collaborations
Using Link Semantics

This work aims to recommend collaborations by predicting links between researchers
using two new metrics, Affin and GLI. Specifically, the metrics explore link semantics
(affiliation and geographic location) to recommend collaborations in an academic (co-
authorship) SN: Affin follows the homophily principle and considers that researchers
collaborate with researchers from institutions with which they have already collabo-
rated; and GLI follows the proximity principle and considers that researchers collabo-
rate with researchers who are physically nearby.

3.1 Framework Description

Social Networks are formed by actors (people) and their relational ties (links) [New-
man, 2003]. The importance of a relationship between its actors may be defined by
a weight measure. Each weight is relevant because it reflects the link semantics, in-
stead of just the network topological feature; i.e., the weight semantics provides rich
information from the SN and its connections. We use an academic SN in which two
researchers (actors in the network) are connected if they have co-authored a publica-
tion [Newman, 2003]. Although we focus on publication coauthorship, our metrics can
be easily extended to work on similar relationships such as writing patents, editing
books, proceedings and so on. The final goal is to recommend collaborations (new or
intensification) over this network, which is mapped to predicting links in a SN.

Let T be a set of target researchers (i.e., the researchers that are going to receive
the recommendations) and R the universe of researchers that will be evaluated (i.e.,
the researchers considered for the recommendation). Given a graph built with all
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Figure 3.1. Framework to recommend collaborations.

researchers (R ∪ T ) and their connections (defined by their co-authorships), in which
each link is associated to a set of weight values W that represents the semantics of the
network (e.g., cooperation, affiliation). The weights are combined to form a metricM,
which is then employed by a recommendation function. The recommendation function
f(T ,R,M) evaluates the two input sets according to the metric and returns a ranked
list of recommended pairs 〈t, r〉 that maximizes the value of f .

Figure 3.1 shows the framework for generating the recommendations. First, a SN
is built from the existing datasets. The link semantics of the social relations define
the weights. Then, the weights may be further elaborated for defining the metric that
composes the recommendation function. The recommendation function returns the
ranked pairs of researchers. The hardest part of defining a recommendation function is
choosing a proper metric. Next, we present both new metrics followed by a example.

3.2 Affin - Affiliation Metric

Affin is a metric that considers the homophily principle for recommending collabora-
tions. In the academic context, this principle could be explored with different meanings,
such as people who interested in the same research area, attending the same conferences
and working in the same place. However, our interest is studying how the institutional
affiliation increases the quality of the recommendations and influences in the collabora-
tion. In this work, the homophily principle is derived from the institutional affiliation
of the researchers and defined by the affiliation weight Affin i,j, which represents the
link semantics for any given pair of researchers 〈i, j〉 according to Equation 3.1,

Affin i,j =
NPIi,j
NTi

(3.1)

where NPIi,j is the number of publications of researcher i co-authored with people
from j’s institution, and NTi is the total number of publications authored by i. Affin
follows the natural intuition that an institution is more important to an author, if he
has already collaborated with someone from that institution; hence, it is more likely
to contact other researcher in the same institution.

However, recommending based solely on the researchers’ affiliations is not enough,
because it disregards the history of the researchers’ collaborations. Therefore, we
propose to combine it with existing metrics, in order to improve the recommendation
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function, as explained next.

Combining Affiliation and Cooperation. The first way of using affiliation is with
cooperation. The affiliation weight Affin i,j is combined with the cooperation weight
(Cpi,j). Note that the cooperation value Cpi,j determines how much a pair of re-
searchers has already collaborated (or not). The final goal is to have a recommendation
function that is able to consider both affiliation and cooperation, in order to provide a
better result and improve the overall connection of the academic social network.

In order to equally consider Affin i,j and Cpi,j, Affin uses degrees to represent
ranges of values: “high”, “medium” and “low”. The actual values for the ranges may
follow a linear scale (e.g., low < 33% and high > 66%). Equation 3.2 shows the
recommendation function that combines them and returns two recommended actions:
“Initiate_Collaboration” and “Intensify_Collaboration”,

ri,j =



Initiate_Collaboration, if (Cpi,j = 0)∧
(Affin i,j > threshold);

Intensify_Collaboration, if (Cpi,j ∈ {low,medium})∧
(Affin i,j ∈ {medium, high});

(3.2)

where pairs of researchers with zero Cpi,j and non-zero Affin i,j (we choose “low” de-
gree as threshold) are recommended to initiate collaborations; and pairs with “low” or
“medium” Cpi,j and “medium” or “high” Affin i,j are recommended to intensify their
collaborations.

Combining Affiliation, Cooperation, Social Closeness and Correlation. A
better way of considering the affiliation aspect is combined with cooperation, social
closeness and correlation aspects [Lopes et al., 2010]. This combination allows to
consider different characteristics between researchers in the recommendation function.
Following Lopes et al. [2010] that combines correlation and social closeness, we combine
Affin i,j and Sci,j to establish a single weight Affin_Sci,j defined by Equation 3.3,

Affin_Sci,j =
wAffin.Affini,j + wSc.Sci,j

wAffin + wSc

(3.3)

where given a network with authors i and j, Affin_Sci,j is a weighted average, wAffin

and wSc weights determine, respectively, the importance of Affin i,j and Sci,j to the
resulting value. Hence, the weights may be used for emphasizing either the affiliation
or the social closeness; i.e., allowing to emphasize the homophily in different ways.

For each pair of researchers, the relationship among Affin i,j, Sci,j, Cpi,j and Cri,j
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determines if the collaboration should (or not) be initiated or intensified between them.
Finally, Equation 3.4 shows the recommendation function with the weights (that define
each metric) and recommendation actions:

ri,j =



Initiate_Collaboration, if (Cpi,j = 0)∧
(Affin_Sci,j > threshold);

Intensify_Collaboration, if (Cpi,j ∈ {low,medium})∧
(Affin i,j ∈ {medium, high})∧
(Cri,j ∈ {medium, high});

(3.4)

where a pair of researchers with zero Cpi,j and non-zero Affin_Sci,j (we choose “low”
degree as threshold) are recommended to create a collaboration; and pairs with “low”
or “medium” Cpi,j, “medium” or “high” Affin i,j, and “medium” or “high” Cri,j are
recommended to intensify their existing collaborations.

It is important to notice that Equation 3.2 is a straightforward use of affiliation,
whereas Equation 3.4 gives a more complete usage (because it considers more charac-
teristics from the researchers relationship). We have performed a prior experimental
evaluation comparing the use of both equations and the results showed that Equation
3.4 provides better results. Therefore, from now on, Affin refers to Equation 3.4.

After describing the recommendation actions, we now define a score to allow a
final ranking of recommendations. Equation 3.5 shows that if the recommended action
is to “Initiate_Collaboration”, the recommendation score is equal to Affin_Sci,j and the
recommended researchers are in descending order of this weight. If the recommendation
action is to “Intensify_Collaboration”, the ratio of cooperation and correlation is used
and the recommended researchers are in increasing order of this ratio.

scorei,j =

 Affin_Sci,j, if (ri,j = Initiate_Collaboration);
Cpi,j
Cri,j

, if (ri,j = Intensify_Collaboration);
(3.5)

Finally, it is also important to notice that Affin is more complete than its pre-
decessor CORALS, because it regards the homophily principle. Moreover, having an
institution-oriented weight provides more information to the SNA, such as assisting in
the search for collaborations with different institutions and analyzing the influence of
the cooperation with an institution upon the collaborations.
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3.3 GLI - Geographic Location Information

Based on the first law of geography, according to which “everything is related to every-
thing else, but near things are more related than distant things” [Tobler, 1970], a new
metric (GLI ) that considers the geographic location is presented in this section. The
GLI metric allows to study how the physical distance may increase the quality of the
recommendations and influence the collaborations.

The GLI metric follows the proximity principle. The theoretical mechanisms
of this principle (that considers the influence of distance in the relationships) can be
captured in the SN’s relational ties (links). In order to measure the physical proximity
between pairs of researchers, we introduce the geographic location weight GLIi,j that
considers the geographic location information for any given pair of researchers 〈i, j〉
defined by Equation 3.6

GLIi,j = distance(GCi, GCj) (3.6)

where GCi and GCj represent the geographical coordinates of the researchers i and j
institutions, respectively, and distance is a selected function to compute the distance
between locations.

In this work, we use geographic coordinates of the city in which the researcher’s
institution is located. The data with geographic location of the institutions was gathe-
red from Wikimapia1 and stored in a PostgreSQL2 database. This DBMS (Database
Management System) was chosen because it has an open source spatial database exten-
sion called PostGIS3. This extension provides operators and functions to manipulate
geographic data. ST_Distance is one of these functions that returns spheroidal mini-
mum distance between two geographies in meters, it was selected to approximate the
distance between researchers.

In order to define a qualitative scale, we are interested in the travel time that
covers the distance (represented by GLIi,j) between researchers. It allows to specify
how far two researchers are from to each other. Thus, given a pair of researchers 〈i, j〉,
the travel time is defined by Equation 3.7,


if GLIi,j < 190 km, ∆ti,j = GLIi,j

80(Km/h)

else, ∆ti,j = GLIi,j
500(Km/h)

+ 2h

(3.7)

1Wikimapia: http://wikimapia.org
2PostgreSQL: http://www.postgresql.org
3PostGIS: http://www.postgis.org

http://wikimapia.org
http://www.postgresql.org
http://www.postgis.org
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Figure 3.2. Distance versus Travel Time.

where ∆ti,j represents the travel time weight.
Equation 3.7 was defined considering that people do not usually fly when the

distance is less than 190Km (because it is very short). Using land transportation,
the speed is approximately 80Km/h, which indicates a travel time of approximately
2 hours. For longer distances, greater than or equal to 190Km, air transportation is
a better option because of the reduced travel time. Moreover, flying 500Km takes
approximately 1 hour, plus 1 hour to arrive and to leave the airports, the travel time
would be 3 hours or less.

Figure 3.2 shows that the intersection between high and low distance equations is
190Km and 2.38 hours. Hence, we define that researchers are near when travel time is
less than 2.5 hours, and far from each other when travel time is greater than or equal
to 2.5 hours. This defines a qualitative scale: “near” < 2.5 and “far” ≥ 2.5.

In order to recommend collaborations considering the geographic location infor-
mation, Equation 3.8 shows the recommendation function that combines ∆ti,j, Cpi,j
and Cri,j and its recommended actions:

ri,j =



Initiate_Collaboration, if (Cpi,j = 0)∧
(∆ti,j ∈ {near});

Intensify_Collaboration, if (Cpi,j ∈ {low,medium})∧
(∆ti,j ∈ {near, far})∧
(Cri,j ∈ {medium, high});

(3.8)

where pairs of researchers with zero Cpi,j and “near” ∆ti,j are recommended to create
a collaboration; and pairs with “low” or “medium” Cpi,j, “near” or “far” ∆ti,j, and
“medium” or “high” Cri,j are recommended to intensify it.

Finally, Equation 3.9 presents the calculation of the recommendation score. If
the recommendation action is to “Initiate_Collaboration”, the recommendation score
is calculated by ∆ti,j and the recommended researchers are in increasing order of this



3.4. Example of using the Affin and GLI metrics 23

weight. If the recommendation action is to “Intensify_Collaboration”, the ratio of
cooperation and correlation is used and the recommended researchers are in increasing
order of this ratio.

scorei,j =

 ∆ti,j, if (ri,j = Initiate_Collaboration);
Cpi,j
Cri,j

, if (ri,j = Intensify_Collaboration);
(3.9)

Hence, the GLI metric recommends collaborations using GLIi,j and ∆ti,j indexes
that follow the proximity principle. Also, a geographic location information oriented-
based weight gives rich information to SNA. Finally, the recommendation list is sorted
according to a score for each action.

3.4 Example of using the Affin and GLI metrics

Figure 3.3 shows an example of the use of the new metrics. Consider the academic social
network as in Figure 3.3(a), in which collaborations can be recommended to initiate or
to intensify. In this SN, nodes with similar form belong to the same institution, and
the weights of each relation are described in the table below. In order to simplify the
explanation, the weights refer to only one direction, for example, the relation of A to
B, but not B to A (depending of the direction, the weights may vary). The Affin and
GLI metrics are then applied to make this SN more connected.

Figure 3.3(b) presents the recommendation generated by Affin. This metric con-
siders not only the relation between pairs of researchers, but also the relation of each
researcher with other researchers from the same institution with which the former has
already collaborated. Thus, the pairs of researchers 〈F,G〉 and 〈G,H〉 are recommen-
ded to initiate collaboration, because there is no cooperation between them (Cpi,j = 0)
and Affin_Sci,j is greater than “low”. In other words, F has collaborated with re-
searchers from G ’s institution, and G with researchers from H ’s institution.

Likewise, Figure 3.3(c) shows the recommendation made by the GLI metric. In
this case, the relation is established (or not) considering the physical distance and the
travel time. Thus, the pair of researcher 〈F,A〉 is recommended to collaborate, because
there is no cooperation between them (Cpi,j = 0) and the weight (∆ti,j) is “near”.

Regarding the recommendation to intensify collaboration, the pairs of researchers
〈A,H〉 and 〈F,E〉 are recommended by Affin and GLI. Both relations have weights
that satisfy the two metrics (Affin i,j ∈ {medium, high} and ∆ti,j ∈ {near, far}).
Moreover, the researchers of the two pairs are correlated, i.e., they work in similar
research areas.
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(a) Original network (b) Recommendation by Affin

(c) Recommendation by GLI

Figure 3.3. Example using the Affin and GLI metrics.

3.5 Concluding Remarks

In this Chapter, we have formally defined the concept of collaboration recommendation
and described the proposed framework for generating recommendations. Specifically,
we showed the importance of the weights, metrics and recommendation functions.

Based on these concepts, we described two new metrics that consider the link
semantics of the networks to recommend collaborations. These metrics follow social
principles (homophily and proximity) and can also be used to SNA. Furthermore, in
the formulation of Affin and GLI, we try to consider factors that influence in the coope-
ration between researchers. This is very important to have quality recommendations.

Regarding the recommendation scores, Affin and GLI order their recommenda-
tions to intensify collaboration using the proportion between cooperation and correla-
tion. The proportion was proposed by Lopes et al. [2010], and our previous experiments
showed that it provides better results in the ranking of the recommendations.
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Evaluation Metrics

Evaluating the quality of recommendations and the effectiveness of recommendation
functions is a very difficult task, mainly for two reasons [Fouss and Saerens, 2008]:
(i) different algorithms may have different performance on different datasets, and (ii)
the goals for which an evaluation is performed may differ. Many studies focus on
evaluating the accuracy of recommendations, such as [Lopes et al., 2010] and [Huang,
2006]. Having a high accuracy is important, but insufficient to ensure the quality of
the recommendations [Fouss and Saerens, 2008; Shani and Gunawardana, 2011].

In order to define which metrics to use for evaluating recommendations, we have
studied the compiled list presented by Shani and Gunawardana [2011]. Among several
evaluation metrics we have concluded that precision, recall, novelty, diversity and cove-
rage are more appropriate to evaluate the recommendation of collaborations. Metrics
such as confidence, trust, utility and risk are not appropriate, because prior information
about researchers’ preferences is necessary and beyond our reach. The robustness me-
tric is also not appropriate, because the datasets (used in the experimental evaluation
and described in Chapter 5) do not present much noise.

It is important to note that in [Lopes et al., 2010], CORALS is evaluated in
relation to the accuracy of the recommendations, but it does not represent their quality.
Thus, this is the first time that novelty, diversity and coverage are used to evaluate
the recommendation of academic collaborations. Next, we detail each metric and show
how each of them is employed for evaluating the recommendation lists.

4.1 Accuracy

The accuracy of most recommender systems is evaluated according to precision and
recall. However, calculating these metrics for a recommender algorithm presents some
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problems [Baeza-Yates and Ribeiro-Neto, 2011; Herlocker et al., 2004]. First, these
metrics require knowing whether each resulting item is relevant. In general, it is very
difficult to define an item relevance. Second, there is in general a small number of
relevant items in a item set. Third, it is necessary to consider resulting (recommended)
items that are selected from a much larger set.

Therefore, the focus of this paper is on recall because: (i) in general, the net-
works are very sparse and the total number of possible links is large (as shown in
Section 5); (ii) the Affin and GLI metrics aim to make networks more connected, as
opposed to totally connected; and (iii) high recall indicates that the metrics provide
correct recommendations. Just to give an idea of result size, the average number of
recommendations for each researcher is 176 in CiênciaBrasil and 22 in DBLP (details
of these datasets will be presented in Section 5) out of thousands of possibilities.

This decision (of focusing on recall) is also emphasized in the literature. Specifi-
cally, Menzies et al. [2007] present many examples of situations where high recall (and
low precision) are useful, including: a commercial Web search engine like Google that
reports more than 109 Web pages to a query with the word “software”, and the effort in-
volved in looking at a page is so low that users do not mind examining false results; and
Cleland-Huang et al. [2006] won the best paper award at the 2006 IEEE Requirements
Engineering conference with a data mining method exhibiting precision of about 0.25
(even with low-precision, the analysis of results suggests that the proposed classification
algorithm can detect many different types of non-functional requirements).

4.2 Novelty

New recommendations are indications of items that users do not know and would not
know in the absence of a recommender algorithm. The novelty metric aims to quantify
the “novel” or “original” characteristic in a recommendation list [Fouss and Saerens,
2008]. In order to compute this metric, we have adapted the idea proposed in [Fouss
and Saerens, 2008] for the setting of an academic SN.

Algorithm 1 shows how to compute the novelty of recommendations. Lines 4 and
5 describe the frequency calculation of each recommended researcher in the recommen-
dation list. This frequency represents the popularity degree of the researchers, i.e.,
researchers with high frequency are likely to be known. In this case, we consider that
the less popular a recommended researcher is (included in the recommendation list),
the most probable he/she is unknown to a target researcher.

In line 8, the median is used as a central tendency metric to represent the fre-
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Algorithm 1 Calculate-Novelty
1: {Input: Recommendation list L, number of researchers n}
2: {Output: Average frequency µfm}
3: {For each recommended researcher r in L}
4: for r ∈ L do
5: fr := calculate_frequency(r)
6: = := = ∪ fr {Define the frequency of each recommended researcher to a target

researcher t in L}
7: end for
8: fm := calculate_median(=)
9: µfm := calculate_average(fm, n)

10: return µfm

quencies (following the proposal by Fouss and Saerens [2008]). Finally, in line 9, the
frequency median of the recommended researchers is divided by the total number of tar-
get researchers. Hence, it provides the distribution of the frequency median in relation
to target researchers.

The resulting value represents the novelty in a recommendation list. The novelty
metric varies in the range [0,1], in which values near zero represent greatest novelty
and the opposite when approaching one.

4.3 Diversity

Diversity is generally defined as the opposite of similarity [Shani and Gunawardana,
2011]. In some cases, suggesting a set of similar items may not be useful. For example,
considering a collaboration recommendation where an algorithm should recommend
researchers. Presenting a list with 10 researchers, all from the same institution or
research groups may not be as useful as recommending researchers from various places.
This follows the intuition that researchers from the same institution have a higher
probability of already knowing each other.

The most explored method to measure diversity in a recommendation list is using
the intra-list similarity metric [Shani and Gunawardana, 2011]. We use this method
based on the approach presented by Ziegler et al. [2005], which evaluates traditional
recommender systems. In addition, some changes have been made in this approach to
evaluate collaborations recommendations.

Given a set of all target researchers T and a recommendation list L, Algorithm
2 describes how to calculate the diversity using the intra-list similarity metric. Line 4
defines how to measure the similarity between recommended researchers in a recom-
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mendation list. In general, this similarity is defined by Pearson’s correlation or cosine
distance [Ziegler et al., 2005]. However, in this work, the correlation (defined by Lopes
et al. [2010]) among researchers that represents the semantic of the SN relations (links)
has been used to calculate this similarity. Line 5 describes the calculation of the intra-
list similarity metric that considers the similarity between researchers. In line 7, the
diversity metric is computed, where high values indicate low diversity.

The resulting values for diversity are not in a specific range. Thus, after compu-
ting this metric for different databases, the values are normalized linearly within the
interval [0, 1] (line 8).

Algorithm 2 Calculate-Diversity
1: {Input: Set of all target researchers T , recommendation list L, number of re-

searchers n }
2: {Output: Average intra-list similarity µSin−list

}
3: for t ∈ T do
4: SL := calc_similarity(t, L) {Calculate the similarity among recommended re-

searchers to t in L};
5: Sin−list := calc_similarity_intraList(SL, L) {As defined in [Ziegler et al., 2005]};
6: end for
7: µSin−list

:= calculate_average(Sin−list, n);
8: µSin−list

:= normalize(µSin−list
) {a linear normalization};

9: return µSin−list
;

4.4 Coverage

The term coverage refers to distinct properties of a recommender system such as item
space coverage and user space coverage. This work needs only the property item space
coverage, because computing user space coverage requires knowledge about users prefe-
rences which are beyond our scope. The term item space coverage refers to the propor-
tion of items that the recommender system can recommend [Shani and Gunawardana,
2011]. This property may be represented by metrics that compute how unequally dif-
ferent items are recommended to users. Two different metrics are used to compute this
distributional inequality: Gini index (GI) and Shannon Entropy (SE) [Shani and Gu-
nawardana, 2011]. Algorithms 3 and 4 describe how to compute these two metrics for
academic collaborations. Furthermore, the approaches of the Gini index and Shannon
Entropy presented in [Shani and Gunawardana, 2011] have been considered as the base
for these algorithms.
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Algorithm 3 Calculate-GiniIndex
1: {Input: Recommendation list L}
2: {Output: Gini index G}
3: T otalL := calcTotal_recommendedResearchers(L)
4: T otDifL := calcTotDif_recommendedResearchers(L)
5: {For each recommended researcher r in L}
6: for r ∈ L do
7: fr := calculate_frequency(r)
8: pr := fr/T otalL
9: P := P ∪ pr {Compute the proportion of each recommended researcher to t in

L}
10: end for
11: increasing_order(P)
12: j = 0 {Count the total of each recommended researcher to t in L}
13: sum = 0
14: {Compute Gini index as defined by [Shani and Gunawardana, 2011]}
15: for pr ∈ P do
16: sum := sum+ ((2 ∗ j)− T otDifR − 1) ∗ pr
17: j := j + 1
18: end for
19: G := (1/(T otDifR − 1)) ∗ sum;
20: return G;

Given a recommendation list L, Algorithm 3 computes the Gini index. Line 3
computes the total number of the recommended researchers in the recommendation
list. Line 4 calculates the total number of different recommended researchers. The
next step calculates the proportion of each recommended researcher pr, lines 6-10.
Following Shani and Gunawardana [2011], the set of proportion P is ordered according
to increasing values pr (line 11). Finally, in lines 15-19, the Gini index is computed
according to [Shani and Gunawardana, 2011]. The index is zero when all researchers are
recommended equally often, and one when a single researcher is always recommended.

In this work, we are interested in recommendations with Gini index near zero,
which represents that each researcher receives distinguished recommendations accord-
ing to his/her characteristics (affiliation, geographic localization and similar research
area). If all researchers receive the same recommendations, the recommendations may
be wrong, since each researcher has different characteristics.

Likewise, given a recommendation list, Algorithm 4 shows how to compute the
Shannon Entropy. The initial steps of Algorithm 4 are similar to Algorithm 3 (lines
1-9), because it also needs to know the proportion of each recommended researcher.
Following Shani and Gunawardana [2011], lines 12-15 computes the Shannon Entropy.
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Algorithm 4 Calculate-ShannonEntropy
1: {Input: Recommendation list L}
2: {Output: Shannon Entropy E}
3: T otalL := calcTotal_recommendedResearchers(L)
4: {For each recommended researcher r in L}
5: for r ∈ L do
6: fr := calculate_frequency(r)
7: pr := fr/T otalL
8: P := P ∪ pr {Compute the proportion of each recommended researcher to t in

L}
9: end for

10: sum = 0
11: {Compute Shannon Entropy as defined in [Shani and Gunawardana, 2011]}
12: for pr ∈ P do
13: sum := sum+ (pr ∗ log pr)
14: end for
15: E := −sum;
16: return E;

The entropy is zero when a single researcher is always recommended, and log n when
n researchers are recommended equally often (n is the total number of distinct re-
commended researchers in the recommendation list). Similarly to the Gini index, here
we are also interested in a recommendation list with many different researchers, i.e.,
Shannon Entropy near log n.

4.5 Concluding Remarks

This Chapter addressed the problems of evaluating recommender algorithms. We des-
cribed different metrics that can be used to evaluate recommender algorithms. Ho-
wever, it is necessary to consider the aim of the application when choosing more ap-
propriate evaluation metrics. As discussed over this section, we have chosen accuracy,
novelty, diversity and coverage to evaluate recommendations of collaborations.
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Experiments and Results

As previously discussed, this work also contributes to the way a recommendation func-
tion is evaluated. The previous section reviewed the accuracy metric (traditionally
employed for evaluating recommender systems) and also introduced novelty, diversity
and coverage. This chapter details the datasets employed in our experimental evalua-
tion (Section 5.1), shows how the weights are defined (Section 5.2), and then presents
the evaluation results (Section 5.3) and a graph analysis of the datasets (Section 5.4).

5.1 Dataset Details

The experiments were performed using two real datasets that were built from Ciência-
Brasil1 and DBLP academic social networks, as detailed next.

5.1.1 Real Dataset 1: CiênciaBrasil

The CiênciaBrasil dataset contains Lattes2 résumés of Brazilian researchers from se-
lected research groups [Laender et al., 2011]. The academic social network built from
this dataset included 340 Computer Science researchers connected by the relation of
co-authorship. If all researchers collaborated with each other, the number of relations
(links) between them would be 57,630. Moreover, we have also limited the set of
publications to include only those published from 2000 to 2011.

1CiênciaBrasil: http://pbct.inweb.org.br
2Lattes: http://lattes.cnpq.br
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5.1.2 Real Dataset 2: DBLP

Based on the DBLP digital library dataset, we built an academic social network for
629 researchers from 45 Brazilian institutions and their publications from 1971 to
2012. If all researchers collaborated with each other, the number of relations would be
197,506. In order to provide a more homogeneous dataset, we have also limited the
publications to those published in conference proceedings and journals (i.e., dataset
elements inproceedings or article). This way, both CiênciaBrasil and DBLP cover the
same types of publication, although in different time intervals and for different universe
of researchers (such differences enrich our results, as discussed ahead).

It is important to notice that, contrary to the CiênciaBrasil dataset, the DBLP
dataset provides no information on the researcher’s affiliation. Given that Affin and
GLI need such an information, we have manually defined it for each of the 629 re-
searchers with data extracted from CAPES3.

5.1.3 Building the Academic Social Networks

The algorithm for building an academic social network based on co-authorship relations
is simple: each researcher becomes a node in the network; for each pair of researchers a
and b, if they have co-authored at least one publication, then an edge is added between
their nodes. The social networks were built based strictly on the given datasets. In
other words, it is possible that only a subset of the researchers’ publications is rep-
resented in the SN, provided that the researchers may have other publications that
are outside the datasets. However, given the coverage of both datasets in terms of
conferences and journals, we believe that the most relevant part of the researchers’
publications is reflected in the datasets and is enough for providing good recommen-
dations. Finally, the focus of this chapter is in comparing the results across different
metrics, not the absolute results themselves.

Each of the two datasets was divided in two parts (based on the concept of split
[Baeza-Yates and Ribeiro-Neto, 2011]): 90% of the data as characterization set of the
recommendations, and the remaining 10% for validation. The first part (the largest
percentage of the data) was explored to create the researchers’ profile and the social
network. The second, smallest part is the testing one, which means that it contains
the expected results a recommender system should provide. Furthermore, both parts
also follow the time interval distribution, where the first part considers publications
prior to the second part. In other words, the second part represents the “future” of

3CAPES: http://www.capes.gov.br

http://www.capes.gov.br
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Table 5.1. Information about the networks.

CiênciaBrasil DBLP
Information 90% 10% 90% 10%
Period in years 2000-2009 2009-2011 1971-2011 2011-2012
Total of publications 11,598 1,289 9,583 1,064
Publications avg. by researcher 34.11 3.79 15.24 1.69
Number of co-authorship relations 454 75 517 105

Note: Avg. = Average

the first one, and hence allows us to see what recommendations would be more useful.
Note that this is one way to evaluate the recommender system while avoiding an actual
feedback from the users – which is another way of doing so.

Table 5.1 describes the splits from both datasets and their social networks. It is
clear that each SN is sparse (less than 460 relations of co-authorships from a possible
total of 57,630 for CiênciaBrasil, and less than 520 from possible 197,506 for DBLP).
Consequently, there are many possible results for a recommendation function to con-
sider (approximately, 57,630 - 460 = 57,170 for CiênciaBrasil and 197,506 - 520 =
196,986 for DBLP).

Comparing the two parts (in different time intervals) of each dataset shows
that new collaborations have started during the second interval. The number of co-
authorship relations (Table 5.1) in the second network of each dataset represents only
new co-authorships, excluding existing relations from the first network. These new
co-authorships would already be in the first SN, making it more connected, if a good
recommendation system was used.

Furthermore, we compare the results of Affin and GLI with CORALS. CORALS
builds the SN for each dataset considering the publications of all researchers with one
relevant difference: it includes researchers correlated by researchers area and some
level of social closeness. On the other hand, both Affin and GLI will consider the
same universe of researchers that CORALS plus the researchers correlated by affiliation
when building their SN. In order to provide a better comparison, we have combined
CORALS and Affin in a new metric, called CORALS+Affin, that works on a SN built
as CORALS including all researchers correlated by research area, social closeness and
affiliation. Note that we did not consider combining CORALS and GLI because, as
shown in the next section, there is no relation between cooperation and location.
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5.2 Setting the Weights for the Affin Metric

The aim of this section is to analyze the results of Cr and Sc from CORALS, and Affin
for generating ranked recommendations. This study helps to assign values for weights
wAffin and wSc from Equation 3.3. It is important to attribute a correct value, because
the recommendation score depends of such values (as shown in Section 3.2).

Tables 5.2 and 5.3 show the number of relevant recommendations retrieved (un-
derlined), the total number of recommendations retrieved (in parentheses) and recall
results for the individual and combined metrics using CiênciaBrasil and DBLP, respec-
tively. Affin, Cr and Sc are considered separately; Affin and Sc are combined using
intersection, ordered by one of the metrics; and the union of Affin and Sc is defined by
Affin_Sc. In addition, Affin and Sc are not combined with Cr, because Cr retrieves
many pairs of researchers and is not much more relevant than Affin and Sc.

According to Tables 5.2 and 5.3, Sc presents recall greater than Affin. Hence, in
order to increase recall, wSc must be greater than wAffin .

Table 5.2. CiênciaBrasil : relevant/retrieved recommendations and recall
Method Relevant/Retrieved Recall
Affin 57 (3,981) 0.760
Cr 68 (20,652) 0.906
Sc 69 (12,530) 0.920
Affin ∩ Sc (ordered by Affin) 54 (3,066) 0.720
Affin ∩ Sc (ordered by Sc) 54 (3,066) 0.720
Affin_Sc (wAffin = 1, wSc = 150) 64 (6,087) 0.853

Table 5.3. DBLP: relevant/retrieved recommendations and recall
Method Relevant/Retrieved Recall
Affin 10 (5,950) 0.710
Cr 13 (44,414) 0.920
Sc 12 (28,646) 0.850
Affin ∩ Sc (ordered by Affin) 10 (5,059) 0.710
Affin ∩ Sc (ordered by Sc) 10 (5,059) 0.710
Affin_Sc (wAffin = 1, wSc = 25) 12 (12,422) 0.857

Table 5.4 shows recall results when varying wSc values for a fixed wAffin = 1 in
CiênciaBrasil and DBLP networks. Regarding CiênciaBrasil, recall stabilize around
wSc = 25. Thus, any value above 25 may be selected. In the DBLP network, precision
and recall also stabilize around wSc = 25. Thus, in the experimental evaluation, we
chose wSc = 150 for CiênciaBrasil and wSc = 25 for DBLP.
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Table 5.4. Recall for different wSc (wAffin = 1)

wSc CiênciaBrasil DBLP
0 0.173 0.142
1 0.320 0.285
25 0.853 0.857
50 0.853 0.857
75 0.853 0.857
100 0.853 0.857
125 0.853 0.857
150 0.853 0.857
175 0.853 0.857
200 0.853 0.857
... .... ...

5.3 Evaluation Results

We have grouped our experimental results as follows. Section 5.3.1 presents the results
when the metrics are used to recommend new collaborations. Likewise, Section 5.3.2
shows the results when the metrics are used to recommend “intensifiable” collaborations
(i.e., those existing collaborations that can be further intensified).

5.3.1 Recommending New Collaborations

This first set of experiments considers both the CiênciaBrasil and DBLP datasets.
Then it evaluates Affin and GLI versus CORALS and CORALS+Affin. Table 5.5
presents the results of recall (in percentage) of the experiments. Note that, as discussed
in Section 4.1, accuracy is given by recall only. The results show that using institutional
affiliation leads to an improvement in accuracy. Thus, in CiênciaBrasil and DBLP,
Affin performs better than GLI and CORALS. The recall of CORALS+Affin is equal
to Affin, because Affin adds affiliation to the original CORALS.

Table 5.5. New collaborations - Recall

Network Affin GLI CORALS CORALS+Affin
CiênciaBrasil 0.8533 0.6666 0.7733 0.8533

DBLP 0.8571 0.7647 0.8571 0.8571

A complementary result is illustrated in Figure 5.1. It shows that affiliation and
cooperation (Affin i,j and Cpi,j) are directly related. As presented by Cohen [1988] and
Hopkins [2002], the correlation coefficient (CC) in both SN is large, i.e. greater than
0.5. This fact explains why Affin provides more accurate recommendations.
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Regarding geographic location, GLI presents the worst accuracy results. For
better understanding, the graphics in Figure 5.2 show that intensifying cooperation and
improving travel time (Cpi,j and ∆ti,j) are not related. This is clear when observing
that there are pairs of researchers (points) indicating high cooperation in high travel
time and low cooperation in low travel time. Furthermore, the correlation coefficient
is in the range [-0.09; 0.0] which indicates the lack of correlation [Cohen, 1988]. This
is a common behavior in both CiênciaBrasil and DBLP datasets.

(a) CiênciaBrasil : CC = 0.573 (b) DBLP: CC = 0.601

Figure 5.1. The (clear) relation betweenAffin and Cooperation for CiênciaBrasil
and DBLP.

(a) CiênciaBrasil : CC = -0.047 (b) DBLP: CC = -0.090

Figure 5.2. The (non-existant) relation between travel time and Cooperation
for CiênciaBrasil and DBLP.

Table 5.6 shows the results to the novelty and diversity metrics, in which the
values in parentheses represent the diversity normalized in [0, 1] (note that zero and
one are only representative values to compare the metrics). In both social networks,
GLI provides recommendations with more novelty and diversity. Affin presents the
second best value for diversity and the same result as CORALS+Affin for novelty.
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Table 5.6. New collaborations - Novelty and Diversity

CiênciaBrasil DBLP
Metric Novelty Diversity Novelty Diversity
Affin 0.139 0.75 0.124 0.96
GLI 0.1233 0.0 0.044 0.0

CORALS 0.137 1.0 0.124 1.0
CORALS+Affin 0.139 0.78 0.124 1.0

Note: the higher the values, the worse the results

Table 5.7. New collaborations - Coverage

CiênciaBrasil DBLP
Metric Gini I. Shannon E. Gini I. Shannon E.
Affin 0.416 4.93 0.492 5.214
GLI 0.385 5.19 0.473 5.46

CORALS 0.445 4.85 0.490 5.217
CORALS+Affin 0.424 4.92 0.490 5.218

Table 5.7 shows that using geographic location leads to an improvement in cove-
rage. GLI generates a recommendation list with more unequally different researchers,
and presents the best results for Gini index and Shannon Entropy (as detailed in
Section 4.4) in CiênciaBrasil and DBLP. Affin presents the second best result in Ciên-
ciaBrasil and the worst in DBLP. Moreover, CORALS+Affin shows results better than
CORALS for coverage in both SN, because CORALS+Affin considers more researchers
than CORALS in the recommendations, which increases the difference between them.

Overall, the comparative analysis of Tables 5.5, 5.6 and 5.7 shows that even
though GLI presents the worst results for accuracy, it presents the best ones for novelty,
diversity and coverage. The reasoning for such results is as follows. Each target
researcher receives recommendations considering similarity criteria (e.g., homophily or
proximity principles); and increasing the number of recommended researchers (in this
work, it increases the accuracy) also improves the similarity between them; hence,
decreasing both novelty and diversity. Moreover, the number of researchers is finite,
which means that the greater the number of recommended researchers, the less different
they are in the resulting recommendation list; thus, the lower the coverage.

5.3.2 Recommending Intensifiable Collaborations

As previously discussed, besides recommending new collaborations, we also work on
recommending (existing) collaborations that can be further intensified, i.e., the inten-
sifiable collaborations. In order to evaluate such recommendations, we consider only
accuracy. Note that other evaluations do not apply for intensifiable collaborations, be-
cause novelty, diversity and coverage cannot be established for existing collaborations.

Table 5.8 presents the results for accuracy of the recommendations to intensify
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Table 5.8. Intensify collaborations - Recall

Network Affin GLI CORALS CORALS+Affin
CiênciaBrasil 0.8831 0.9805 0.7467 0.7467

DBLP 0.7714 0.9518 0.7619 0.7619

collaborations. GLI shows recommendations with the best recall (for both networks),
which is justified because it distinguishes researchers with near and far travel time,
increasing the number of relevant results. Affin presents the second best recall (for the
two social networks). This shows that the affiliation can improve the accuracy of the
recommendations. Finally, CORALS and CORALS+Affin present the same results.

5.4 Graph Analyses

In this section, we study the interactions within the datasets and analyze the properties
of their networks based on two different graph analyses. First, in Section 5.4.1, we
infer the strength of ties between researchers that have collaborated (i.e., to infer how
connected two researchers are) [Gupte and Eliassi-Rad, 2012]. This study aims to
show that our metrics recommend collaborations that will be weak ties, which are
important for establishing bridges within the network. Then, in Section 5.4.2, we build
and study social networks (using CiênciaBrasil and DBLP datasets) that represent the
collaboration among researchers grouped by their institutions. This study is important
to understand our metrics (Affin and GLI ) that are based on the institutions. Overall,
these two studies contribute to understand the results of the recommendations functions
and, at the same time, provide further evidence that validates our metrics.

5.4.1 Tie Strength Represented by Absolute Cooperation

Given a graph that represents a social network, the tie strength measures how close the
graph vertices are according to properties that are implicit in the graph [Gupte and
Eliassi-Rad, 2012]4. The strength of the ties has been studied, for example, in infor-
mation diffusion [Granovetter, 1973; Bakshy et al., 2012], question answers [Panovich
et al., 2012] and detection of important links in social networks [Gupte and Eliassi-Rad,
2012]. Here, we are interested in the strength of the cooperation between researchers
and study the relation between tie strength and our metrics (Affin and GLI ).

Each tie between two vertices may be defined as strong, weak or absent (including
both the lack of relationship and ties without substantial significance) [Granovetter,
1973]. Weak ties are more likely to link people of different groups than strong ones. In

4Tie strength is not the same as edge weight, which is explicit in the graph.
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this sense, weak ties act as bridges whereas strong ties lead to overall fragmentation.
Furthermore, the more local bridges in a community organization network, the more
cohesive the community and the more capable of acting in consonance [Granovetter,
1973]. Therefore, given the importance of having weak ties, we study their presence
in the CiênciaBrasil and DBLP networks, and verify whether the recommendation
metrics can generate weak ties.

There are many metrics of tie strength [Gupte and Eliassi-Rad, 2012]. Common
neighbors is the simplest metric and is used in this work. Given a pair of researchers,
the common neighbors metric represents the absolute cooperation and measures the
total number of papers that these researchers have co-authored. Figure 5.3(a) shows
that most of the pairs of researchers have weak ties in CiênciaBrasil and DBLP.

(a) CiênciaBrasil (b) DBLP

Figure 5.3. Ties strength represented by the absolute cooperation.

One important question is whether Affin and GLI can recommend collaborations
that will also be weak ties. To answer this question, consider Figures 5.4 and 5.5. In
these figures, AV G(Affini,j) and AV G(∆ti,j) represent the average of the affiliation
weight and the travel time weight, respectively, in relation to all pairs of researchers
with the same tie strength. Figure 5.4 and the correlation coefficient shows that affil-
iation and tie strength are directly related. Moreover, as discussed in Chapter 3, the
recommendation function needs the Affin i,j (combined with Sci,j) to be better than
“low” to recommend new collaborations. Thus, as illustrated in the figures, weak ties
are common when the value of Affin i,j is a little larger than the threshold that is spec-
ified in Section 3.2. This fact shows that Affin can recommend collaborations that will
probably be weak ties between researchers. In other words, as already shown in Figure
5.3, the networks are already formed by weak ties. Now, Figure 5.4 shows that the new
recommended collaborations will preserve such an important feature.
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(a) CiênciaBrasil: CC = 0.759 (b) DBLP: CC = 0.564

Figure 5.4. The (clear) relation between Affin and tie strength for CiênciaBrasil
and DBLP.

(a) CiênciaBrasil: CC = -0.189 (b) DBLP: CC = 0.101

Figure 5.5. The (non-existant) relation between GLI (represented by travel
time) and tie strength for CiênciaBrasil and DBLP.

On the other hand, Figure 5.5 shows that travel time and tie strength are not
related. Therefore, it is not possible to predict whether GLI will give recommendations
that will be weak ties between researchers.

5.4.2 Aggregated Cooperation

One way to measure the cooperation between researchers from different institutions i
and j is defined by Equation 5.1.

Cgroupi,j =
NPIi,j
NTi

(5.1)
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where NPIi,j is the number of papers of researchers from institution i co-authored
with people from institution j, and NTi is the total number of papers authored by
researchers from institution i. Equation 5.1 is very similar to Equation 3.1 that defines
the affiliation index Affin i,j. The difference is that Cgroupi,j provides the cooperation
in relation to all researchers from the institutions. Here, 〈i, j〉 represents pairs of
institutions, not pairs of researchers.

Figure 5.6. Co-authorship network between institutions - CiênciaBrasil

Figures 5.6 and 5.7 show the institution-level co-authorship graph from Ciên-
ciaBrasil and DBLP, respectively. Each graph represents the cooperation between
researchers from pairs of institutions, where two institutions are connected if any two
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Figure 5.7. Co-authorship network between institutions - DBLP

of their researchers have coauthored a publication (both graphs were built using the
testing set described in Table 5.1). In these figures, Equation 5.1 (Cgroupi,j) defines the
weight of the edges, where thicker edges have higher cooperation levels. For example,
in CiênciaBrasil, there are 13 collaborations between institutions UFMG and UFAM
and 1 between UFMG and UFSCar. Furthermore, the size of each node varies de-
pending on the number of researchers represented by that institution. For example, in
CiênciaBrasil, PUC-Rio has 31 researchers whereas UFPB has 13. We are interested
in studying the properties of these networks and investigating if these networks follow
the small-world phenomenon. This study shows how the affiliation with the institution
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influences in the cooperation between pairs of researchers. Hence, we can validate our
metrics based on the institutions.

Section 2.1.2 showed that random networks have been used as benchmark to ver-
ify small-world properties in real networks. We have built two random networks in
Gephi5 with the properties described in Table 5.9 in order to compare their properties
with the real networks and verify if the real networks follow small-world phenomenon.
Each random network, Random1 and Random2, has the same number of nodes that
CiênciaBrasil and DBLP, respectively. In these two networks, the probability of con-
nection between nodes is defined by a binomial distribution [Erdös and Rényi, 1959].
We defined 0.5 for this probability so that the random networks have symmetrical dis-
tribution of the edges, no high clustering and high degree. Note that using 0.1 for the
probability makes the random network more skewed. In other words, the probability
of connecting two nodes is very small and makes the degree no more than four. For
probability near 1, all edges are reconnected, and a random network is obtained, with
all corresponding properties such as low clustering and short path lengths. Thus, the
ideal value to build these random networks is intermediate values of probability [Watts
and Strogatz, 1998]. Next, we analyze each property in Table 5.9.

Table 5.9. Properties of the networks

Information Random1 CiênciaBrasil Random2 DBLP
Number of Nodes 32 32 44 44
Number of Edges 248 180 465 261
Density 0.25 0.181 0.246 0.138
Connected Components 1 1 1 1
Avg. Clustering Coefficient 0.25 0.454 0.248 0.373
Diameter 3 4 4 4
Average Degree 7.75 5.625 10.56 5.932
Average Path length 1.48 2.30 1.48 2.39

Table 5.9 shows that CiênciaBrasil, DBLP, Random1 and Random2 networks are
not dense. In this context, density measures how many institutions are cooperating
versus the total number of possible cooperations. This result shows that there is room
for many collaborations to emerge between researchers from different institutions (i.e.,
GLI would favor such new collaborations).

In addition, the four networks have only one connected component. Such a feature
ensures that all researchers from different institutions have a chance to cooperate with
everyone else in the network [Wiemken et al., 2012].

5Gephi: https://gephi.org

https://gephi.org
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Regarding the clustering coefficient, we can see that there is a strong clustering
effect in CiênciaBrasil and DBLP networks: two researchers from different institutions
have more than 30% probability of collaborating if both have collaborated with a third
institution (this claim follows the idea presented in [Newman, 2001]). Moreover, the
clustering coefficient of these two real networks is higher than the clustering coefficient
of the random ones, which satisfies one of the conditions for the networks to have
small-world properties (as shown in Section 2.1.2).

The diameter of the two real social networks is very small, because it is necessary
only four steps to get from one side of the network to the other [Mislove et al., 2007].
The diameter of Random1 network is the lowest. This can occur because the number
of edges in Random1 is higher than CiênciaBrasil network.

Figure 5.8 presents the relation between a set of nodes and the average degree for
CiênciaBrasil and DBLP networks. This fact shows that most nodes have only few
links (low degree), but there are few nodes that are extremely linked (high degree).
Hence, using a recommendation system has a real potential to increase the degree of
these low degree nodes.

Furthermore, the average path length of both Random1 and Random2 is lower
than CiênciaBrasil and DBLP. This is also justified by the number of edges and the
average degree. Thus, the nodes in the random networks are more connected, and the
distance between pairs of nodes is lower.

(a) CiênciaBrasil (b) DBLP

Figure 5.8. Degree distribution: the average degree for a set of nodes in Ciên-
ciaBrasil and DBLP.

Therefore, we can conclude that the networks that represent the cooperation
between Brazilian computer scientists from different institutions have the small-word
properties: they present small diameter, small average path length (real networks’
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average path length ≥ random networks’ average path length) and exhibit high clus-
tering (real networks’ clustering coefficient � random networks’ clustering coefficient)
[Mislove et al., 2007; Watts and Strogatz, 1998]. These results agree with those from
[Elmacioglu and Lee, 2005] that considered 32,689 authors and 38,773 papers from 1968
to 2003 of DBLP. This conclusion may help ensure that the physical distance alone
does not influence in the cooperation between researchers (computer scientists) from
different institutions. By contrast, this conclusion validates the Affin metric, because
Affin considers that researchers from different institution can cooperate.

5.5 Concluding Remarks

In this chapter, we have presented and discussed an extensive evaluation study con-
sidering two real datasets and compared our metrics with the state-of-the-art. The
results show that using the Affin metric leads to an improvement in accuracy of the
recommendations. Furthermore, even though using the GLI metric presents the worst
accuracy in the recommendation to initiate collaboration, it has a very positive impact
when recommending intensifiable collaborations.

Regarding novelty, diversity and coverage, GLI presents the best results and Affin
the second best. As complementary experiments, we have also evaluated the relations
between Affin and Cooperation, and travel time (important to GLI ) and Cooperation.
The results showed a true relation between the first pair, and that the second pair is
unrelated. Overall, the new metrics generate recommendations with more quality than
the state-of-the-art (CORALS). In the experimentation, Affin was also combined with
CORALS to improve CORALS’ results (providing a more fair comparison).

Finally, we have also analyzed the properties of the co-authorship networks from
CiênciaBrasil and DBLP by analyzing their weak ties and grouping researchers in
their institutions. The analyses showed that Affin makes recommendations that will
generate weak ties between researchers, which keeps the status of the existing ties.
Furthermore, these networks have small-world properties that validate Affin and show
that the physical distance (considered in GLI ) does not influence in the cooperation.





Chapter 6

Conclusion

This work introduced two new metrics for recommending collaborations in an academic
social network. Given a recommendation system, the hardest part is to define which
metric should the recommendation function rely upon when producing the results. The
base of our work is to consider the social aspects when recommending collaborations to
researchers. Specifically, we consider the institutional affiliation aspect (Affin) and the
geographic localization information (GLI ) of all researchers in the social network. Both
metrics focus on social principles: Affin on homophily and GLI on proximity. Besides
providing these two new metrics, we have also proposed new ways for evaluating the
recommendation results. Instead of relying only on precision and recall (the traditional
ways), we have also proposed evaluation algorithms that consider novelty, diversity and
coverage. Concluding this dissertation, next, we list our main contributions and plans
for future work.

6.1 Contributions

The main contributions of this dissertation were:

• An analysis of different approaches for social network studies, link pre-
diction and recommendation of collaboration. In Chapter 2, we presented
many fundamental concepts of social networks, link prediction and recommenda-
tion systems. Furthermore, we discussed different approaches of these areas and
how social theories influence such approaches.

• A formal definition for collaborations recommendation. We described
the steps to recommend collaborations in an academic social network (Section
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3.1). Moreover, we formally defined the recommendations of collaborations em-
phasizing the importance of the recommendation functions.

• Affin, a metric for recommending collaborations. In Section 3.2, we pre-
sented the metric Affin that considers the concept of institutional affiliation and
the homophily principle. This metric was combined in a new recommendation
function with cooperation, correlation and social closeness.

• GLI, a second metric for recommending collaborations. We proposed an-
other metric to recommend collaborations called GLI (Section 3.3). This metric
uses the geographic location of the researchers’ institution to compute the travel
time between institutions and is based on the proximity principle. GLI was also
combined in a new recommendation function with cooperation and correlation.

• The utilization of novelty, diversity and coverage measures for ana-
lyzing the quality of the recommendations. In Chapter 4, we discussed
the difficulties of analyzing recommendation algorithms and their results. Thus,
we developed new algorithms to use novelty, diversity and coverage in our ex-
perimental evaluation. This is the first time that those measures are used for
evaluating recommendation of collaborations.

• An experimental evaluation using two real academic social networks
and comparison to the state-of-the-art. Two datasets were used and des-
cribed in the experimentation (Section 5.1). Each dataset was divided in 90%
for characterizing the recommendations and 10% for validation. Both sets also
followed the time interval distribution, where the training set considered publica-
tions prior to the testing one. Many experiments were performed and the results
showed that Affin and GLI can provide, in general, recommendations with more
quality than the state-of-the-art. In addition, it was presented the clear rela-
tion between Affin and Cooperation, and the non-existence one between GLI
(represented by travel time) and Cooperation. This fact reveals that the phys-
ical proximity does not influence in the intensity of the cooperation between
researchers (Section 5.3).

• An analysis of two academic social networks. We built the co-authorship
networks using two datasets, grouping researchers by the institutions. Our ana-
lysis showed that these networks follow the small-world properties and that Affin
can recommend collaborations that probably will be weak ties. These facts vali-
date Affin, at the same time, reaffirm that only the physical proximity does not
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influence in the cooperation (Section 5.4). Therefore, it is necessary to study
others metrics to combine with GLI.

• Publications. The results of this dissertation are published in [Brandão and
Moro, 2012a], [Brandão and Moro, 2012b] and [Brandão et al., 2013].

6.2 Future Work

Ideas for extending and improving this work include:

• Refining the recommendation function. Other link semantics can be ex-
tracted from the academic social network and used to recommend collaborations.
For example, participation in events and courses. They could all be used for
refining the existing recommendation function.

• Studying other geographic factors that influence in the cooperation.
There are some factors (such as attending the same committees or/and conferen-
ces, studying or/and working in the same college) that can potentially contribute
for two researchers to initiate collaboration.

• Considering other metrics to evaluate the quality of the recommen-
dations. There are many measures proposed in the literature to evaluate the
recommendations. It is necessary to investigate these measures and possibly
verify how they perform in our experimental setup.
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