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Abstract

Recommender systems aim at predicting the preference of a user towards a given item
(e.g., a movie, a song, a news story). Effective recommendations can be produced
through collaborative filtering, in which case the previously manifested preferences of
a community of users are leveraged to inform the recommender system. For systems
that must cope with continuously evolving item catalogs, there will be a considerable
rate of new items for which no past preference is known. This problem, known as
the new item recommendation problem, may hamper the performance of recommender
systems that are based solely on collaborative filtering. To overcome this problem, we
propose an information-theoretic approach that exploits content-based features derived
from taxonomies associated with the cataloged items. In contrast to previous content-
based approaches, our approach is domain-agnostic, and can be directly deployed to
produce effective recommendations for new items in different domains. For domains
where an explicit taxonomy is not available, we show that a suitable one can be de-
rived implicitly using Latent Dirichlet Allocation. Our experiments using two publicly
available datasets attest the effectiveness of the proposed approach, which significantly
outperforms state-of-the-art baselines from the literature.

Keywords: Recommender Systems, Cold-start Problem, Taxonomy, New User, New
Item.
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Chapter 1

Introduction

Recommender systems are a widely adopted class of information systems designed to
recommend items, such as products, movies and news stories, for a user or a group
of users. These systems are a key component in today’s large e-commerce companies,
automating the process of personalization at a large scale, which enables individual
personalization for each customer. Jeff Bezos, CEO of Amazon.com, once emphasized
that the success of his company relies on providing a unique store for each user, as
modern e-commerce companies must search for multiple products that meet the multi-
ple needs of multiple costumers [Schafer et al., 1999]. This constant need for satisfying
each user, associated with a strong competition, demands an increasing number of
products in offer. Therefore, recommender systems have to deal with the continuous
evolution of their item catalog as well as their user base, which leads to the problem
of how to provide effective recommendations for new items and/or new users.

This so-called cold-start problem [Anand and Griffiths, 2011; Park and Chu, 2009]
may hamper the performance of recommender systems, as these systems are unable to
draw any inference of the preferences of a given user for a particular item. In this
dissertation, we focus on the cold-start problem for items—i.e., the lack of ratings
for an item—also known as the new item recommendation problem [Adomavicius and
Tuzhilin, 2005; Cremonesi et al., 2011]. Formally, a new item i is provided to the
recommendation method as input, knowing only its content-like features, such as de-
scription and associated taxonomy categories. Since this item is new, none feedback
(ratings) from users are provided. The method subsequently outputs the top ranked
users Ru most likely to be attracted towards item i. Effectively tackling this problem
is critical for the success of recommender systems as the owners of such systems have
an interest in reducing the item latency, which is the time between the release of a
new item and its first appearance within a recommendation list [Anand and Griffiths,
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2 Chapter 1. Introduction

2011]. At the same time, as with any other item, in order to sustain customer loyalty,
the recommendation of new items must also be surprising and effective [Sarwar et al.,
2000; Schafer et al., 1999].

Collaborative filtering (CF) algorithms are generally reported to have the best
accuracy in traditional recommendation scenarios [Cremonesi et al., 2010; Deshpande
and Karypis, 2004]. However, these algorithms cannot cope effectively with the new
item recommendation problem [Adomavicius and Tuzhilin, 2005; Schein et al., 2002],
when there is not enough rating information to model the users’ preferences towards
new items. With the lack of ratings, an alternative approach to tackle the new item
recommendation problem is to exploit features based on the contents of the new item.
In particular, existing content-based (CB) recommendation approaches (e.g., [Furnas
et al., 1988; Gunawardana and Meek, 2008; Pilászy and Tikk, 2009]) typically leverage
domain-specific features, such as cast and director for movies, or author and publisher
for books. On the other hand, these approaches have a clear limitation when general-
izing to different domains, as different domains have different attributes of interest.

In order to overcome the limitations presented before, we propose a simple yet ef-
fective taxonomy-driven content-based approach. In particular, we model the new item
recommendation problem as a traditional search problem, by relying on a term-based
representation of items and users. Furthermore, we perform an information-theoretic
term selection, which refines both representations by selecting semantically important
terms from the description of items—e.g., to describe the movie “Titanic”, the term
“love” is more important then the term “collides”. This selection is especially impor-
tant in cold-start scenarios, where the lack of data increases the negative effect of noise
on the quality of recommendations. In contrast to previous CF and attribute-based
CB approaches, our approach requires no explicit users’ preference and is easily ported
to produce recommendations for different domains, including multimedia domains such
as songs and videos.

1.1 Thesis Statement

The statement of this thesis is that the use of taxonomies to improve the representation
of items and users is an effective approach for recommending new items to users.

1.2 Dissertation Contributions

The key contributions of this dissertation can be summarized as follows:
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i) We introduce a supervised approach for recommending new items to users.

We propose a novel supervised approach, called New Item Taxonomy-Based Rec-
ommender (NIT-BR), which addresses the new item recommendation problem by
relying on content-based features available on any domain, namely, the descrip-
tion and the taxonomy of items. In particular, our approach tackles this problem
as a traditional search problem, by representing the descriptive terms of a new
item as a query, and each user as a virtual document, comprising the terms of
items that the user positively rated in the past.

ii) We exploit taxonomies to provide effective recommendations for new items.

We study the problem of recommending new items, for which no previous ratings
are known. In particular, we use taxonomy as a discriminative source of evidence
by selecting taxonomy-like terms from the description of items, which seeks to
ensure that only terms that carry important information about a given item are
selected, drastically reducing the feature space, limiting the noise and increasing
the effectiveness of our model. In addition, we give insights on understanding
why particular terms from the descriptions of items are more important than
others. Furthermore, to extend the usage of our model for scenarios where an
explicit taxonomy is not available, we propose an alternative approach that relies
on topics generated by Latent Dirichlet Allocation (LDA) [Blei et al., 2003] as a
replacement for missing taxonomy categories.

iii) We thoroughly evaluate the proposed approach using two publicly available
datasets.

Our experimental results attest the effectiveness of our approach across two pub-
licly available datasets for movie and book recommendations. In particular, the
experiments conducted attest the effectiveness of NIT-BR compared to state-of-
the-art baselines from the literature, even when no taxonomy is available. More-
over, we show that information-theoretic metrics, such as Mutual Information,
are particularly suitable for selecting effective item descriptors. In addition, we
meticulously investigate the robustness of our approach when applied in domains
where an explicit taxonomy is not available, showing that while categories auto-
matically derived using LDA can be used effectively by our model, the availability
of an explicit, manually curated taxonomy can provide further gains.
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1.3 Dissertation Outline

The remainder of this dissertation is organized as follows:

- Chapter 2 presents background information which will guide the understand-
ing of the subsequent chapters. In particular, it begins by describing three key
concepts—recommender systems, cold-start problem and taxonomies—and their
terminology. Besides these concepts, this chapter also discusses the importance
of the cold-start problem for recommender systems. Finally, this chapter reviews
the literature related to the cold-start problem and to the use of taxonomies in
recommendation.

- Chapter 3 provides an in-depth description of the NIT-BR model, our proposed
approach to tackle the new item recommendation problem. In particular, this
chapter first introduces our model. Next, it details our representation of items
and users. Lastly, it describes the information-theoretic metrics that are used to
score the importance of terms in a given taxonomy category.

- Chapter 4 details the experimental setup and presents the research questions
addressed in this dissertation. In particular, we discuss the datasets, the baselines
and the evaluation methodology used in our investigations.

- Chapter 5 discusses our experimental results, therefore answering our stated re-
search questions. In particular, this chapter first investigates the usefulness of
taxonomies within our model, hence addressing our first research question. Be-
sides this investigation, we also present some insights on why taxonomy-related
terms are more relevant to describe an item than others. Next, we focus on
our second research question, by assessing the effectiveness of our model against
state-of-the-art new item recommendation approaches from the literature. Lastly,
this chapter evaluates the effectiveness of our model when an explicit taxonomy
is not available, therefore answering our third research question.

- Chapter 6 provides a summary of the contributions and conclusions made
throughout this dissertation. Finally, it presents directions for future research.



Chapter 2

Background

This chapter introduces background information to help understand our proposed so-
lution for the new item recommendation problem and its impact in the literature. For
convenience, we divide this chapter in two sections. Section 2.1 presents basic terms
and concepts used along this dissertation. Some of these concepts were already pre-
sented in Chapter 1 and are now further detailed. Section 2.2 introduces previous
literature that is, in some points, related to the problem, to the proposed solution, or
to both. In addition, this second section helps to measure our impact in the literature
by positioning our proposal against these previous works.

2.1 Basic Concepts

This section presents three basic concepts that will guide the understanding of the
following chapters. With these concepts, we present some terminology used throughout
this dissertation. In particular, Section 2.1.1 introduces the concept of recommender
systems. Section 2.1.2 presents the cold-start problem and some classification from the
literature about this problem. Finally, Section 2.1.3 defines and provides examples of
taxonomies.

2.1.1 Recommender Systems

Recommender systems are a widely adopted class of information systems designed to
recommend items (e.g., products, movies, news) for a user or a group of users [Resnick
and Varian, 1997; Mahmood and Ricci, 2009; Burke, 2002]. In particular, these systems
are classified as [Adomavicius and Tuzhilin, 2005]:

5



6 Chapter 2. Background

i) Collaborative filtering methods are based on past user ratings. To provide recom-
mendations for a user, these methods first identify other users with similar taste
to recommend items that those similar users have liked.

ii) Content-based methods exploit the content attributes of items, i.e. these methods
recommend items with similar content to those previously liked by a given user.

iii) Hybrid methods are combinations of the two previous approaches.

Large online companies—such as Facebook, Google and Netflix—have shown that
the development of an effective recommender system is important for their success, as
these systems are now key components of their business models. In particular, Ricci
et al. [2011] presented the following benefits of effective recommender systems:

- Increase the number of items sold, as these systems help users to find their needs
and wants.

- Sell more diverse items, as these systems focus on serendipity, by presenting items
that might be hard to find.

- Increase the user satisfaction, as the user experience will be improved by using
such systems.

- Increase user fidelity, as effective recommendations positively affects the users’
perception of the system.

- Better understanding what the user wants, as the owner of such systems have
access to a personalized profile of users and can directly influence the system’s
management.

Besides this business interest, recommender systems are a growing research field,
with focus on many diverse areas, e.g. “explaining recommendations”, “user trust”,
“group recommendation”, among others. In fact, conferences targeted to these systems,
such as the “ACM Recommender Systems Conference”, have been recently created.

In this dissertation, we study the use of content-based methods on the cold-
start problem scenario. More specifically, we investigate the use of taxonomies as
a discriminative evidence for cold-start recommendation, by proposing a taxonomy-
driven content-based model, which we test for this problem.
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2.1.2 The Cold-Start Problem

As discussed in Section 2.1.1, recommender systems perform personalized recommen-
dations of items to users or groups of users. In order to achieve personalization, these
systems require user feedback.1 The cold-start problem happens when there are users
or items without preference, i.e., when the lack of information (feedback) for users or
items hampers the process of recommendation [Lam et al., 2008; Schein et al., 2002].

Although the definition presented before generalizes the cold-start problem for
both items and users, this problem has been classified in prior literature [Schein et al.,
2002; Park and Chu, 2009] as follows:

� Cold-start user problem is the lack of ratings from a user that hampers the rec-
ommendation of personalized items for this user. It is also called the new user
problem.

� Cold-start item problem is the lack of ratings from an item that reduces the
effectiveness of its recommendation. It is also called the new item problem.

� Cold-start system problem is the lack of ratings from both users and items, being
the most difficult scenario.

It is important to notice that almost any recommender system is likely to suffer
from the three variants of the cold-start problem for the following reasons. First, every
recommender system starts in some point where the amount of overall information
(users’ feedback) is small or even not available at all. A system in this context has
difficulty in providing effective recommendations due to the lack of ratings from both
users and items (cold-start system problem). One might suppose that once a system
overcomes this initial stage, it does not suffer from cold-start anymore. However, an
effective recommender is always seeking for new items to keep its catalog of items fresh
and desirable, therefore maintaining users satisfied. By incorporating new items into
the catalog, this system is susceptible to suffer from the new item problem (cold-start
item). Finally, every successful recommender system has an increasing user base. With
the attraction of new users comes the problem of providing effective recommendations
for them (cold-start user).

Another classification exists for the cold-start problem. In particular, Park et al.
[2006] and Park and Chu [2009] complemented, with a different focus, the classification
presented before. This complementary classification is as follows:

1The user feedback can be either explicit (e.g., rating, review) or implicit (e.g., click through,
search history, and purchase log).
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- Extreme cold-start happens when users or items have no expressed preferences,
being completely new to the system. This variation is important since purely
collaborative filtering algorithms—which require previous information to build
their model—are incapable of providing recommendations in this context.

- Non-extreme cold-start is the soft case. In this variation of the problem, items or
users are considered new if they have a small amount of ratings or if they have
appeared recently in the systems (e.g., a user who has been using the system for
a few days, but has only a few ratings, is still considered new).

In this dissertation, we focus on the cold-start problem over items, also called
the new item recommendation problem. This problem is of crucial importance for the
success of recommender systems for the following reasons. First, the owners of such
systems have an interest in reducing the item latency, which is the time between the
release of a new item and its first appearance within a recommendation list [Anand
and Griffiths, 2011]. The reduction of the item latency directly affects the revenue of
these systems, as new items will be on the shelves. Second, the recommendation of a
new item must also be remarkable and effective to increase customer loyalty [Sarwar
et al., 2000; Schafer et al., 1999]. From the user point of view, a system capable of
providing an effective recommendation of new items has the benefit of satisfying this
user’s needs with the most up-to-date items.

Furthermore, we are particularly interested in the extreme occurrence of this
problem. As we will discuss in Section 2.2, the majority of previously published works
developed domain-dependent solutions, which are suitable for one domain but have
difficulty in generalizing for other domains. However, our intent in this dissertation is
to craft a content-based solution that generalizes to different domains. To this end,
we restrict our chosen features to only the description and taxonomy categories of
items—features that are generally available in many domains.

2.1.3 Taxonomies

A taxonomy can be defined as a collection of categories according to which the items
in the catalog of a recommender system can be organized [Cho and Kim, 2004; Weng
et al., 2008]. Moreover, any item must belong to one or more taxonomy categories.
For instance, in the taxonomy of Amazon,2 presented in Figure 2.1, the book “City of
Bones” belongs to the categories Hard-Boiled and Mythology.

2http://www.amazon.com
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Books

History  Computer Romance

World Africa Coding Software Gothic

Figure 2.1. Illustration of a small part of Amazon’s books taxonomy.

In some domains, the categories comprised by a taxonomy can be hierarchically
organized in a tree-like structure, such as Amazon’s taxonomy presented before. How-
ever, in this dissertation, we focus on flat taxonomies3 and leave the exploration of
hierarchical taxonomies for future work. In fact, this focus allows us to directly use a
large available set of flat taxonomies, such as IMDB’s4 movie genre taxonomy presented
in Figure 2.2.

Movies

RomanceMusicalAction Drama Thriller

Figure 2.2. An excerpt of IMDB’s movie genre taxonomy.

As we will show in the next section, taxonomies have been previously exploited in
recommender systems in distinct ways. In addition, the literature gives some insights
that help understand why this source of information is effective. According to some
authors [Ahmed et al., 2013; Ziegler et al., 2004; Cho and Kim, 2004], taxonomies are
assigned by humans and capture the knowledge about the domain, hence providing
strong evidence about the semantics of items. Kanagal et al. [2012] also noticed that
taxonomies can help in dealing with the cold-start problem because even though the
catalog of items is highly dynamic, the taxonomy is relatively stable. Moreover, Weng

3When using hierarchical taxonomies, such as Amazon’s book taxonomy, we exploit only the leaf
categories, therefore resulting in a flat taxonomy.

4Internet Movie Database, http://www.imdb.com/genre/
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et al. [2008] investigated the relation between users’ preferences for items and their
preference for a specific taxonomy category, concluding that users share not only similar
item preferences but also similar taxonomic preferences.

In this dissertation, based on the definition of taxonomy and on the insights
presented before, we exploit taxonomies as a complementary and potentially effective
source of evidence, which embeds the semantics of items and may also help group users
according to their preferences. More specifically, we exploit taxonomies as a domain-
agnostic evidence to help identify the most informative terms in the description of each
cataloged item, to improve the effectiveness of existing content-based approaches for
recommending new items in different domains.

2.2 Related Work

Several approaches have been proposed in recent years to tackle the cold-start problem.
In this section, we overview the most prominent of such approaches. In particular, we
describe approaches dedicated to the three classifications of the problem (presented
in Section 2.1.2), the cold-start problem for items, users, as well as a combination of
both, referred to as the cold-start system problem [Anand and Griffiths, 2011; Park
and Chu, 2009]. Finally, we cover approaches that also exploited taxonomies in some
manner to improve recommendation effectiveness.

2.2.1 Cold-Start Item

The lack of ratings for new items may severely impact the effectiveness of a recom-
mender system. To tackle the cold-start item problem, several approaches have been
proposed in the literature. A traditional solution to this problem relies on the identifi-
cation of users who have previously manifested an interest towards cataloged items with
content similar to that of the new item. While such content-based approaches are gen-
erally effective in a cold-start scenario, they also have shortcomings [Lops et al., 2011].
In particular, word-level features may not capture the preferences of a user towards
an item as well as explicit ratings would. In addition, domain-specific features (e.g.,
cast and director for movies, or author and publisher for books) may not generalize
well across different domains. To overcome these limitations, alternative approaches
have been proposed to exploit latent features of an item. The most prominent of
such approaches—and the current state-of-the-art for the cold-start problem [Bambini
et al., 2011]—is latent semantic analysis (LSA), which represents the cataloged items
in a lower dimensional space of latent concepts. In contrast to these content-based
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approaches, we exploit features derived from the categories underlying any existing
taxonomy of items under an information-theoretic recommendation model, as we will
describe in Chapter 3. In our investigations in Chapter 5, LSA is used as a baseline.

As an alternative to content-based approaches, another family of approaches ad-
dresses a slightly relaxed version of the cold-start item problem, in which only a few
ratings (as opposed to none) are available for a new item. In particular, this relax-
ation enables the use of traditional collaborative filtering (CF) algorithms. In this
context, Cremonesi and Turrin [2009] showed that item-based CF [Sarwar et al., 2001]
generally outperforms classical CF approaches based on singular value decomposition
(SVD) [Sarwar et al., 2002]. Alternatively, several approaches have been proposed to
exploit CF information to weigh content-based features: aspect models [Schein et al.,
2002], Boltzmann machines [Gunawardana and Meek, 2008], association rules [Leung
et al., 2008], and linear transformation [Pilászy and Tikk, 2009]. In addition, Adomavi-
cius and Tuzhilin [2005] suggested the use of hybrid algorithms, which combine CF and
content-based approaches, however, Park and Chu [2009] noted that even though hy-
brid algorithms are suitable for the cold-start problem, they focus on improving the
overall accuracy of a recommender system rather than on improving their effectiveness
for new items. In contrast to these approaches, we tackle the extreme version of the
cold-start item problem, in which no ratings are available for the new item, a crucial
scenario where CF approaches cannot be applied [Park et al., 2006].

Lastly, rating elicitation approaches have been proposed to select target users
from the recommender system’s user base who could provide ratings for a new item.
For instance, Anand and Griffiths [2011] proposed a market-based approach to select
the users with the highest influence spread in the user base. Likewise, Liu et al. [2011]
used a matrix factorization approach to identify representative users and items. The
approaches in this family differ from the aforementioned approaches mainly because of
the interactive nature of the elicitation process. In our proposed approach, for instance,
no explicit feedback is required from users.

2.2.2 Cold-Start User

New users can also pose a problem to a recommender system. Among the existing
solutions for the cold-start user problem, Zhou et al. [2011] proposed to initially in-
terview new users, i.e., first-time users were requested to rate a few items before they
could receive recommendations. Similarly, Levi et al. [2012] also interviewed new users
for hotel recommendations. However, instead of evaluating an initial set of hotels, the
users were asked for contextual travel information (e.g., reason for the trip, budget,
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number of children), which was then used to identify similar trips by other users. As an
alternative approach, Lam et al. [2008] presented an automatic solution that combined
user information (age, gender, and job) with CF to provide recommendations for new
users. In contrast, we exploit the semantics of taxonomies to refine the representation
of items and users for the cold-start item problem, as we will discuss in Chapter 3.

2.2.3 Cold-Start System

A few works have also tackled the cold-start system problem, a scenario in which both
items and users are new to the recommender system. In particular, Park and Chu
[2009] proposed to exploit user and item attributes (e.g., user demographic informa-
tion and item content) in a linear pairwise regression approach. Alternatively, Park
et al. [2006] used automatic evaluation agents, called filterbots, to generate missing rat-
ings and enable the use of CF algorithms. In contrast to these approaches, we make no
assumptions regarding the availability of domain-specific item attributes or the avail-
ability of ratings for new items. Instead, we leverage taxonomies as a domain-agnostic
evidence to recommend items that are completely new to the recommender system.

2.2.4 Taxonomies in Recommendation

Taxonomies have also been exploited in the literature to alleviate the cold-start problem
in CF. For example, Cho and Kim [2004] used taxonomies to reduce the dimension-
ality of the ratings matrix to improve recommendations based on nearest neighbor
searches. Ziegler et al. [2004] and Weng et al. [2008] represented users by their in-
terest in categories from a taxonomy of products. Kanagal et al. [2012] proposed a
taxonomy-aware latent factor model, which combines taxonomies and latent factors
using additive models. Similarly, Ahmed et al. [2013] proposed a hierarchical additive
model to exploit users’ preferences towards attributes of the cataloged items across dif-
ferent categories. In contrast to these CF approaches, we adopt a pure content-based
formulation to identify any descriptive terms (as opposed to, for instance, predefined
attributes) that are informative of the taxonomy categories to which an item belongs.
As a result, our approach can be directly applied to any recommendation domain, pro-
vided that a taxonomy is available or can be automatically inferred given the items’
textual description.



2.3. Summary 13

2.3 Summary

In this chapter, we presented basic definitions and concepts that allow the reader to
better understand the following chapters. First, we introduced recommender systems.
Next, we defined the cold-start problem, describing its importance to recommender
systems. Last, we introduced taxonomies, which are a key feature in our proposal. In
addition, we discussed related work from the literature, linking these with the basic
concepts presented before. In Chapter 3, we will present our approach to tackle the
new item recommendation problem.





Chapter 3

Proposed Method

In this chapter, we present a taxonomy-driven new item recommender model, which
we refer to as New Item Taxonomy-Based Recommender (NIT-BR). We first for-
mally introduce our novel content-based recommendation model particularly suited
for cold-start scenarios. Next, we describe our choices for representing items and users
within our model. Lastly, we describe several information-theoretic metrics to select
taxonomy-related terms for an improved item and user representation.

3.1 The NIT-BR Model

The new item recommendation problem, illustrated in Figure 3.1, can be stated as the
problem of finding which users should be recommended an item that is completely new
to a recommender system.

i! u1!

u3!

u2!

New Item!

Users!

?

Figure 3.1. New item recommendation problem overview.

To tackle this problem, we introduce New Item Taxonomy-Based Recommender
(NIT-BR), a novel content-based recommendation model that builds upon a classical
information retrieval formulation. In particular, as Figure 3.2 shows, NIT-BR rep-

15
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resents the new item as a “query”, and each candidate user as a “document” that is
potentially “relevant” for the new item.

i! u1!

u3!

u2!

New Item!

Users!
Search!
Engine!

“query”!

“document” 1!

“document” 2!

“document” 3!

Figure 3.2. An overview of the NIT-BR model.

More precisely, given a new item i and a user u, NIT-BR estimates the relevance
of u given i according to:

score(i, u) =
∑
t∈ı̂

(
1 + log(tft,û)

)
× log

(
n
nt

+ 1

)
, (3.1)

where ı̂ and û are term-based representations of the item i and the user u, respectively,
tft,û is the frequency of the term t in û, nt is the number of users whose representation
include t, and n is the total number of users in the system. Note that Equation (3.1) is a
simple yet effective TF-IDF formulation operating on top of the term-based representa-
tions of items and users [Salton and Buckley, 1988]. While alternative formulations are
certainly possible, we leave these for future investigations and instead explore multiple
alternatives for effectively representing items and users, as discussed next.

3.2 Item and User Representation

In order to represent the items and the users of a recommender system in our NIT-BR
model, we adopt a “domain-agnostic” term-based representation, which improves the
generality of our model. In particular, as illustrated in Figure 3.3, a new item i is
represented by a selection of the terms contained in its description. A user u, in turn,
is represented by a selection of the terms contained in the description of the items that
the user has positively rated in the past (i1, i2, and i3 in the figure). The resulting
representations of the new item and the user (̂ı and û, respectively) are then used as
input to the scoring function defined in Equation (3.1).

To ensure we have meaningful representations for both the new item i and each
user u, we propose to exploit the taxonomies associated with the cataloged items. In
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i!

u!

New Item  
“query”!

User 
“document”!

Term 
Selection!

Item 
Representation!

î!

i1!

i1!

…!

Liked 
items Term!

Selection! î1!

Term 
Selection! î2!

…!Term 
Selection!

User 
Representation!

û!
Bag of 
Terms 

TF-IDF 
Scoring!

Figure 3.3. NIT-BR’s top-down scheme.

particular, taxonomies provide a rich and domain-agnostic categorization of items into
higher level concepts, which could better explain the interest of a user for a particular
item. For instance, in the previous example, the interests of a user who purchases the
book “City of Bones” are arguably better represented by terms related to the category
Mithology than to ordinary terms such as “bones”. The key challenge then becomes to
distinguish taxonomy-related terms from ordinary terms given the description of each
cataloged item.

More formally, given an item i whose description comprises a set of terms I,
and a taxonomy C of categories defined over the entire item catalog, the term-based
representation ı̂ of the item i can be defined according to:

ı̂ = arg max
T⊆I

∑
t∈T

∑
c∈C

w(t, c), s.t. |T | ≤ m, (3.2)

where T ⊆ I is a subset of the terms in I, and m is the maximum number of terms to
be selected, which is a parameter of NIT-BR. Most notably in Equation (3.2), w(t, c)

defines the weight of the term t for each category c ∈ C. In Section 3.3, we describe sev-
eral information-theoretic metrics that are used as alternative term-category weighting
schemes in our experiments. Also note that, when ı̂ = I, the representation of the item
i includes all terms in the description of this item, which serves as a baseline in our
investigations in Section 5.1 for validating the various alternative weighting schemes.



18 Chapter 3. Proposed Method

Lastly, in order to represent a user u, we concatenate the representation of all the items
i ∈ R+

u that the user has positively rated in the past, according to:

û =
⋃
i∈R+

u

ı̂. (3.3)

3.3 Term-Category Weighting

To weigh the informativeness of each candidate term t from the description of an item
i with respect to each category c ∈ C covered by the item, we investigate the effective-
ness of four classical information-theoretic metrics. In particular, these metrics have
previously been shown to be effective as term-weighting schemes in different scenarios,
e.g., pseudo-relevance feedback [Brandão et al., 2013] and text classification [Liu et al.,
2009]:

• Pearson’s CHI-squared (CHI2): Measures the relationship between an ex-
pected frequency in the general population and an observed frequency. In our
case, the expected frequency is the term likelihood p(t), and the observed fre-
quency is the probability of t given each category c, i.e., p(t|c). It is given by:

w(t, c) =

(
p(t|c)− p(t)

)2
p(t)

. (3.4)

• Dice’s Coefficient (DICE): Measures the similarity between two sets. We use
it to evaluate the similarity between Et and Ec, the sets of items related to the
term t and the category c, respectively. If these sets are similar, t is considered
closely related to c. This metric is defined as follows:

w(t, c) = 2× |Et,c|
|Et|+ |Ec|

. (3.5)

• Kullback-Liebler Divergence (KLD): Also known as relative entropy, this
metric estimates the difference between two probability distributions, p(x) and
q(x). In our case, these distributions are p(t|c) and p(t), respectively. It is defined
as:

w(t, c) = p(t|c)× log

(
p(t|c)
p(t)

)
. (3.6)
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• Mutual Information (MI): Also known as transinformation, this metric quan-
tifies the mutual dependence between two random variables X and Y , i.e., the
information that X and Y share. In our case, X is Ec and Y is Et, i.e., the
greater the amount of shared information between X and Y , the more t is closely
related to c. We calculate it as follows:

w(t, c) = log

(
|Et,c|

|Et| × |Ec|

)
. (3.7)

3.4 Summary

This chapter described NIT-BR, a novel content-based approach for the new item
recommendation problem. NIT-BR models this problem as a classical information
retrieval problem, by representing the new item as a “query” and each candidate user
as a “document” that is potentially “relevant” for the new item. To further refine the
representation of both items and users, we adopt an information theoretic approach
and identify terms that are informative in light of the taxonomy categories associated
with each item. By relying on generally available textual features, not only does NIT-
BR effectively address the lack of ratings for new items, but it is also agnostic to any
particular recommendation domain, as we will show in the experiments in the upcoming
sections.





Chapter 4

Experimental Setup

In this chapter, we detail the experimental setup that supports our investigations in
Chapter 5. In particular, Section 4.1 states the research questions we aim to answer.
Section 4.2 introduces the recommendation datasets used in our experimentation, along
with some standard pre-processing steps performed. Section 4.3 discusses our baselines,
specially the Latent Semantic Analysis [Bambini et al., 2011], a state-of-the-art content-
based algorithm. Section 4.4 presents our training and evaluation procedures, which
are focused on the top-n recommendation task. Finally, Section 4.5 deliberates about
the process of parameter tuning for NIT-BR as well as our baselines.

4.1 Research Questions

In this dissertation, we aim to answer the following research questions:

Q1. How useful are taxonomies for improving the representation of items and users?

Q2. How effective is our proposed NIT-BR model for recommending new items to
users?

Q3. How does the lack of an explicit taxonomy impact the effectiveness of NIT-BR?

In particular, Q1 measures the effective of selecting taxonomy-liked terms. Meanwhile,
Q2 focuses on comparing our proposal against other alternatives from the literature.
Finally, Q3 compares the performance of our method using an alternative approach for
missing taxonomy categories.

21
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4.2 Recommendation Datasets

We report our experimental results on two publicly available datasets, namely, Book-
Crossing1 and MovieLens-1M.2 We chose these datasets for three reasons. First, these
datasets come from popular recommendation system domains—books and movies. Sec-
ond, they have different information density, as presented by the “Sparsity” entry in
Table 4.1. Third, the available taxonomy for each domain is different. In the book do-
main there is a detailed, hierarchical and informative taxonomy available (Figure 2.1),
whereas in the movie domain we found nothing but a flat genre taxonomy (Figure 2.2).

Dataset Book-Crossing MovieLens-1M

# Items 5712? 3706
# Users 3786? 6040
# Ratings ≈ 206k? ≈ 1M
# Categories 855? 18?

Rating Range 0 ∼ 10 1 ∼ 5
Sparsity 99.046% 95.531%

Table 4.1. Statistics of the augmented Book-Crossing and MovieLens-1M
datasets. Sparsity is the percentage of empty cells in the user-item ratings matrix.
The ? symbol denotes statistics affected by the augmentation step described in
Section 4.2.

Book-Crossing is a book recommendation dataset, with users’ ratings for books,
while MovieLens-1M is a movie recommendation dataset, with users’ ratings for
movies [Miller et al., 2003]. Due to Book-Crossing’s extreme sparsity, following stan-
dard practice for this dataset [Gedikli and Jannach, 2010; Julià et al., 2009; Zhang,
2008; Ziegler et al., 2005], we discard items with less than five ratings, as well as users
who have rated less than five items. In addition, since most of the approaches in-
vestigated in this dissertation rely on content-based features for recommendation, we
complement the Book-Crossing dataset with the description and category of each book,
obtained from Amazon.com, further discarding books with no associated description.
Likewise, we complement MovieLens-1M with the synopsis and genre of each movie,
obtained from the Internet Movie Database (IMDB).3 The augmented datasets, sum-
marized in Table 4.1, will be available in the authors’ homepage for experimental
reproducibility.

1www.informatik.uni-freiburg.de/~cziegler/BX
2www.grouplens.org/node/73
3www.imdb.com

www.informatik.uni-freiburg.de/~cziegler/BX
www.grouplens.org/node/73
www.imdb.com
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4.3 Recommendation Baselines

We evaluate the effectiveness of our NIT-BR model in comparison to the following
baselines:

• Top Popular User (TPU): Previous results suggest that non-personalized al-
gorithms may outperform other recommendation approaches in extremely sparse
scenarios [Park et al., 2006]. As a result, we include TPU as a baseline that
scores users proportionally to the number of items they have rated in the past.
Formally:

score(i, u) = |R+
u |, (4.1)

where R+
u is the set of items positively rated by the user u in the training set.

• Segmented Top Popular User (STPU): As a variant to TPU, STPU scores
users proportionally to the number of items they have rated from the same cat-
egories as the new item. Formally:

score(i, u) =
∑
c∈Ci

|R+
u,c|, (4.2)

where Ci is the set of categories to which the item i belongs and R+
u,c is the set

of items that belong to category c and that were positively rated by user u.

• Latent Semantic Analysis (LSA): LSA is a state-of-the-art content-based
algorithm, which presents an alternative scheme for reducing the dimensionality
of the term-based representation of cataloged items [Bambini et al., 2011]. In
particular, it projects both items as well as users into a lower dimensional space
obtained via singular value decomposition [Bambini et al., 2011; Cremonesi et al.,
2011]. Using LSA, the score of a user u for an item i is computed as:

score(i, u) = sim(̃ı, ũ), (4.3)

where ı̃ and ũ are the vector representations of the item i and the user u in the
resulting space of latent factors, and sim(̃ı, ũ) is the cosine similarity between ı̃
and ũ. We implemented LSA using the S-Space Package [Jurgens and Stevens,
2010], and set the number of latent factors to 2,000 through cross-validation, as
described in Section 4.4.
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• LSA “taxonomy” (LSAtax): In a recent work, Bambini et al. [2011] extended
the original LSA algorithm to leverage features other than textual terms. Follow-
ing their approach, in order to have a strong baseline that also exploits taxonomy
categories, we augment the item-term matrix of the original LSA algorithm with
a new item-category matrix M , such that:

M = ωB, (4.4)

where B is a binary matrix, indicating the membership of each cataloged item to
each taxonomy category, and ω is a weight assigned uniformly to all categories
when leveraged as features by LSA. Through cross-validation, we set ω = 3 in
our experiments. This extended formulation is henceforth referred to as LSAtax .

• NIT-BR “all terms” (NIT-BRall): To assess the effectiveness of exploiting
taxonomies for the new item recommendation problem, as an additional baseline,
we consider a variant of our NIT-BR model that does not perform term selection.
Instead, it represents an item using its entire description. Formally, this variant
replaces the item representation in Equation (3.2) with:

ı̂ = I, (4.5)

where I is the set of all terms in the description of item i. This baseline variant,
referred to as NIT-BRall , is used in our experiments as a representative of content-
based approaches that compute the similarity between items and users using their
textual representation. Although simple, such approaches are also effective [Lops
et al., 2011].

4.4 Training and Evaluation Procedures

In order to evaluate our NIT-BR model for the new item recommendation problem, we
assess its effectiveness at ranking a set of users according to these users’ interest for a
new item. The evaluation methodology we adopt is symmetric to the one proposed by
Cremonesi et al. [2010]. While the original methodology tests the ability of a system
to recommend items relevant to a given user, our adaptation tests the ability of the
system to recommend relevant users for a given (new) item.4 In particular, we first

4This adaptation emphasizes our focus on assessing the recommendation effectiveness for new
items, as the original methodology cannot ensure that every item will be associated with at least one
relevant user.
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train each recommendation approach using all ratings in the training set. Then, for
each new item i in the test set, we create one test instance for each “relevant” user u,
i.e., a user who has rated i above or equal a certain threshold τ .5 Besides the input
item i and a relevant user u, a test instance also contains 1000 randomly sampled
“non-relevant” users {ū1, · · · , ū1000}, i.e., users who have not rated i. Given the item
i and its associated sample of users {u, ū1, · · · , ū1000}, the goal of a recommendation
approach is to rank the relevant user u ahead of the non-relevant users {ū1, · · · , ū1000}
in the sample.

Traditional recall !

One relevant!

recall(1) = 1 / 3 = 33%!

recall(2) = 1 / 3 = 33%!

recall(3) = 3 / 3 = 100%!

Figure 4.1. Formal definition of recall at N with one relevant, followed by an
example.

To assess the effectiveness of the various recommendation approaches consid-
ered in our investigation, we report recall and precision figures at different rank cut-
offs [Baeza-Yates and Ribeiro-Neto, 2011]. In particular, for a given cutoff N , if the
relevant user u is found at a rank position r ≤ N , we say that a recommendation
approach performed a hit ; otherwise, we say it performed a miss. With only one rel-
evant for each test instance, recall and precision at N can be formalized as presented
in Figures 4.1 and 4.2.

In addition to recall and precision, since we are simulating a scenario with only
one relevant result at a time for each new item, we also report mean reciprocal rank
(MRR) [Baeza-Yates and Ribeiro-Neto, 2011], as:

MRR =
1

|Q|

|Q|∑
j=1

1

rj
, (4.6)

5Once again, following standard practice, we use τ = 7 for Book-Crossing and τ = 4 for MovieLens-
1M [Bellogin et al., 2011; Gunawardana and Meek, 2008].
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Traditional precision!

One relevant!

precision(1) = 1 / (1*3) = 33%!

precision(2) = 1 / (2*3) = 16%!

precision(3) = 3 / (3*3) = 33%!

Figure 4.2. Formal definition of precision at N with one relevant, followed by
an example.

where rj is the position of the relevant user in the ranked list produced for the j-th
test instance and |Q| is the number of test instances.

In particular, we perform a k-fold cross validation, i.e., for each of the two datasets
described in Section 4.2, we randomly split the available items into k folds.6 For each
of k rounds, these folds are grouped into a training set, comprising k − 1 folds, and a
test set, comprising the remaining fold. Since we are simulating an extreme occurrence
of the new item recommendation problem, if an item is in the test set, none of its
ratings is used for training.

4.5 Parameters Setting

To train the parameterm of NIT-BR, which determines the maximum number of terms
in the representation of each item (see Section 3.2), as well as the parameters of the
several baselines used in our investigation (see Section 4.3), we perform a k-fold cross
validation, optimizing for recall [Cremonesi et al., 2010]. In particular, Section 4.5.1
justifies the parameters for each variant of our model, while Section 4.5.2 does the same
for the baselines.

4.5.1 NIT-BR model

In this section, we discuss the setting of the parameter m, which is the maximum
number of terms to be selected, for different variants of our model (Section 3.2). These

6Following standard practice, we define k = 5 for Book-Crossing [Julià et al., 2009; Qumsiyeh and
Ng, 2012] and k = 10 for MovieLens-1M [Cöster and Svensson, 2005; Schifanella et al., 2008].



4.5. Parameters Setting 27

variants are indexed according to the corresponding information-theoretic metric used
as a term-weighting formula (see term w(t, c) in Equation (3.2)). In particular, we
limit the value of m to 30, otherwise, some items that have a description with fewer
terms might end up with a complete representation.7
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Figure 4.3. Recall@20 as a function of NIT-BR’s parameter m for the Book-
Crossing dataset.
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Figure 4.4. Recall@20 as a function of NIT-BR’s parameterm for the MovieLens
dataset.

7The NIT-BRall variant already reports the performance of our model using the full description of
items as representation. As discussed in Section 4.3, this variant of our model is one of our baselines.
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To support our investigation, Figures 4.3 and 4.4 report the recall@20 per m
(maximum number of terms to be selected for the description of items) for all the
aforementioned NIT-BR variants for both the Book-Crossing as well as the MovieLens-
1M datasets. From Figures 4.3 and 4.4, we first observe that, ignoring an offset of the
values, the performance of the variants reported behave similarly in both dataset,
which suggests consistency. In addition, we notice that most metrics have the best
performance with the value of the parameter around 10. The only exception is the
Mutual Information (MI) variant, which presents the best performance with m = 30.

4.5.2 Baselines

In this section, we discuss the parameter settings for the baselines. In particular, we
first discuss about tuning the number of latent factors for LSA. Next, we talk about
tuning the taxonomy-weighting factor for LSAtax .

LSA: Figure 4.5 reports LSA’s performance in terms of recall@20 per number of latent
factors for the Book-Crossing and MovieLens-1m datasets, respectively.8 We observe
that, in both datasets, the cut point of LSA performance is around 2,000 factors. In
fact, we opt to use 2,000 factors since, with this parameterization, LSA’s performance
is close to the best, with a faster execution time.
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Figure 4.5. LSA’s recall@20 per number of factors for both datasets.

8The “Full Matrix” entry, as suggested by its name, corresponds to the LSA’s performance when
using the entire matrix.
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LSAtax : Figure 4.6 reports the LSAtax ’s performance in terms of recall@20 per weight
assigned to the taxonomic evidence for the Book-Crossing as well as the MovieLens-
1m datasets. We observe that, in both datasets, the best performance is achieved by
setting the taxonomy weight to 3.
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Figure 4.6. LSAtax ’s recall@20 per number of factors for both datasets.

From Figures 4.5 and 4.6, we observe that both baselines (LSA and LSAtax,
respectively) perform significantly better on the Book-Crossing dataset in comparison
to their recommendation performance on the MovieLens-1m dataset. One possible
explanation for this difference in recommendation performance is the discriminative
power of the textual content of these two datasets. In particular, as illustrated in
Table 4.1, Book-Crossing spans a much broader range of categories (855) compared to
MovieLens-1m (18).

4.6 Summary

In this chapter, we have presented the experimental setup that supports the exper-
imental evaluation presented in Chapter 5. First, we stated the research questions
that we aim to answer. Next, we presented the recommendation datasets used in our
experimentation, along with some standard pre-processing steps performed (such as
the enrichment of these datasets with additional features). Then, we introduced our
experimental methodology, which is a top-n recommendation task, similar to the one
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proposed by Cremonesi et al. [2010]. Finally, we defined our baselines and described
how we tuned their parameters. In the next chapter, we will present our experimental
evaluation.



Chapter 5

Experimental Evaluation

In this chapter, we thoroughly evaluate the effectiveness of our NIT-BR model at rec-
ommending new items. In order to answer the research questions stated in Chapter 4,
we proceed as follows. In Section 5.1, we investigate the usefulness of taxonomies in
the term selection component of our model, by contrasting the effectiveness of NIT-
BR using the various term-category weighting schemes presented in Section 3.3. In
Section 5.2, we assess the overall recommendation effectiveness of NIT-BR, by com-
paring it to state-of-the-art new item recommendation approaches from the literature,
as described in Chapter 4. Finally, in Section 5.3, to evaluate the effectiveness of our
model in domains where an explicit taxonomy is not available, we exploit automatically
generated topics as a replacement for a taxonomy.

5.1 Taxonomy Usefulness (Q1)

In this experiment, we investigate the usefulness of taxonomies for improving the rep-
resentation of items and users, therefore addressing our first research question. To this
end, we assess the effectiveness of multiple variants of NIT-BR, each of which leverag-
ing a different information theoretic metric (among those described in Section 3.3) in
order to weigh the relative importance of each term with respect to the categories in
the taxonomy underlying each of the two considered datasets. To assess the effective-
ness of these variants (and, consequently, the usefulness of taxonomies), we contrast
them with NIT-BRall , a baseline variant of our model that does not perform any term
selection. Instead, as defined in Equation (4.5), this variant represents an item with
all the terms contained in the item description.

Figures 5.1 and 5.2 present recall(N) results for a range of rank cutoffs N for
the Book-Crossing and MovieLens-1M datasets, respectively. From the figures, we first
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note that, in both datasets, the best results are attained by the KLD (Equation (3.6))
and CHI2 metrics (Equation (3.4)). Since these metrics perform similarly for most rank
cutoffs, we combine them to create NIT-BRcomb , a variant of our model that estimates
the relevance of a given new item to a user by linearly combining the KLD an CHI2
scores. This combination is statistically superior to all other metrics according to a
paired t-test with p < 0.05. The only exception is a statistical tie with NIT-BRchi2 in
the 1st and 4th ranking positions for the Book-Crossing dataset.

Recalling our first research question, compared to the baseline variant NIT-BRall ,
which does not perform term selection, most variants of NIT-BR improve, often sig-
nificantly. In particular, for the Book-Crossing dataset, this baseline is significantly
outperformed by all reported variants. For the MovieLens-1M dataset, the baseline
is significantly outperformed by the Comb, CHI2, and KLD variants and statistically
tied with the DICE and MI variants. Compared to our best-performing variant, NIT-
BRcomb , the baseline is significantly outperformed in every ranking position, with im-
provements ranging from 31.86% to 50.86% for Book-Crossing and from 15.88% to
20.37% for MovieLens-1M. These results are corroborated by the MRR results in the
middle part of Table 5.1, showing that NIT-BRcomb significantly outperforms NIT-BRall

by 40.49% and 16.03% in the Book-Crossing and MovieLens-1M datasets, respectively.
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Figure 5.1. NIT-BR using various term selection strategies for the Book-
Crossing dataset.

To further illustrate the benefits of our term selection variants, Table 5.2 presents
the top terms selected by each variant to represent the movie “Titanic”, which belongs
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Figure 5.2. NIT-BR using various term selection strategies for the MovieLens-
1M dataset.

Model Datasets
Book-Crossing MovieLens-1M

Random 0.0076 ± 0.0003 0.0075 ± 0.0001
TPU 0.0660 ± 0.0011 0.0507 ± 0.0012
STPU 0.0896 ± 0.0027 0.0665 ± 0.0018
LSA 0.1088 ± 0.0061 0.0441 ± 0.0012
LSAtax 0.1148 ± 0.0060 0.0478 ± 0.0013

NIT-BRall 0.0899 ± 0.0027 0.0599 ± 0.0016
NIT-BRmi 0.0973 ± 0.0018 0.0599 ± 0.0013
NIT-BRdice 0.1006 ± 0.0041 0.0596 ± 0.0016
NIT-BRkld 0.1213 ± 0.0037 0.0672 ± 0.0020
NIT-BRchi2 0.1241 ± 0.0039 0.0679 ± 0.0018
NIT-BRcomb 0.1263 ± 0.0041 0.0695 ± 0.0023

NIT-BRlda 0.1153 ± 0.0039 0.0625 ± 0.0016
LSAlda 0.1092 ± 0.0060 0.0441 ± 0.0012

Table 5.1. Mean reciprocal rank (MRR) for several recommendation approaches
in the Book-Crossing and MovieLens-1M datasets.

to the categories Drama and Romance in the taxonomy of the MovieLens-1M dataset.
From the table, we observe that the term selection mechanism of NIT-BR tends to
discard terms that do not generalize well for other items that belong to the same
categories as “Titanic”. For instance, while the term “collides” describes an important
event in this particular movie, a user who likes the movie is arguably more interested
in love stories than in maritime collisions.
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Model Item Representation (ı̂)

NIT-BRall

existence passengers saved its suicide them his crash safe freezing
making jack salvage and later titanic lifeboat of invited 1721
time memory the drawing ship collides her but strategy card ...

NIT-BRmi
100yearold southampton 101yearold docksid 14th rms dine
deepsea aft invalu forsak

NIT-BRdice love stori life jack friend woman name year tell one mother
NIT-BRchi2 love fall marri woman jack fianc stori togeth name friend 1912
NIT-BRkld love woman stori life fall jack marri friend mother young togeth

Table 5.2. Example representations (̂ı) of the movie “Titanic” according to all
variants of our NIT-BR model. To illustrate the representation of NIT-BRall ,
which uses the entire description of an item, we randomly sampled 30 terms from
a total of 526 that describe “Titanic”. For the other variants, the terms are in
decreasing order of importance.

Overall, the results in this section answer our first research question, by showing
that exploiting taxonomies to aid the selection of informative terms brings significant
improvements to the effectiveness of our model. NIT-BRcomb , the variant of our model
that combines the scores of the KLD and CHI2 metrics, is particularly effective, sub-
stantially and significantly improving upon the use of all terms from the description
of the items. Furthermore, the consistent improvements obtained by the various con-
sidered information theoretic metrics attest the robustness of the taxonomic evidence
when exploited to improve the representation of items and users in different datasets.

5.2 NIT-BR Effectiveness (Q2)

In the previous section, we showed the positive impact of exploiting taxonomies to aid
the selection of informative terms for an improved representation of items and users
within our NIT-BR model. In this section, we compare the best variant of our model,
NIT-BRcomb , with state-of-the-art new item recommendation baselines from the liter-
ature, namely, TPU (Equation (4.1)), STPU (Equation (4.2)), LSA (Equation (4.3)),
and LSAtax (Equation (4.4)). Figures 5.3, 5.4, 5.5 and 5.6 show the results of this
investigation for the Book-Crossing and MovieLens-1M datasets, respectively, in terms
of recall(N) and precision vs. recall curves. In addition, the top and middle parts of
Table 5.1 provide MRR figures.

From Figures 5.3 and 5.5, we first notice that our NIT-BRcomb variant, which ex-
ploits taxonomies to select informative terms using a combination of the CHI2 and KLD
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Figure 5.3. Recall at N for NIT-BR and baseline recommenders for the Book-
Crossing dataset.
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Figure 5.4. Precision vs. recall for NIT-BR and baseline recommenders for the
Book-Crossing dataset.

information theoretic metrics, has the best recall(N) among all considered approaches,
with significant improvements of up to 22.68% and 6.87% in the Book-Crossing and
MovieLens-1M datasets, respectively. In addition, Figures 5.4 and 5.6 show that, for
both datasets, NIT-BRcomb significantly outperforms all baselines also in terms of pre-
cision, with gains at all recall levels. This is exactly what we want, to be able to
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Figure 5.6. Precision vs. recall for NIT-BR and baseline recommenders for the
MovieLens-1M dataset.

find a small set of users who will be interested in a given new item, without incurring
too many false positive recommendations. In terms of MRR, as shown in Table 5.1,
NIT-BRcomb significantly outperforms the strongest baseline in each dataset, with gains
of 10.01% over LSAtax for Book-Crossing, and 4.51% over STPU for MovieLens-1M.
Finally, compared with LSAtax , which also exploits taxonomies to improve upon the
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pure content-based LSA approach, the results in Figures 5.3, 5.4, 5.5 and 5.6 and
also Table 5.1 attest the effectiveness of our simple information-theoretic approach for
identifying informative terms to describe the cataloged items.

Overall, the results reported in this section reinforce our observations in the
previous section regarding the usefulness of taxonomies to improve the representation
of items and users in a recommender system. Moreover, they attest the effectiveness of
our NIT-BR model in contrast to state-of-the-art approaches from the literature for the
new item recommendation problem, hence answering our second research question. In
the next section, we investigate the impact of using automatically generated categories
when no explicit taxonomy is available for a particular domain.

5.3 Automatically Generated Categories (Q3)

In Sections 5.1 and 5.2, we validated the usefulness of taxonomies as well as the overall
effectiveness of our NIT-BR model for the new item recommendation problem, respec-
tively. In this section, we aim to answer our third and last research question, regarding
the impact of automatically generated categories as a replacement of taxonomy cate-
gories for domains where an explicit taxonomy is not available.

To address our third research question, we deploy the best variant of our model,
NIT-BRcomb , using either an explicit taxonomy, as in the previous sections, or an
automatically generated taxonomy, with categories represented by topics automatically
identified using Latent Dirichlet Allocation (LDA) Blei et al. [2003]. For the sake of
clarity, we refer to the latter as NIT-BRlda . To assess the effectiveness of our approach,
we compare our results with LSAlda , an extended version of the LSA algorithm that
includes the LDA’s topics into the model.1 In addition, we once again include NIT-
BRall , the baseline variant of our model, which performs no term selection. Figures 5.7
and 5.8 presents recall(N) results for the aforementioned recommendation approaches
for both the Book-Crossing as well as the MovieLens-1M datasets.

From Figures 5.7 and 5.8, we observe that NIT-BRlda significantly outperforms
NIT-BRall , with gains in recall ranging from 22.41% to 35.82% for Book-Crossing,
and from 3.71% to 5.34% for MovieLens-1M. While leveraging an explicit taxonomy
can further improve, as observed from the performance of NIT-BRcomb , this result
shows the feasibility of deploying our model for domains where such a taxonomy is not
available. In addition, compared to LSAlda , NIT-BRlda is significantly superior at the

1LSAlda is similar to LSAtax , except that the former leverages latent topics instead of explicit
categories.
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Figure 5.7. NIT-BR using explicit vs. automatically generated categories for
the Book-Crossing dataset.
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Figure 5.8. NIT-BR using explicit vs. automatically generated categories for
the MovieLens-1M dataset.

top six ranking positions for Book-Crossing (Figure 5.7), with improvements ranging
from 15.13% to 1.90%. For lower ranking positions, NIT-BRlda is statistically tied in
positions 6 to 13, and statistically inferior in the remaining positions. For MovieLens-
1M, NIT-BRlda significantly outperforms LSAlda in every ranking position, with gains
in recall(N) ranging from 101.72% to 21.87%. These observations are also consistent
in terms of MRR, as shown at the bottom of Table 5.1.
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Recalling our third research question, the results in this section attest the ef-
fectiveness of NIT-BR compared to a state-of-the-art content-based recommendation
baseline from the literature, even when no explicit taxonomy is available. On the other
hand, while categories automatically derived using LDA can be used effectively by our
model, the results in this section also show that the availability of an explicit, manually
curated taxonomy can provide further gains.

5.4 Summary

In this chapter, we showed experimental results that answered our research questions
and evaluated different aspects of our model. First, we discussed the effects of using a
taxonomy within our model, as our first experimentation showed that the selection of
taxonomy-like terms using information-theoretic metrics significantly improves upon
the use of all terms from the description of the items. Next, we compared the best
variant of our model, namely NIT-BRcomb , to state-of-the-art baselines from the liter-
ature, especially LSAtax , the most directly comparable baseline. Again, results showed
the effectiveness of our model in selecting users interested in a given new item. Finally,
our last research question was answered by showing that our model still performs ef-
fectively even when no explicitly taxonomy is available. In the next chapter, we expose
our conclusions and plans for future work.





Chapter 6

Conclusions and Future Work

In this dissertation, we introduced New Item Taxonomy-Based Recommender (NIT-
BR), a novel approach for new item recommendation, a challenging problem for current
recommender systems that must cope with continuously evolving item catalogs. In
particular, NIT-BR tackles this problem as a classical search problem, by modeling
the terms that describe the new item as a “query”, and each candidate user who could
be recommended the item as a “document”, comprising the terms in the description
of the items that the user has positively rated in the past. To improve this content-
based representation, we proposed a term selection mechanism aimed to weigh the
informativeness of each term with respect to the taxonomy categories covered by each
item, based upon classical information-theoretic metrics.

We thoroughly investigated the effectiveness of our NIT-BR model at recommend-
ing new items. By contrasting our model with a variant that performs no term selection,
we demonstrated the usefulness of taxonomies as a source of evidence for improving
the underlying content-based representation of items and users. In particular, this
improved representation was shown to consistently and significantly outperform state-
of-the-art recommendation baselines from the literature across two publicly available
datasets covering distinct domains, namely, book and movie recommendations. Lastly,
we demonstrated the feasibility of leveraging automatically generated categories based
on topic modeling for domains where an explicit taxonomy is not available.

Besides being effective in practice, our model can also produce more interpretable
recommendations, allowing a recommender system to better explain the recommenda-
tions provided for a given user. For instance, suppose the movies “Titanic” and “Romeo
and Juliet” share the same genre Drama, and that a given user has positively rated
the first movie. A recommender system that uses NIT-BR can inform to the user that
“Romeo and Juliet” was suggested as a recommendation due to the positive rating the
user gave to “Titanic”.

41
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As pointed out in Section 3.1, in Equation (3.1), we opted for a simple yet effec-
tive TF-IDF formulation operating on top of the term-based representations of items
and users. In the future, we plan to further investigate the performance of our model
using alternative similarity functions, such as BM25 [Robertson et al., 2004] and Lan-
guage Modeling [Ponte and Croft, 1998]. Moreover, as discussed in Section 5.1, our
best reported variant is a linear combination of two other variants of our model. As
future work, we aim at exploring machine learning techniques, e.g., learning-to-rank, to
achieve a better effectiveness while combining these variants. Finally, we also intend to
apply our model to the new user recommendation problem presented in Section 2.2.2.
In particular, for the non-extreme version of the problem, we can exploit a few ratings
associated with the user to drive his or her content-based representation.
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