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Resumo

A disponibilidade ubíqua de tecnologia computacional, como smartphones, tablets e outros

dispositivos facilmente portáteis, bem como a adoção mundial de sites de redes sociais tor-

nam cada vez mais possível estar conectado e compartilhar dados de forma contínua para

o processo de publicação de informações massivamente distribuído chamado rede de sensor

participativo (RSP). Neste cenário, as pessoas agem como sensores sociais, voluntariamente

fornecendo dados que capturam as suas experiências de vida diária, e oferecendo diversas

observações, tanto no mundo físico (por exemplo, localização) quanto no mundo on-line (por

exemplo, eventos). Esta grande quantidade de dados sociaispodem fornecer novas formas

de informações valiosas que não estão disponíveis no momento, a esta escala, utilizando

métodos de coleta de dados tradicionais, e podem ser usadas para melhorar os processos

de tomada de decisão. Nesta tese, mostramos que RSPs, por exemplo as derivadas do In-

stagram, Foursquare, e Waze podem atuar como valiosas fontes de sensoriamento em larga

escala, proporcionando acesso a características importantes do comportamento social urbano

de forma mais rápida do que os métodos tradicionais.

O objetivo desta tese é a compreensão das propriedades de RSP, e mostrar como elas

podem ser usadas para o estudo da dinâmica de cidades e do comportamento social urbano.

Nós estudamos redes de sensor participativos derivados de diferentes sistemas, e demon-

stramos como modelar e extrair conhecimento a partir delas,de forma individual e simul-

taneamente. Nossos resultados mostram que PSNs têm o potencial de tornarem-se ferra-

mentas fundamentais para apoiar análises em larga grande escala e (quase) tempo real dos

diferentes aspectos da dinâmica de cidades e do comportamento social urbana.

Palavras-chave:Sensoriamento participativo, mídia social, big data, redes sociais móveis,

dinâmica de cidades, comportamento social urbano.
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Abstract

The ubiquitous availability of computing technology such as smartphones, tablets and other

easily portable devices, and the worldwide adoption of social networking sites make it in-

creasingly possible for one to be connected and continuously share data to this massively

distributed information publishing process called participatory sensor network (PSN). In this

scenario, people act as social sensors, voluntarily providing data that capture their daily life

experiences, and offering diverse observations on both thephysical world (e.g., location) and

the online world (e.g., events). This large amount of socialdata can provide new forms of

valuable information that are currently not available, at this scale, by any traditional data

collection methods, and can be used to enhance decision making processes. In this thesis we

show that PSNs, for instance those derived from Instagram, Foursquare, and Waze can act

as valuable sources of large scale sensing, providing access to important characteristics of

urban social behavior much more quickly than traditional methods.

The goal of this thesis are the understanding of properties of PSN, and show how they

can be used to the study of city dynamics and urban social behavior. We study participatory

sensor networks derived from different systems, and demonstrate how to model and extract

knowledge from them, individually and concurrently. Our results show that PSNs have the

potential to become fundamental tools to support large scale and near real time analyses of

different aspects of dynamics of cities and urban social behavior.

Palavras-chave:participatory sensing, social media, big data, mobile social networks, city

dynamics, urban social behavior.
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Chapter 1

Introduction

1.1 Motivation

At the beginning, there were mainframes, shared by a lot of people. Then came the per-

sonal computing era, when a person and a machine have a close relationship with each

other. Nowadays we are witnessing the beginning of the ubiquitous computing (ubicomp)

era, when technology recedes into the background of our lives [Weiser and Brown, 1996;

Krumm, 2009].

Mark Weiser, in his classical article entitled “The computer for the 21st cen-

tury” [Weiser, 1991], popularized the concept of ubiquitous computing, which envisions

the availability of a computing environment for anyone, anywhere, and at any time. It may

involve many wirelessly interconnected devices, not just traditional computers, such as desk-

tops or laptops, but may also include all sorts of objects andentities such as pens, mugs,

phones, shoes, and many others. Although this is not the reality yet, much has been done in

this direction in the past 20 years after the publication of Weiser’s seminal paper, and the key

ingredients are evolving in a favorable direction for it. Observe, for example, the increasing

number and popularization of numerous types of portable devices.

A fundamental step to achieve Weiser’s vision is to sense theenvironment. The re-

search in wireless sensor networks (WSNs) has provided several tools, techniques and al-

gorithms to solve the problem of sensing in limited size areas, such as forests or facto-

ries [Yick et al., 2008; Akyildiz et al., 2002]. However, traditional WSNs have their limi-

tations, for example the high costs related to achieve very large coverage spaces, such as

metropolises size areas. Consider, for instance, the challenges to build and maintain such

networks.

Mobile phones play a fundamental role in today’s technologically-advanced commu-

nity allowing people to communicate (almost) anywhere in the world and share all kinds of

1
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contextual information (e.g., location and opinion). Modern mobile phones, namely smart-

phones, are the new frontier for accessing the Internet and the World Wide Web. They are

being manufactured with an increasing number of powerful embedded sensors of different

categories (e.g., GPS, accelerometer, microphone, camera, gyroscope), enabling a variety

of new applications and services. Indeed, smartphones are being used for many personal

sensing applications, such as for monitoring physical exercises, and for wide participatory

sensing systems, which are not limited to a particular individual (e.g., traffic conditions and

noise pollution) [Lane et al., 2010].

Participatory sensing systems (PSSs), such as Instagram1, Foursquare2, Waze3, and

Weddar4, combine features of online social networks with location-based services. This type

of system has started to create new virtual environments that integrate the user interactions

and, probably because of that, are becoming very popular. For example, in 2013 Foursquare

reported 40 million users [Foursquare, 2013], Instagram 150 million users [Instagram, 2013],

and Waze 50 million users [Goel, 2013].

PSSs have been driven by one important aspect: the information the users share, in

particular location-related information [Smith et al., 2005]. From a participatory sensing

system, it is possible to derive a participatory sensor network (PSN) [Burke et al., 2006]. In

this type of network, the users’ mobile device plays an important role. Individuals carrying

these devices are able to sense the environment and share relevant observations. Thus, each

node in a PSN consists of a user with a mobile device. Each PSN provides access to data

related to certain aspects of a pre-defined geographic region. For instance, in a PSN derived

from Waze, users report traffic conditions, in the one derived from Foursquare, users can

share their actual location associated with a specific category of place (e.g., restaurant).

Participatory sensor networks enables the observations ofthe actions of hundreds mil-

lions of people in large scale urban areas in (near) real timeand over extended periods of

time. This opens an unprecedented opportunity to revolutionize the way social science is

done. Unlike traditional methods that rely on survey data, new techniques can be designed

to exploit participatory data, which is much cheaper, more dynamic as it reflects current

situations in (near) real time, and, more important, can easily reach planetary scale. More-

over, as we argue here, such participatory sensing applications may have the potential to be a

fundamental tool to better understand human urban interaction in the future, leveraging our

awareness to different aspects of our lives in urban scenarios.

1http://www.instagram.com.
2http://www.foursquare.com.
3http://www.waze.com.
4http://www.weddar.com.
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1.2 Objective

The main objective of this thesis is to answer the question: Can we use PSNs to perform

large scale and near real time study of city dynamics and urban social behavior? To that end,

a fundamental step is understand the properties of participatory sensor networks. We aim to

analyze PSNs derived from different systems. After that, our goal is to show how to model

and extract knowledge from PSNs, individually and concurrently. Thus, we tackle the main

objective of this thesis answering three different questions:

• What are the properties of PSN?Despite the concept of participatory sensor network

be relatively old, coined in 2006 [Burke et al., 2006], very few properties of this type

of network are known. With that, our goal is to investigate the properties of PSNs in

order to understand its challenges and usefulness;

• How can we use PSNs?Our goal here is use the properties we extract from the

analysis process to the design of techniques and methodologies to the study of city

dynamics and urban social behavior. First, we want a model that enables the knowl-

edge extraction from a PSN individually. Based on this model, the aim is to propose

techniques and methodologies to demonstrate the usefulness of PSNs to the study of

city dynamics and urban social behavior;

• Can we combine data from different PSNs to infer new information? Data from

different PSNs can be considered as “sensing layers”, providing data on various as-

pects of a predefined geographic region. Given that, our mainobjective is to show the

usefulness of using multiple PSNs to the extraction of new information. For that, we

aim to define the concept of sensing layers. Next, we envisionthe proposition of a

framework that enables the analysis and exploration of multiple layers simultaneously.

Finally, we aim to present applications that use the proposed framework.

1.3 Contributions

Our main contributions can be summarized in:

1. Characterization and analysis of participatory sensor networks properties: We

have characterized and analyzed properties of three different types of PSNs: (1)

photo sharing services, particularly Instagram; (2) location sharing services, partic-

ularly Gowalla, Brightkite, and Foursquare; (3) and trafficalert services, particularly

Waze. Among the results, we showed the planetary scale of those networks, as well as
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the highly unequal frequency of data sharing, both spatially and temporally, which is

highly correlated with the typical routine of people. Such characterization provided us

with a deeper understanding of the properties of those PSNs,and revealed their great

potential to support studies on city dynamics and urban social behavior, motivating

then the proposition of techniques in this direction;

2. Applicability of single PSNs: From the results obtained in the characterization stage,

we propose different methods and techniques that capture several aspects of urban

areas, such as people’s routines, cultural traits, points of interest, economical partic-

ularities, etc. These proposed methods and techniques illustrate how PSNs can be

exploited to enable large scale and near real time analyses of city dynamics and urban

social behavior;

3. Definition, modeling, and application of PSNs as sensing layers: We define the

concept of sensing layers, which represent data from different PSNs, each one enabling

the access of data related to a certain aspect of the city. A range of fruitful opportunities

may emerge from this idea, because as each layer represents apartial view of the city,

their aggregation can provide a deeper understanding of it.With this in mind, we

propose a framework for integrating multiple sensing layers, which can be applied to

more sophisticated services than services based on a singlelayer. Finally, we present

applications that illustrate the use of the proposed framework and the potential of using

multiple sensing layers.

The results for the Contribution 1 were reported in the following publications:

• In [Silva et al., 2012b], we perform the first analysis of PSN properties. The PSNs

analyzed were derived from location sharing services (Gowalla and Brightkite);

• In [Silva et al., 2013b], we extended the work [Silva et al., 2012b] analyzing also two

different PSNs derived from Foursquare, a popular locationsharing service;

• In [Silva et al., 2013c] (2nd best paper award) and [Silva et al., 2013d], we investi-

gate properties of a PSN derived from Instagram, a photo sharing service;

• In [Silva et al., 2013f], we study properties of a PSN derived from Waze, a popular

traffic alert system.

The results for the Contribution 2 were reported in the following publications:



1.4. WORK ORGANIZATION 5

• In [Silva et al., 2012d] (Best paper award), we propose a technique that provides a

visual summary of the city dynamics based on the movements ofindividuals. An ex-

tended version, [Silva et al., 2014c], got accepted in the ACM Transactions on Internet

Technology (to be published in the second semester of 2014);

• In [Silva et al., 2013d], we propose a technique for point of interest (POI) identifica-

tion, which is also able to extract sights out of the identified POIs;

• In [Silva et al., 2013a], we survey models and approaches applied in PSNs to support

different applications and techniques;

• In [Silva et al., 2014b], we propose a new methodology for identifying cultural bound-

aries across populations using self-reported cultural preferences recorded in PSSs.

The results for the Contribution 3 were reported in the following publications:

• In [Silva et al., 2013e], we perform a comparative study of different PSNs derived from

Instagram and Foursquare, and verified if they can complement each other;

• In [Silva et al., 2014a], we, among other things, introduce the concept of sensing layers

used in this work;

• In [Silva et al., 2014d], we formalize the concept of sensing layers, presents a frame-

work for working with multiple sensing layers, and also illustrates the potential of the

joint use of multiply sensing layers through two applications. An extension of this

work is under revision in the ACM International Conference on Modeling, Analysis

and Simulation of Wireless and Mobile Systems, where we present more details about

the proposed framework and the applications illustrated.

1.4 Work Organization

The rest of this document is organized as follows. Chapter2 presents in Section2.1 the

concept of ubiquitous computing, showing its definition (Section 2.1.1), discussing its cur-

rent state (Section2.1.2) and also presenting the concept of context aware computing(Sec-

tion 2.1.3), which is a central piece of ubicomp. This chapter presentsalso, in Section2.2,

related studies, discussing the approaches and models usedto extract and generate context

information from PSNs data in order to study city dynamics and urban social behavior.

Chapter3 discusses the participation of humans in the sensing process, covering par-

ticularities of participatory sensor networks (Section3.1). Besides that, this chapter, in Sec-

tion 3.2, also discuss the challenges that emerge when dealing with PSNs. Chapter4 studies
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the properties of participatory sensor networks derived from location sharing services, photo

sharing services, and traffic alert services in Sections4.1, 4.2, and4.3, respectively. Sec-

tion 4.4characterizes two distinct PSNs derived from Foursquare and two from Instagram. It

compares these PSNs to investigate whether they can complement each other, or if they are

compatible to study the dynamics of cities and urban social behavior. Finally, Section4.5

discusses the chapter’s results.

Chapter5 discusses proposed techniques and applications that exploit PSNs to foster a

deeper understanding of relevant aspects related to city dynamics and urban social behavior.

Section5.1presents a technique called City Image, which provides a visual summary of the

city dynamics based on people movements. Section5.2discusses other possibilities to better

understand city dynamics through people movements. Section 5.3 presents a technique to

extract points of interest in the city. Section5.4 discuss possibilities to use PSNs to the

analysis of social and economic aspects of city’s inhabitants. Section5.5 motivates the use

of participatory sensing systems to the study of cultural differences. Section5.6 discusses

the chapter’s results. methodology to identify cultural boundaries.

Chapter6 is dedicated to the discussion of the concept of sensing layers. Section6.1

defines the concept of sensing layers and proposes a framework for working with sensing

layers. Section6.2discusses how to process sensing layers, defining examples of operations

that can be applied to sensing layers, as well as strategies of processing using the proposed

operations. Section6.3 presents some proposed applications that illustrate the potential of

using sensing layers. Finally, Chapter7 presents the conclusions and future work.



Chapter 2

Background

2.1 Ubiquitous Computing

Modern computing can be divided into three eras. The first is characterized by one sin-

gle computer (mainframe) owned by an organization and used by many people concur-

rently. In the second era, a personal computer (PC) is usually owned and used by a sin-

gle person. In the third era, ubiquitous computing (ubicomp), each person owns and uses

many computers, especially small networked portable devices such as smart phones and

tablets[Weiser and Brown, 1996; Krumm, 2009].

Ubiquitous computing is related to mobile computing, although they are not the same

thing, neither a superset nor a subset of each other [Weiser, 1996]. Mobile computing devices

are not mere personal organizers. They are devices (computers with processing power) that

contemplate a new paradigm: mobility. Mobility has some constraints, such as finite energy

sources. This paradigm is changing the way we work, communicate, have fun, study and

do other activities while we are moving [Satyanarayanan, 1996]. The fact is that ubiquitous

computing must support mobility, since motion is an integral part of everyday life. Hence,

ubiquitous computing relay on mobile computing, but goes much further.

2.1.1 Mark Weiser’s Visions

To talk about ubiquitous computing we have first to mention Mark Weiser, which has been

recognized as the “father” of ubiquitous computing. Weiser, called by many “Visionary”,

was head of the Computer Science Laboratory at Xerox Palo Alto Research Center (PARC)

when he coined the term ubiquitous computing in 1988. When the ubiquitous computing pro-

gram emerged at PARC, it was at first envisioned only as an answer to what was wrong with

personal computing, because they were too complex, too demanding of attention, among

7
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others things [Weiser et al., 1999]. During the implementation of the first ubicomp system,

Weiser’s group realized they were, in fact, starting a post-PC era, in other words, ubicomp

was emerging [Weiser et al., 1999].

Mark’s visions influenced a countless number of researchers. Almost one quarter of

all the papers published in the Ubicomp conference between 2001 and 2005 cite Weiser’s

“foundational articles” [Bell and Dourish, 2007]. Among the Weiser’s foundational papers

of ubiquitous computing, perhaps the most impacting work isthe one entitled “The Computer

in the 21st Century”, publish inScientific Americanin 1991. In this paper, Weiser describes

the ideal ubicomp future, its purposes, concerns and analogies. To illustrate its ideas he told

the story of “Sal”, a tale about a single mother and how the world evolves around her needs.

“The most profound technologies are those that disappear. They weave

themselves into the fabric of everyday life until they are indistinguishable from

it” [Weiser, 1991, p. 1].

Weiser believed that the most powerful things are those thatare effectively invisible

in use. The ideal is to make a computer so embedded, so fitting,so natural, that we use it

without even thinking about it. The essence of this vision ismaking everything easier to do,

with fewer mental gymnastics [Weiser, 1991, 1993b].

According to Weiser, the style of computing that has been imposed on users in the

first and second modern computing eras (mainframes and PCs, respectively) is too atten-

tion consuming, and divorce the users of what is happening around them. In the ubicomp

world, as Weiser believed, computation could be integratedwith common objects that you

might already be using for everyday work practices, rather than considering computation to

be a separate activity. If the integration is done well, the envisioned invisibility could be

achieved [Weiser, 1993a; Krumm, 2009].

In order to clarify this concept of invisibility, consider the example based on the famil-

iar printed page (inspired in [Krumm, 2009]). To perform a printing it is necessary deposit

ink on thin sheets of paper, and a consolidated technology isnecessary for that. For a good

result it is necessary to ensure that: it must be durable in use; not wick in the paper if wet;

among other things. However, we rarely pay attention on the ink technologies when we read

printed pages. Instead, we read pages and comprehend ideas,not necessary focusing on the

technology, the characteristics of the ink, or the manufacturing process of the paper to be

able to use it. In this example, the printing technology got invisible for the user, allowing

the higher-level goal of reading a story, or acquiring knowledge. This kind of thinking rarely

happens with traditional PCs, which demand the users continuously focus attention on the

system, maintaining it and configuring it to complete a task.
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Good technology is invisible, staying out of the way of the task, like a good car stays

out of the way of driving. Bad technology draws attention to itself, not the task, like a car

that needs a tune-up. Computers are mostly not invisible. Ubiquitous computing is about

enabling invisibility in computers [Weiser, 1994].

2.1.2 Ubicomp Today

As a promising research area, ubiquitous computing gave us more questions than an-

swers [Weiser et al., 1999], and many of them are still open [Weiser, 1993a]. There are

many people around the world working on projects that deal with ubicomp challenges. Those

projects range from prestigious computer science Schools,such as MIT (see several projects

from Media Lab1 for some examples), to mainstream computer companies, suchas Microsoft

(see the website http://research.microsoft.com/en-us/groups/ubicomp/ with some projects).

In order to have a picture of ubicomp researchers, we collected information about all

papers published until 2011 in Ubicomp, Pervasive2, and Percom, and performed a data

mining process, extracting statistics such as most productive authors and institutions, which

include those mentioned above. We also analyzed the collaboration among authors identi-

fying, for instance, the formation of communities. Figures2.1(a)and2.1(b)illustrate those

results, depicting, respectively, the occurrence of authors and institutions in the analyzed pa-

pers. In that analysis authors and institutions are countedjust once by paper, and the size of

the word reflects its representativeness. As we can see Gregory D. Abowd is the author who

published the largest number of papers, and Universities ofCalifornia and Intel are the most

productive institutions. The complete study is presented in the paper [Silva et al., 2012a].

(a) Cloud of authors (b) Cloud of institutions

Figure 2.1: Representativeness of authors and institutions.

Since the early days of ubicomp, one of the main concerns was that computer too often

remain the focus of attention, rather than being a tool through which we work, disappearing

from our awareness [Weiser, 1993a]. We may have not achieved the original Weiser’s vision

1http://www.media.mit.edu.
2Now Ubicomp and Pervasive merged in one single conference.
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about Ubicomp yet. But we can say that the key ingredients areevolving in a favorable

direction for it. Many critical items that were rare in early1900s are now commercially

viable. Each year more possibilities for the mainstream application of ubiquitous computing

open up.

The future envisioned by Weiser, ubiquitous computing, considers a computing en-

vironment in which each person is continually interacting with many wirelessly intercon-

nected devices [Weiser, 1993a]. Today it is easy to find several microprocessors at home,

available, for instance, in alarm clocks, the microwave ovens and in the TV remote con-

trols. They do not qualify as ubicomp devices mainly becausethey do not communicate

with each other, but if we network them together they are an enabling technology for ubi-

comp [Weiser and Brown, 1996]. It soon may become a reality. For example, Google has

announced in the event Google IO’113 an initiative called Android@Home, which allows

Android4 applications to discover, connect and communicate with appliances and devices

inside the house. After connecting together several information sources with many informa-

tion delivery systems we will start to have things, such as, clocks that find out the correct

time after a power failure, and microwave ovens that download new recipes.

Besides that, some of our computing technology are becomingubiquitous, for instance

smart phones, which are taking center stage as the most widely adopted and ubiquitous

computer [Krumm, 2009]. When we get used to the possibility of accessing a GPS-connected

map, social networks and the Internet anywhere at anytime, we will realize the value of this

and it will become part of our lives.

“Applications are of course the whole point of ubiquitous comput-

ing.” [Weiser, 1993a, p. 80]

We have to keep in mind that is not just one service that will make computing a dis-

appearing technology, but the combination of many. Those services have to be available as

needed without extraordinary human intervention [Abowd et al., 2002]. The challenge is to

create a new kind of relationship between people and computers, where computers do not

demand too much attention, letting people live their lives [Abowd and Mynatt, 2000]. Appli-

cation will go beyond the big problems like corporate finance, to the little annoyances such

as: where are the car-keys? Can I get a parking place? What is the best route to take now?

Which pub should I go in a certain area of the city? [Weiser and Brown, 1996].

Since ubiquitous computing has intersections with many areas of computing, several

research fields can contribute to its development, including distributed computing, mobile

computing, sensor networks, and machine learning. In this direction we analyzed all papers
3http://www.google.com/events/io/2011.
4http://code.google.com/android.
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published in 2010 and 2011 in Ubicomp, Pervasive, and Percom, creating a taxonomy of

recent ubicomp research, more details can be found in [Silva et al., 2012a]. We can see in

that study that context-aware computing is a key area of research that can help us to meet the

original design goals of ubicomp.

2.1.3 Context-Aware Computing

Several context definitions have been proposed. Among them,those presented by

[Schilit et al., 1994], [Dey et al., 1998], and [Pascoe, 1998] are close to the definition consid-

ered by most people as the ideal one. The problem is that thosedefinitions lack generality.

[Dey and Abowd, 2000] proposed the following definition of context:

“Context is any information that can be used to characterizethe situation

of an entity. An entity is a person, place, or object that is considered relevant

to the interaction between a user and an application, including the user and

applications themselves.”[Dey and Abowd, 2000]

This is one of the most accepted and accurate definitions currently used by researchers.

It can be observed that the definition is very general when considering what types of data are

context, being wide enough to accept the different needs of each application. In addition,

it is interesting to note that the definition is precise, not requiring a list of specific types or

classes of contexts.

In this work we consider participatory sensing. In this case, humans are responsible

for sharing data, acting as sensors in a network (this is alsoknown as participatory sensor

network, as explained in Chapter3). The data shared by the “sensors” (humans plus his/her

portable device) can be then transformed in a context used tostudy city dynamics and urban

social behavior. In the next section, Section2.2, we discuss the model and approaches used

to transform raw data shared by users into context information.

2.2 City Dynamics and Urban Social Behavior

In this section we discuss the approaches and models used to extract and generate contex-

tual information from participatory sensor networks data in order to study city dynamics

and urban social behavior. This section discusses five different classes of studies to identify

contextual information. Section2.2.1discusses studies related to the analysis of mobility

patterns. Section2.2.2considers studies that focus on the better understanding ofcity dy-

namics. Section2.2.3discusses the study of social patterns. Section2.2.4discusses studies
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concerned in event detection. Section2.2.5presents studies related to human behavior. And,

finally, Section2.3discusses how this thesis differs from the previous studies.

It is worth mentioning that each class of study is not necessarily mutually exclusive.

For example, [Long et al., 2012] used a Foursquare dataset to classify venues based on users’

trajectories. This work has intersections with the class “Mobility patterns” (Section2.2.1),

but instead of being classified in that class, it was assignedto the class “Understanding cities”

(Section2.2.2), since it is more concerned in the analysis of city dynamics.

2.2.1 Mobility Patterns

This class of work focuses on studying mobility patterns of users from their logs generated

from social media websites. These logs usually include spatio-temporal information, e.g.,

check-ins and geolocated photos. The study of mobility is useful for many purposes. For

example, it is possible to understand how human allocate time to different activities, thus

being a fundamental and traditional question in social science [Giannotti et al., 2012]. As

another example, one could design new tools to help traffic engineers to understand the flow

of people.

The modeling of mobility patterns has been attracting the attention of researchers

in different fields, such as physics and ubiquitous computing [Brockmann et al., 2006;

Zheng et al., 2009; Gonzalez et al., 2008]. For example,Song et al.[2010] analyzed 50,000

cellphone users and showed that user mobility presents highpredictability. It is important to

point out that data derived from social media is different from GPS tracking or cellphone us-

age data, such as phone calls, and present special features and varied contexts. For example,

check-ins in location sharing services or photos shared in aphoto sharing service bring extra

information of a particular place. For instance, a check-inis associated with a type of venue,

e.g. pub, and a photo may bring the information about the current situation inside this venue.

Again, throughout this work our focus is on studies that analyze data from social media.

Cheng et al.[2011] analyzed 22 million check-ins posted from several location sharing

services (Foursquare is responsible for 53.5% of the total). They found that users follow

simple and reproducible patterns, and also that social status, in addition to geographic and

economic factors, are coupled with mobility.Approach: to make their analysis they used

three statistical properties to study and model human mobility patterns:displacement; radius

of gyration; andreturning probability. Thedisplacementof check-ins is the distance between

consecutive check-ins, measuring how far a user has moved. Theradius of gyrationmeasures

the standard deviation of distances between the users’ check-ins and the users’ center mass.

This measure indicates how far and frequently a user has traveled. Returning probabilityis

a measure of periodic behavior in human mobility, since periodic behavior tends to happen
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frequently due to human routines. Besides that, the authorsalso studied factors that could

influence mobility, such as social status and geographic andeconomic constraints.

Cho et al.[2011] investigated patterns of human mobility in three datasets: check-ins,

in two location sharing services, and cellphone location data. They were particularly inter-

ested in determining how often users move and where they go to, as well as how social ties

may impact their movements. They observed that short-ranged travel is periodic both spa-

tially and temporally and is not affected by the social network structure, while long-distance

travel is more influenced by social network ties.Approach: based on their empirical find-

ings they built a model named Periodic & Social Mobility Model to predict mobility of

users. This model is composed by three parts: (1) a model of spatial locations that a user

usually visits based in a two-state mixture of Gaussians with a time-dependent state prior;

(2) a model of temporal movement between these locations based on a truncated Gaussian

distribution parameterized by the time of the day; (3) a model of movement that is influenced

by the ties of the social network, e.g. encountering friends. In this specific model, if a user

performs a check-in, then it will more likely be close in space and time to one of his/her

friend’s check-ins. Their model is able to predict the exactuser location at any time with

40% accuracy.

Nguyen and Szymanski[2012] used Gowalla, a location-based social network, to cre-

ate and validate models of human mobility and relationships. In that work, the authors pro-

posed a friendship-based mobility model (FMM) that take into account social links in order

to provide a more accurate and complex model of human mobility. With this model the au-

thors were able to study how frequently friends travel together. This model may improve the

accuracy of a varied number of applications, such as traffic engineering in communication

networks, transportation systems, and urban planning.Approach: the proposed mobility

model uses a Markov Model where the states represent locations of check-ins and the links

represent the probability of going from one place to another. For example, the probability

of going from work to pub is defined as the ratio between the number of times a given user

performs a check-in in a pub right after a check-in at work, and the number of times that user

performs a check-in at work.

Zheng et al.[2012] studied tourist mobility and travel patterns from geotagged photos

shared on Flickr. In order to extract the travel patterns, the authors focused the analysis on

tourist movement according to regions of attraction and topological characteristics of travel

routes by different tourists. The authors demonstrated itspotential by testing the approach on

four cities.Approach: first it is built a database of touristic travel paths based onthe concept

of mobility entropy (considering Shannon’s entropy), usedto discriminate the touristic and

non-touristic movement. Then, a significance test is applied to ensure that the resulting path

is statistically reliable. For that, they devised two methods, one based on a Poisson distribu-
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tion and the other on a normal distribution. Next, it is proposed a method to discover regions

of attraction in a city, using for this the DBSCAN clusteringalgorithm. To study the touristic

movement the authors considered a Markov chain model created from the visiting sequence

of regions of attraction discovered by the proposed method.With that, they can estimate

statistics of visitors traveling from one region to another. In order to study the topologi-

cal characteristics of tour routes, the authors perform sequence clustering on travel routes,

applying a modified version of the longest common subsequence as a similarity metric to

minimize noise.

2.2.2 Understanding Cities

Information obtained from participatory sensing systems have the power to change our per-

ceived physical boundaries and notions of space, as well as to better understand city dynam-

ics [Bilandzic and Foth, 2012]. This section focuses in presenting studies in these directions.

Many potential applications can benefit from these types of studies, such as tools for city

planners to provide new manners to see the city, or for end users who are looking for new

ways to explore the city.

Cranshaw et al.[2012] presented a model to extract distinct regions of a city thatre-

flect current collective activity patterns. The idea is to expose the dynamic nature of local

urban areas considering spatial proximity (derived from geographic coordinates) and social

proximity (derived from the distribution of check-ins) of venues.Approach: in their study

the authors considered data from Foursquare. In order to explore this data, the authors devel-

oped a model based on spectral clustering. One of the main contributions is the design of an

affinity matrix between venues that effectively blends spatial proximity and social proximity.

The similarity of venues is then obtained by comparing pairsof these dimensions. After that,

this is used to compute the clusters that may represent different geographical boundaries of

neighborhoods. The clustering method is a variation of the spectral clustering proposed by

Ng et al.[2002], introducing a post processing step to clean up any degenerated cluster.

Noulas et al.[2011b], proposed an approach to classify areas and users of a city by

using venues’ categories of Foursquare. This could be used to identify users’ communities

that visit similar categories of places, useful to recommendation systems, or in the compari-

son of urban areas within and across cities.Approach: their approach is based on spectral

clustering algorithm [Luxburg, 2007; Ng et al., 2002]. More specifically, the authors divide

the area of a city to be analyzed into a number of equally sizedsquares, each of them will

be a datapoint input for the clustering algorithm. For each area it is represented the activity

performed on it based on check-ins in each existing categoryon that area. Then, it is calcu-

lated the similarity between two areas as the cosine similarity between their corresponding
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activity representation. Having the similarity information, the authors apply it in the spectral

clustering algorithm.

Long et al.[2012] used a Foursquare dataset to classify venues based on users’ trajec-

tories. The premise is that the venues that appear together in many users’ trajectories will

probably be taken as geographic topics, for example representing restaurants people usually

go to after shopping at a mall. The approach can be applied, for instance, to understand

users’ preferences to make recommendation of venues.Approach: the authors used the

Latent Dirichlet Allocation (LDA) [Blei et al., 2003] model to discover the local geographic

topics from the check-ins. With this approach, it is possible to dynamically categorize the

venues in Foursquare according to the users’ trajectories,what indicates the crowds’ pref-

erences of venues. LDA is usually used to cluster documents based on the topics contained

in a corpus of documents. For this reason, some terms used to describe the modeling make

reference to this context. The authors considered that a single check-in represents a word,

which is the basic unit in the LDA. A trajectory of a user consists of all the venues visited by

him/her, and this represents a document in the analogy.

Kisilevich et al. [2010] used geo-tagged photos obtained from Flickr to analyze and

compare temporal events that happened in a city, and also to rank sightseeing places. More

specifically, the authors presented a way to assess the attractiveness of places based on their

positions in a ranking, and suggested a set of visual analytic methods that mixes computa-

tional techniques with visual interactivity in order to support analysis of the data.Approach:

to find the attractiveness of places the authors applied the algorithm DBSCAN [Ester et al.,

1996]. In order to highlight areas of people’s activities withina cluster, the authors applied

density maps. From the clusters obtained in the clustering step, the weight of every geo-

tagged photo is calculated using a density function based onthe relative position of photos

of other users in a cluster. The calculated weight is mapped to a color, facilitating the visual

inspection.

Frias-Martinez et al.[2012] used a dataset from Twitter and proposed a technique to

determine the type of activities that is most common in a cityby studying tweeting patterns.

They also proposed another technique to automatically identify landmarks in a city.Ap-

proach: to automatically identity urban land usage, the authors apply two methods. The

first one is land segmentation. For that it is applied Self-Organizing Maps [Kohonen, 1990],

which is an unsupervised neural network. After training thenetwork, it is obtained a map

that segments the urban land into geographical areas with different concentrations of tweets.

Each neuron of the network represents a pointer to a region with a high density of tweets.

With that, the authors apply Voronoi tessellation considering the location of the neurons to

compute the land segments. Next, the authors use the segments found to detect different

land usages considering the average tweet usage on them. So,for each land segment is built
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a unique tweet-activity vector that represents the averagetweeting temporal behavior. To

characterize urban land usage, it is applied the k-means algorithm, which shows common

tweeting behavior across land segments. To identify the landmarks, the authors used the

mean-shift clustering technique [Cheng, 1995]. The authors considered in this algorithm

that every tweet is assigned to a local maxima and a cluster represents a potential landmark.

After the execution, if the resulting clusters are ranked bythe number of tweets on them,

then the result represents a list of the most popular landmarks.

Ji et al.[2009] mine blog-based sight photos in order to discover and summarize city

landmarks. Their main contribution is a generalized graph modeling framework. This study

is useful, for example, for personalized tourist suggestions. Approach: first the authors

have to extract locations of photos. For that, they collect photos with different descriptors.

To identify their locations they use an application called Gazetteer [Wang et al., 2005], which

is able to identify location from web resources. Then they create a hierarchical visual-textual

clustering scheme to organize sight photos into a “scene-view” structure for each city. For

this purpose it is used the concept Bag-of-Visual-Words [Nister and Stewenius, 2006] to gen-

erate the content descriptor of photos. Bag-of-Visual-Words are clustered by their similarity

measured by the cosine distance, generating then “views”. After that the authors create a

“scene-view”, using textual clustering to aggregate “views” into “scenes”. Next, they model

two different graphs. The first one represents a scene, whereeach node is a photo and an

edge exist if there is at least one word identical in the photos descriptors. For this graph

they present an algorithm, PhotoRank, to discover representative views within a scene. Fi-

nally, the authors create another graph to represent the city, that encompasses a scene layer,

and present an algorithm to discover city landmarks on it, which explores the PhotoRank

algorithm and is inspired in [Kleinberg, 1999].

2.2.3 Social Patterns

This class of studies concentrates in the analysis of data from social media to understand

social patterns. Data from social media enables unprecedented opportunities to study human

relationships in a global scale, at a relatively low cost. Examples of possibilities include

community detection, products recommendation based on thediscovery of similar socio-

economic behavior, and new definitions of network centrality.

Scellato et al.[2011] presents a study of the spatial properties of the location-based

social networks arising among users. Among the results, theauthors reported, for instance,

that 40% of social links happens below 100 km, and that there is strong heterogeneity across

users related to both social and spatial factors.Approach: to extract properties and verify

their hypothesis, the authors analyzed datasets of three location based services: Foursquare,
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Gowalla, and Brightkite. In their study, the authors used two randomized models, a social

model and a spatial/geo model, to assess the statistical significance of the empirical spatial

properties of the networks analyzed. The social model keepsthe social connections as they

are, randomizing all user locations. The geo model keeps theuser locations unmodified and

then assigns every social link between two users at a certaindistance according to the relative

probability of friendship, observed in their analysis.

Cranshaw et al.[2010] introduced a new set of features of human location trail for

analyzing the social context of a geographical region. Theydemonstrated the applicability

of these features by presenting a model for predicting friendship between two users, showing

significant gains over previous models for the same purpose.Approach: the authors used

a dataset from Locaccino5, a system that allows users to share his/her current location with

other Locaccino users through Facebook6. For the co-location analysis, the authors split

the space in grids of 0.0002◦ x 0.0002◦ latitude/longitude, which means approximately 30

meters x 30 meters. The time was considered in slots of 10 minutes. In this way, a user is co-

located with another user if they are located in the same gridwithin a slot of time. To model

the co-location of users, it is applied three diversity measures: frequency, user count, and

entropy ( Shannon’s entropy). The frequency measure captures the raw count of users who

visit a location. The user measure considers the total number of unique users in a location.

The entropy measure considers the number of users observed at the location, as well as the

relative proportions of observations. High entropy means that many users were observed at

the location with equal proportion.

Quercia et al.[2012] study how social media communities resemble real-life ones.

They tested whether established sociological theories of real-life social networks still hold

in Twitter. They found, for example, that social brokers in Twitter are opinion leaders who

take the risk of tweeting about different topics. They also discovered that most users have

geographically local networks, and that social brokers express not only positive but also neg-

ative emotions.Approach: the authors applied network metrics about topic, geography, and

emotions, regarding to parts of one’s social world. These metrics include reciprocity, sim-

melian ties, and network constraint. Reciprocity is the proportion of edges in a network that

are bidirectional. Simmelian ties are a measure that considers triadic relationships. Network

constraint measure brokerage opportunities in the network, where high network constraint

means less brokerage opportunities. They used Burt’s formulation [Burt, 1992] in this spe-

cific case.

Java et al.[2008] studied blog communities. For that they present a technique for clus-

tering communities by using both the hyperlink structure ofblog articles and tag information

5http://www.locaccino.org.
6http://www.facebook.com.
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available on them. The technique was tested in a real networkof blogs and tag information,

as well as in a citation network.Approach: the authors define a community as a set of nodes

in a graph that link more frequently within this set than outside it, and they also share simi-

lar tags. Their technique is based on the Normalized Cut (NCut) algorithm [Shi and Malik,

2000].

Sadilek et al.[2012] studied the interplay between people’s location, interactions, and

their social ties, presenting a technique for inferring link and location information from a

stream of message updates. The authors demonstrated, by analyzing users from New York

City and Los Angeles, that their technique significantly outperforms other current compara-

ble approaches.Approach: for link prediction their approach infers social ties by consid-

ering patterns in friendship formation, the content of people’s messages, and user location.

For location prediction, their technique implements a probabilistic model of human mobil-

ity, where it treats users with known GPS positions as noisy sensors of the location of their

friends.

2.2.4 Event Detection

This class of work is focused in the identification of events through data shared in social

media. This task is especially favorable due the real-time nature of certain types of social

media, such as Twitter. Events might be natural ones, such asearthquakes, or not natural

ones, such as the identification/prediction of stock marketchanges.

Bollen et al.[2011] studied whether collective mood states derived from Twitter feeds

are correlated to the value of the Down Jones Industrial Average (DJIA) over time. Their

findings indicate that it is possible to obtain an accuracy of86.7% in predicting the daily

up and down changes in the closing values events of the DJIA. This is possible by choosing

specific mood dimensions, but not all that were considered.Approach: to extract the sen-

timent expressed by the users in the tweet the authors used two tools. The first one is the

OpinionFinder (OF)7, which extract negative or positive sentiments from the message. The

second tool, Google-Profile Mood State (GPOM), extract six-dimensional daily time series

of public mood. The authors use Granger causality analysis in which it is correlates DJIA

values to GPOMs and OF values ofn past days. The authors also trained a Self-Organizing

Fuzzy Neural Network to predict DJIA values on the basis of various combinations of past

DJIA values and OF and GPOMS public mood data.

Gomide et al.[2011] analyzed how Dengue epidemic is reflected on Twitter and to

what extent that information can be used for the sake of surveillance. Gomide et al. showed

that Twitter can be used to predict, spatially and temporally, dengue epidemics by means of

7http://mpqa.cs.pitt.edu/opinionfinderrelease.
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clustering.Approach: The authors introduce an active surveillance framework that analyzes

how Twitter reflects epidemics based on four dimensions: volume, location, time, and public

perception. Specifically, they study how users refer to dengue in Twitter with sentiment

analysis and use the result to focus only on tweets that somehow express personal experience

about dengue. Then, Gomide et al. constructed a linear regression model for predicting the

number of dengue cases using the proportion of tweets expressing personal experience.

Sakaki et al.[2010] studied the real-time interaction of events in Twitter (e.g. earth-

quakes), and propose an algorithm to monitor tweets to detect a target event. To demon-

strate the effectiveness of their method, the authors builtan earthquake reporting system in

Japan, which was capable to detect 96% of earthquakes reported by the Japan Meteorologi-

cal Agency (JMA) with seismic intensity scale of 3 or more. Notification to registered users

was delivered faster than the announcements that are broadcast by the JMA.Approach: the

authors devise a classifier of tweets based on features such as the keywords in a tweet, the

number of words, and their context. After that, they produced a probabilistic spatio-temporal

model for the target event that can find the center and the trajectory of the event location.

Lee and Sumiya[2010] present a geo-social event detection system to identity local

events (e.g., local festivals) by monitoring crowd behaviors indirectly via Twitter. The sys-

tem was created on the hypothesis that users probably write many posts about these local

events.Approach: first the authors decide what the usual status of crowd behaviors is in a

geographical region in terms of tweeting patterns. After that, a sudden increase in tweets in a

geographical region can be an important clue. Another hint might be the increasing number

of Twitter users in a geographical region in a short period oftime. The authors also consider

if the movements of the local users become unexpectedly elevated. The detection of unusual

events in the study uses the concept of boxplot [McGill et al., 1978], which is applied to

create ranges to determine the cases desired to be detected.

Becker et al.[2011] analyze streams of Twitter messages to distinguish between mes-

sages about real-world events and non-event messages. Theyidentify each event and its

associated Twitter messages.Approach: the authors use an online clustering technique that

groups together similar tweets. With that, they extract features for each cluster to help de-

termine which clusters correspond to events. Next, the authors use these features to train a

classifier to distinguish between event and non-event clusters.

Ginsberg et al.[2009] presented a method for analyzing large numbers of Google

search queries to track flu illness in a population. The method can accurately estimate the

current level of weekly influenza activity in each region of the United States, with a report-

ing lag of about one day.Approach: By analyzing Google queries usage the authors found

a close relationship between how many people search for flu-related topics and how many

people actually have flu symptoms. Given that, they developed a simple model that uses
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aggregated Google search data to estimate current flu activity.

2.2.5 Human Behavior

This group of studies focus on the study of human behavior through the data shared in social

media, which, as we mentioned before, can be seen as signals given by users. This type

of study can be applied, for example, to the discovery of individual social profiles, the dis-

covery of collective behaviors, the analysis of sentiment and opinion evolution, and a better

understanding of why individuals take certain actions.

Joseph et al.[2012] analyzed a Foursquare dataset to identify groups of peopleand

the places they go. Their model was able to identify groups ofpeople which represent both

geo-spatially close groups and people who appear to have similar interests.Approach: their

model is based on the idea of topic modeling. For that they applied the Latent Dirichlet

Allocation [Blei et al., 2003]. In the model instantiation, each check-in for a user can be

thought of as a word in a document. Similar to text documents,where a “document” can

have multiple words, the authors defined a multinomial distribution for the check-ins for

each user by using the number of check-ins in each venue as features.

Naaman et al.[2012] focused their study in the characterization of tweeting patterns

in different cities located in the USA, envisioning to provide a framework for reasoning

about activities performed in cities. This study might be useful to deal with challenges such

as transportation or resource planning faced in urban studies. Approach: first the authors

selected tweets from some US cities. Then, they selected thetop 1000 words from the

resulting dataset, and made a cleaning procedure in this dataset using the NLTK toolkit8,

removing, for example, stopwords. After that, the authors performed a study of keyword-

based diurnal patterns in the considered locations. Besides that, the authors applied the

concept of Shannon’s entropy and Mean Absolute Percentage Error (MAPE), to measure the

variability of the data within days and across days, respectively.

Poblete et al.[2011] analyzed a twitter dataset aiming the discovery of insights of

how tweeting behavior varies across countries, as well as the possible explanations for

these differences.Approach: first the authors selected the top ten most active coun-

tries. Then, they extracted differences in the number of twittes per user, languages used

per country, sentiment analysis (happiness), using the Affective Norms for English Words

(ANEW) [Bradley and Lang, 1999] and also a Spanish version of it [Redondo et al., 2007],

and the content of the tweet. Moreover, they studied the social network properties for each

country applying metrics, such as, clustering coefficient,diameter, and shortest paths.

8http://www.nltk.org.



2.3. DISCUSSION 21

Gao et al.[2012] propose a model to address the “cold start” location prediction prob-

lem, by using the social network information. Results in an experiment based on a real-world

location-based social network show that the approach is effective for the studied problem.

Approach: the authors’ strategy encompasses the investigation of thecheck-ins behavior to

understand the correlations in the context of the user’s social network and geographical dis-

tance. For this analysis, they considered four social cycles. With that, the authors modeled

the geo-social correlations of “new check-in” behavior considering the intrinsic patterns of

users’ check-ins and his/her social cycles.

Yu et al.[2012] used the users’ behavioral patterns extracted from Sina Weibo9 to in-

vestigate how users’ frequent activities reflect their sleeping time and living time zones. The

authors showed that may be possible to detect the sleeping time of users. Their results could

also be used as an alternative way to estimate time zones.Approach: based on the time

series of Sina Weibo usage the authors applied a simple statistical method, assuming that

users keep a daily routine, going to bed and waking up on time,to detect long periods of

inactivity.

2.3 Discussion

A fundamental step to achieve the Ubiquitous Computing vision is to sense the environment.

The research in Wireless Sensor Networks has provided several tools, techniques and algo-

rithms to solve the problem of sensing in limited size areas,such as forests or volcanoes.

However, sensing large scale areas, such as large metropolises, countries, or even the entire

planet, brings many challenges. For instance, consider thehigh cost associated with building

and managing such large scale systems. Thus, sensing those areas becomes more feasible

when people participate sharing sensed data using their portable devices (e.g., sensor-enabled

cell phones), forming what is called participatory sensor networks (PSNs) (more details in

the next chapter, Chapter3).

Our work differs from previous ones in several ways. Despitethe concept of PSNs be

relatively old, emerging on 2006, few properties are known of this type of network. Given

that, one step that differentiate our study is the identification of fundamental new properties

of PSNs (considering different kinds of PSNs), from a sensornetwork viewpoint, and the

discussion of the challenges and implications when dealingwith them. As far as we know,

we performed the first large scale study of Instagram analyzing photos shared by users, and

also the first study of Waze analyzing alerts shared users (more details in Chapter4). Our

work also differentiate from others because we propose new techniques and methodologies,

9A popular Chinese micro-blogging service.
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relying on PSNs, to the study of city dynamics and urban social behavior (more details in

Chapter5). Besides that, our study is the first to compare two PSNs derived from different

systems, particularly Instagram and Foursquare. The aim isto investigate whether data from

one PSN could complement the other, or if they are compatibleregarding the study of city

dynamics and urban social behavior (details in Section4.4). This comparison, among other

results, gave us insights about the potential for joint use of data from these applications,

considering each PSN as a sensing layer. With that, another difference of this work is a

framework proposition for integrating multiple sensing layers, which was illustrated in the

construction of two applications for the study of city dynamics and urban social behavior

(more details in Chapter6).



Chapter 3

Humans in the Sensing Process

The focus of this thesis is on systems that rely on humans’ participation in the sensing pro-

cess, where they are responsible for local data sharing. Such data can be obtained with

the aid of sensing devices such as sensors embedded intosmartphones(e.g., GPS) or by hu-

man sensors (e.g., vision), being subjective observationsproduced by them [Srivastava et al.,

2012].

This chapter is organized as follows. Section3.1covers particularities of participatory

sensor networks and Section3.2discuss the challenges that emerge when dealing with PSNs.

3.1 Participatory Sensor Networks

Participatory sensing aims at monitoring large scale phenomena and require the active in-

volvement of people to voluntarily share contextual information and/or make their sensed

data available [Burke et al., 2006]. It differs from opportunistic sensing [Lane et al., 2010]

mainly by the user participation, which is minimal in the latter case.

Participatory sensing systems (PSSs), such as Instagram and Foursquare, combine the

features of online social networks with location-based services, for this reason this type of

system have been also called location-based social media. PSSs allow people connected

to the Internet to provide useful data about the context in which they are at (near) real

time, building new virtual environments that integrate user interactions. Recently, due to

the widespread adoption of smartphones and the Internet access through these devices, such

systems are becoming increasingly popular, offering unprecedented opportunities of access

to planetary scale sensing data.

One important aspect of PSSs is the data the users share, in particular location-related

data [Smith et al., 2005]. A data shared in a participatory sensing system is: (i) obtained

through physical sensors (e.g., GPS) or human observations(e.g., road congestion report);
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(ii) defined in time and space; (iii) obtained automaticallyor manually; (iv) structured or

unstructured; and (v) voluntarily shared or not. To illustrate this type of system, consider an

application for traffic monitoring, such as Waze. Users can share reports about accidents or

congestion manually. It is still possible to calculate the speed of the car and automatically

share the car’s route with the aid of the GPS. With speed measurements of different vehicles

sampled in a particular area, it is possible to infer, for example, congestion. In this case,

users manage the application, which was created for this purpose, and the sensed data are

structured. But if users use a microblogging service, such as Twitter1, the sensed data are

unstructured. For example, the user “Bob” sends a message “Iam facing slow traffic near

the entrance of the campus.”

Participatory sensor networks (PSNs) can be derived from participatory sensing sys-

tems [Burke et al., 2006]. PSNs have users with their portable devices as the fundamental

building block. Individuals carrying these devices are able to sense the environment and to

make relevant observations at a personal level. Thus, each node in a PSN consists of the

user plus his/her mobile device, sending context data to thesystems. For example, in a PSN

derived from Instagram, the sensed context data is a pictureof a specific place where the user

is located.

In traditional wireless sensor networks, the high costs associated with building and

managing large scale topologies are prohibitive. In contrast, PSNs allow access to useful

data about diverse contexts that users worldwide are inserted in at (near) real time, making

them potential sources of sensing at global scale. This opens an unprecedented opportunity

to revolutionize the way social science is done. Unlike traditional methods that rely on survey

data, new techniques can be designed to exploit participatory data, which is much cheaper,

more dynamic as it reflects current situations in real time. Moreover, as we argue here, PSNs

have the potential to be a fundamental tool to better understand human urban interaction in

the future, leveraging our awareness to different aspects of our lives in urban scenarios. This

is useful in many cases, for example, to build smarter context aware applications.

Similar to WSNs, the sensed data in PSN are sent to a server, or“sink node”, where

data can be accessed (using systems APIs for PSNs, such as Instagram API2). But unlike

WSNs, PSNs have the following characteristics: (i) nodes are autonomous mobile entities,

i.e., a person with a mobile device; (ii) the cost of the network is distributed among the nodes,

providing a global scale; (iii) sensing depends on the willingness of people to participate in

the sensing process; (iv) nodes transmit the sensed data directly to the sink; (v) nodes do not

suffer from severe power limitations; and (vi) the sink nodedoes not have direct control over

the nodes.

1http://www. twitter.com.
2http://instagram.com/developer.
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Indeed, PSNs have the potential to complement WSNs in many other aspects besides

providing larger scalability. For instance, WSNs are subject to failure, since their operations

depend on proper coordination of actions of their sensor nodes, which have severe hardware

and software restrictions. On the other hand, as PSNs are formed by independent and au-

tonomous entities, i.e., humans, the task of sensing becomes highly resilient to individual

failures. Obviously, PSNs brings also many new challenges,for instance, their success is

directly connected to the popularization of thesmartphonesand social media.

Figure 3.1: Participatory sensor network illustration.

Figure3.1illustrates a PSN built from users with their portable devices sending sensed

data about their locations to PSSs. The figure shows the sharing activities (represented by red

dots) of four users at three different points in time (labeled “Time 1”, “Time 2”, and “Time

3”). Note that a user does not necessarily participate in thesystem at all times. After a given

time, we can analyze this data in different ways. For instance, the bottom rightmost portion

of the figure shows, as an aggregated view, a directed graph with nodes representing locations

where data was shared and edges connecting locations that were shared by the same user. Us-

ing this graph we can extract, for instance, user mobility patterns, information that could be

used, for example, to perform load management more efficiently in urban wireless network

infrastructure. In fact, knowledge discovery in PSNs walkstogether with a wide range of

studies that use graph theory for social network analysis (SNA) [Scott and Carrington, 2011]

. As we show in Chapter5, well known techniques used for SNA may be directly applied to

analyze social oriented graphs derived from PSNs.

PSNs are an example of the interplay between technological networks and social net-

works, since a key element in a PSN is the human being. The maincomponents of this

emerging type of network are illustrated in Figure3.2. This figure highlights the three most
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important components, namely: (i) participatory sensing;(ii) the big raw data; and (iii) the

context information.

The component “Participatory sensing” encompasses users sharing data through par-

ticipatory sensing systems. The component “Big raw data” isresponsible for data manage-

ment. As we can see in Figure3.2, the collection process may be repeated, for example, to

get redundant or complementary data from the same or other systems. After that, the col-

lected data needs to be processed in order to be stored. Sincethe amount of data coming

from PSSs may be very large, all the components need to be carefully designed if the goal is

to get (near) real-time information. A more detailed discussion of some of the challenges is

presented in Section3.2.

Figure 3.2: Overview of participatory sensor network components.

After the data management stage, the data are ready to be analyzed. The component

“Context information” represents five type of analysis thatcould be performed: Social pat-

terns; mobility; understanding cities; human behavior; and event detection. All these classes

of analysis are discussed on Section2.2.

3.2 Challenges

The construction of a participatory sensor network imposesmany challenges. Looking at

Figure3.2we see that a participatory sensor network could be divided in different blocks. In

Section2.2we described how researchers have been addressing challenges mainly related in

the block named “Context information”, which represents models and approaches to trans-

form big raw data from participatory sensing systems in useful information, to be applied,

for example, in applications. In this section we are concentrated in challenges related with

the blocks named “Participatory sensing” and “Big raw data”.

Among the challenges present in these blocks we can mention data quality, data col-

lection, data storage, data processing and indexing. The quality of the shared data are a
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challenge that has been relatively well tackled in the web domain, however there are unique

challenges for controlling the quality of shared data when dealing with ubiquitous user con-

tributions [Mashhadi and Capra, 2011]. For instance, since users can produce sensor read-

ings with relatively little effort, data integrity is not always guaranteed [Saroiu and Wolman,

2010]. Among other initiatives,Saroiu and Wolman[2010] tackled this issue proposing a

trusted platform module, which confirms the integrity of sensing devices.

Besides that the shared data through participatory sensingsystems in some cases are

free text, not presenting structure nor codified semantics,being complex to understand and

process. To better interpret such complex data, visualization techniques and tools should be

developed. Another issue related to data quality is the liberty given to users in certain PSSs.

Sometimes, users can post whatever, even incorrect, information in different formats. This

demands mechanisms for data filtering. A reputation system may be very useful in this case.

Data collection is a challenging issue especially from third-party services, such as

Foursquare and Waze. By default, data shared in those systems are usually private, unless

users decide to make them public, for example sharing it on Twitter. This means that no

public data can be available at all. Furthermore, since the data depends on the users will

in contribute, there is no guarantee on the delivery of any data. This makes the use of

participatory sensing completely out of the control loop ofsystem managers and application

developers. Some actions can be taken to ensure that the userparticipation is sustained over

time. An example of action could be an incentive mechanism based on micro-payments, i.e.,

every time a user perform a given activity, he/she receives an small payment, as proposed

by Reddy et al.[2010].

Another important issue is deal with a huge volume of data that PSSs can offer, im-

posing challenges forreal timestoring, processing, and indexing using traditional database

management tools or data processing applications. This makes the offer of real time services

using a participatory sensor network a challenge. To tacklethis issue we need methods to

effectively store, move and process big amounts of data. Newalgorithmic paradigms, for

example map-reduce, should be designed, as well as specific mining techniques should be

created according to these new paradigms. Other methods should contemplate data engi-

neering approaches for large networks with up to billions nodes/edges, including effective

compression, search, and pattern matching methods [Giannotti et al., 2012]. Fortunately, the

research on big data challenges is very active, and has recently made great advances by, for

example, relying on parallel platforms (e.g., Hadoop3) for processing large scale datasets.

Furthermore, participatory sensor networks are very dynamic. To illustrate the chal-

lenges that emerge with this characteristic we analyze the information flow in PSNs, which

3http://hadoop.apache.org.
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is depicted in Figure3.2, particularly the two flows symbolized by arrows labeled with the

word “use”, pointing from the Context information to Systems, and from Third-party ap-

plications to Users. Users rely on applications, such as Twitter or Waze, to transmit their

sensed data. The sensed data are, then, transmitted to the server, or the “sink node”. The

Context information component is responsible for processing the shared data and generating

useful information, or contexts (Section2.1.3). Systems, such as Waze, by their turn, may

be fed back with the generated contexts and, from this, they may provide useful information

to the users. Contexts can also be generated by third-party applications. For example, in

Section5.3, we describe an example of application that enables the identification of regions

of interest in a city, which exemplifies a type of context. After using this application, users

may choose to change their behavior, e.g., to visit preferably popular areas, which may ulti-

mately impact the number of potential shared data in those places. This gives an idea of how

dynamic a participatory sensor network is and the challenges that emerge when dealing with

this dynamism.

Besides these problems there is still the problem of user’s privacy. This challenge is

very broad, being present in many layers of the system. Data privacy in social media systems

has been currently discussed in several studies, such as: [Pontes et al., 2012; Toch et al.,

2010; Brush et al., 2010].

A wide range of novel applications opens up after dealing with the challenges of this

research field. Some of the opportunities are illustrated inthe next chapters.



Chapter 4

Properties of PSNs

Many questions arise from the emerging concept of participatory sensor networks (PSNs).

What are the properties of PSNs? What types of applications can we apply PSNs in? What

are their limitations? As the data provided by PSNs may be very complex, a fundamental step

in any investigation is to characterize the collected data in order to understand its challenges

and usefulness.

In this chapter we analyze participatory sensor networks derived from three location

sharing services, namely Foursquare, Gowalla and Brightkite (results presented in Sec-

tion 4.1). We also analyze a PSN derived from a photo sharing service,namely Instagram

(results presented in Section4.2), and a PSN derived from a traffic alert service, namely

Waze (results presented in Section4.3). Section4.4compares different PSNs. A discussion

about the results is presented in Section4.5.

4.1 PSN from Location Sharing Services

This section investigates PSNs derived from location sharing services. First, Section4.1.1

describes the datasets considered. Then, Section4.1.2analyzes the coverage of the analyzed

PSN at different spatial granularities, starting from the entire planet, going to continents,

cities until individual venues. Next, Section4.1.3looks at the frequency which nodes share

data in individual locations of our dataset. Finally, Section 4.1.4discusses the sensing sea-

sonality.

4.1.1 Data Description

The analyzed PSNs are derived from four datasets collected from 3 location sharing ser-

vices, namely Foursquare, Gowalla and Brightkite. Three ofthese datasets, one for each

29
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System # of check-ins Interval # of Venues Categories

Foursquare-Year 11,743,781 Feb2010 - Jan2011 490,079 no

Foursquare-Crawled 4,672,841 April 2012 (1 week) 1,929,237 yes

Gowalla 6,442,890 Feb2009 - Oct2010 1,280,969 no

Brightkite 4,491,143 Apr2008 - Oct2010 772,966 no

Total 27,350,655

Table 4.1: Dataset information.

system, are publicly available [Cho et al., 2011; Cheng et al., 2011]. Moreover, since we are

also interested in the information about the categories of the venues, we collected a fourth

dataset from Foursquare. We collected this data directly from Twitter, since Foursquare

check-ins are not publicly available, by default. Approximately 4.7 million tweets contain-

ing check-ins were extracted from Twitter, each one providing a URL to the Foursquare

website, where information about the geographic location of the venue was acquired. To dif-

ferentiate the two datasets from Foursquare we refer to the one obtained from [Cheng et al.,

2011] asFoursquare-Year , and to the one we crawled asFoursquare-Crawled .

In location sharing services the basic activity users can perform is called check-in,

which is an action to announce in the system where you are at a certain moment. Other

actions could also be allowed. For instance, in Foursquare users can post tips in spe-

cific places aiming at sharing information on any aspect related to the venue with oth-

ers [Vasconcelos et al., 2012]. In this chapter we focus on users’ check-ins. In all four

datasets, each check-in consists of the latitude, longitude, venue’s id, and time. As we men-

tioned, our collected Foursquare-Crawled dataset also includes the venue category. Table4.1

summarizes the four datasets. Note that the Foursquare-Crawled dataset has approximately

40% of data of Foursquare-Year dataset, despite the interval of collection being much shorter.

This is explained by the way we performed our collection. TheFoursquare-Year dataset also

extracted information about check-ins from Twitter, but instead of using the URL available

in the tweet to acquire the geographic information in the Foursquare website, the authors

considered only tweets with geo-tagged updates, which are less frequent.

4.1.2 Network Coverage

Figure4.1 depicts the coverage in the PSN formed from our datasets, which can be very

comprehensive in a planetary scale. However, despite the global magnitude of the coverage,

observe in Figure4.2 the total number of check-ins per continent and per intervalof time.

Note that the sensing activity in some continents, such as North America and Europe, are sig-

nificantly higher than in others, such as Oceania and Africa.However, observe that Africans
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are increasing their participation, probably because of the recent investments in mobile in-

frastructure in Africa [TheEconomist, 2012]. Observe also that for Foursquare-Crawled, the

most recent dataset, the participation of Asians and Latin Americans is at least equivalent, if

not larger in the case of Asians, than the participation of North Americans.

Longitude

La
tit

ud
e

 

 

−100 0 100

−50

0

50

0

5

10

φ

(a) Foursquare-Year

Longitude

La
tit

ud
e

 

 

−100 0 100

−50

0

50

0

5

10

φ

(b) Foursquare-Crawled

Longitude

La
tit

ud
e

 

 

−100 0 100

−50

0

50

0

5

10

φ

(c) Gowalla

Longitude

La
tit

ud
e

 

 

−100 0 100

−50

0

50

0

5

10

φ

(d) Brightkite

Figure 4.1: All sensed locations. The number of locationsn per pixel is given by the value
of φ displayed in the colormap, wheren = 2φ − 1.

We now turn our attention to six large and populous cities located in five continents:

New York City (U.S.A.), Rio the Janeiro city (Brazil), Paris(France), Sydney (Australia),

Tokyo (Japan) and Cairo (Egypt). Figure4.3shows, for each city, the heatmap of the sens-

ing activity in these cities. In the heatmap, the darker the color, the higher is the number of

check-ins in that area. Figures4.3a (New York),4.3c (Paris) and4.3e (Tokyo) show that the

coverage of the PSN in these cities is high. Now, looking at Figure4.3f, we see that the cov-

erage in Cairo is very low (approximately only 10%), despitethe its equivalent population.

Economic factors might impact the usage of mobile devices bythe local population,

ultimately impacting sensing coverage. If most people living a given area cannot afford to

buy a smartphone (or any other mobile device), the local coverage may be low. Besides the

economical aspect, cultural differences are also an important aspect that must be considered.

The cultural differences in Cairo, compared to the previouscities mentioned, might have

an impact on the adoption and use of location sharing systems. People from certain cultures
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Figure 4.2: Temporal variations in the number of check-ins per continent.

might be more aware of (and worried about) privacy issues than others, and this might impact

their contributions to the PSN in terms of data sharing.

Moreover, analyzing Figures4.3b (Rio) and4.3d (Sydney), we can see that the cov-

erage is not as homogeneous as in Paris, Tokyo or New York. Rioand Sydney share some

geographic aspects in common. Rio has the biggest urban forest in the world, located in

the middle of the city, and many hills of difficult human access. Since a central element of

a PSN sensor is a human being, areas with low population density, such as rural areas, or

areas with difficult access are expected to have fewer data sharing (and thus lower coverage).

Residential areas with few commercial venues also contribute for a low sensing rate.

Now we analyze the number of check-ins in particular venues.Figure4.4 presents

the complementary cumulative distribution function (CCDF) of the number of check-ins per

venue. First, observe that a power law fitting is appropriateto explain this distribution.

Second, note that for all datasets the majority of locationshave only a handful of check-

ins, while there are few locations with hundreds of them. These findings are consistent

with previously reported results [Noulas et al., 2011a]. As we are analyzing location sharing

systems it is natural that some locations are shared more than others. For example, locations

representing a restaurant or a coffee shop are more likely tobe shared than a post office,



4.1. PSNFROM LOCATION SHARING SERVICES 33

(a) New York city (b) Rio de Janeiro city (c) Paris

(d) Sydney (e) Tokyo (f) Cairo

Figure 4.3: [Best viewed in color]. All sensed locations in six international cities (Foursquare
datasets). The number of check-ins in each area is represented by a heatmap. The color range
from yellow to red (high intensity).

despite the fact that post offices are usually very popular aswell. If our application needs a

more comprehensive contribution per area, we have to incentive users to participate in places

that usually they would not. A punctuation system is one of many types of incentive that

might work in this case.

We have seen that PSN can cover a planetary scale area. Now we verify, in Fig-

ure4.5, the number of places that are active in a given time interval. The Foursquare-Year,

Foursquare-Crawled, Gowalla, and Brightkite datasets have, respectively, approximately 490

thousands, 1,9 million, 1,3 million, and 773 thousands distinct venues. Considering the to-

tal number of distinct venues in each dataset, we find that themaximum number of active

venues per day, or per hour, for Foursquare-Crawled, corresponds to only 6%, 2%, 3.3% and

0.7% of this maximum for Foursquare-Year, Foursquare-Crawled, Gowalla and Brightkite,

respectively. This indicates that the instant coverage of PSN is very limited considering all

locations they can reach, i.e., the probability of a random location be active in a given day is

very small.
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Figure 4.4: The complementary cumulative distribution function of the number of check-ins
per venue.

4.1.3 Sensing Interval

Participatory sensor networks are very scalable because their nodes are autonomous, i.e.,

users are fully responsible for their own functioning. Since the cost of the network infras-

tructure is distributed among the participants, this enormous scalability and coverage are

achieved without significant costs. The key challenge to thesuccess of this type of network

is to have sustained and high quality participation. In other words, the sensing is efficient as

long as users are kept motivated to share their resources andsensed data frequently.

Thus, now we investigate the frequency at which users perform data sharing. Fig-

ures4.6a, 4.6b, 4.6c, and4.6d show the histograms of the inter-event times∆t between

consecutive check-ins of one popular venue for the four analyzed datasets. Note that a log-

logistic distribution1 [Fisk, 1961] fits well the data. Observe the bursts of activity and the

long periods of inactivity in all datasets, i.e., a large number of check-ins separated by a

few minutes and also consecutive check-ins separated by several days. This may suggest

that most of the data sharing, in these particular places, happen in specific intervals of time,

1Probability Density Function:f(x|µ, σ) = 1
σ

1
x

ez

(1+ez)2 ; x ≥ 0, wherez = log(x)−µ

σ
.
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Figure 4.5: The number of locations that were active in a given day.

probably related to the time that people usually visit them (e.g., in restaurants people check-

in for lunch and dinner mostly). If, for instance, an application depends on sensed data from

a beach area (e.g., real-time weather), it has to be aware that very few people go to the beach

at night, so the sensing data will be rare.

Another interesting observation related to the inter-event times∆t can be drawn from

Figures4.6e, 4.6f, 4.6g, and4.6h. In these figures, we show the Odds Ratio (OR) function

of the inter-event times∆t. The OR is a cumulative function where we can clearly see the

distribution behavior either in the head or in the tail, and its formula is given byOR(x) =
CDF (x)

1−CDF (x)
, whereCDF (x) is the cumulative density function. As in [Vaz de Melo et al.,

2011], which analyzed phone SMS usage, the OR of the inter-event times between check-ins

is well fitted by a straight line with slopeρ ≈ 1 in a plot with logarithmic scales, suggesting

that the data is well modeled by a Log-logistic distribution. This is fascinating, since it

suggests that the mechanisms behind human activity dynamics may be more simple and

general than we know [Barabási, 2005; Malmgren et al., 2008].
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(c) Gowalla, Histogram
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Figure 4.6: The distribution of the inter-event times between consecutive check-ins of one
popular venue of each dataset.

4.1.4 Seasonality

We now analyze how the seasonal behavior of humans affects the data sharing. Figure4.7

shows the weekly location sharing pattern for all analyzed datasets2. As expected, the net-

work actuation presents a diurnal pattern, meaning that during the dawn the sensing activity

is very low. We can also observe that there are two classes of behavior: weekdays and week-

ends. Considering weekdays, we can note, in all datasets, anincrease in the activity from

Monday to Friday, as verified also byCheng et al.[2011]. It is also possible to observe three

peaks during the day, around breakfast, lunch, and dinner times. These peaks occur on ev-

ery weekday, except on Friday morning. On that specific day there is no significant peak

around the breakfast time. This might be due to specific behavior patterns, e.g., going out on

Thursday night and waking up late on Friday morning.

We further analyze the different behavioral patterns on weekdays and weekends, fo-

cusing now on the two Foursquare datasets, as similar characteristics were observed for all

analyzed systems, in this thesis and also in [Scellato et al., 2011]. Figure4.8a shows the av-

erage number of check-ins of each hour from Monday to Friday.Figure4.8b shows the same

information for Saturday and Sunday. As we observe, the peaks during weekdays happens

on 8:00 a.m. (breakfast), 12:00 p.m. (lunch), and 6:00 p.m. (dinner). On weekends, there is

no peak activity in the morning, the lunch peak happens around 1:00 p.m., and the dinner

peak is flatter (comprising 6:00 p.m. to 7:00 p.m.). We can also observe that the activity is

2The timestamps where normalized to the local time of the check-in.
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Figure 4.7: Weekly location sharing patterns.

more intense on weekends. It is worth noting that routines, usually performed on weekdays,

affects considerably the data sharing.
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Figure 4.8: Weekdays and weekend location sharing patterns.
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4.2 PSN from Photo Sharing Services

This section investigates the participatory sensor network derived from Instagram. Section

4.2.1describes the datasets considered. Section4.2.2analyzes the coverage of the analyzed

PSN at different spatial granularities. Section4.2.3looks at the frequency which nodes share

data in individual locations of our dataset. Section4.2.4discusses the sensing seasonality,

and finally Section4.2.5analyzes the sensing activity of each individual node (i.e., user plus

smartphone) in the PSN.

4.2.1 Data Description

Instagram, created in 2010, is a photo sharing service that allows users to take pictures, and

share them on a several social networking services, such as Twitter. Currently, Instagram

users can create Web profiles featuring recently shared pictures, biographical information,

and other personal details. Instagram is a very popular photo-sharing service. In February

2013 Instagram announced that they had 150 million users, and in 2014 this number reached

200 million usersInstagram[2014].

The data was collected via Twitter, which enables users to announce photos available at

Instagram. In this case, photos of Instagram announced on Twitter become available publicly,

which by default does not happen when the picture is published solely on the Instagram

system.

Between June 30 and July 31 of 2012, we collected 2,272,556 tweets containing geo-

tagged photos, posted by 482,629 users. Each tweet consistsof GPS coordinates (latitude

and longitude) and the time when the photo was shared.

4.2.2 Network Coverage

In this section, we analyze the coverage of the PSN of Instagram at different spatial granulari-

ties, starting around the planet, then by continents and cities and ending up at neighborhoods.

Figure4.9a shows the coverage on the planet by the PSN of Instagram as a heat map of user

participation: darker colors3 represent larger numbers of photos shared in the particulararea.

The results are similar to those observed in the Section4.1.2. We also observe that, despite

being a fairly comprehensive coverage on a planetary scale,it is not homogeneous. Fig-

ure 4.10b shows the number of photos shared by continent along the time. Note that the

sensing activity in the Americas (North and South), Europe and Asia is at least an order of

magnitude greater than in Africa and Oceania. Moreover, it can be observed that the par-

3Colors of the heat map for all subfigures are in the same scale.
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ticipation of users in North America is slightly higher thanin Latin America, Europe and

Asia.

Latitude

Lo
ng

itu
de

 

 

−100 0 100

−50

0

50

0

5

10

φ

Figure 4.9: All photos shared. Number of photosn per pixel obtained from the value ofφ
shown in the figure, wheren = 2φ − 1.

0 200 400 600
10

0

10
2

10
4

Time (hours)

# 
of

 p
ho

to
s

 

 
North America
Latin America
Africa
Europe
Asia
Oceania

Figure 4.10: Temporal variation of the number of photos shared by continent.

Now we evaluate the participation of users in Instagram PSN in the same eight large

and populous cities in five continents analyzed in Section4.1.2. Figure4.11shows the heat

map of the sensing activity (photo sharing) in each one of these cities. Again, darker colors

represent a greater number of pictures in a given area. As in Section4.1.2, we here can also

observe a high coverage for some cities, as shown in Figures4.11a (New York),4.11e (Paris)

and4.11g (Tokyo). However, we can see in Figure4.11f that the sensing in Cairo, which also

has a large number of inhabitants, is significantly lower. Such difference in coverage may be

explained by the same factors mentioned earlier. Besides the economic aspects, differences

in the culture of the inhabitants of this city when compared with cultures present in the other

cities analyzed may have a significant impact on the adoptionand use of Instagram [Barth,

1969].
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(a) New York (b) Rio de Janeiro (c) Paris

(d) Sydney (e) Tokyo (f) Cairo

Figure 4.11: Spatial coverage of Instagram in eight cities for all shared photos. The number
of pictures in each area is represented by a heat map, where the scale varies from yellow to
red (more intense activity).

Furthermore, we can see that the coverage in Rio de Janeiro and Sydney is more het-

erogeneous compared with the coverage in Paris, Tokyo and New York. This is probably

because of the geographical aspects that these cities have in common, i.e., large green areas

and large portions of water, as we pointed out in Section4.1.2. Moreover, in both cities the

points of public interest such as tourist spots and shoppingcenters are unevenly distributed

throughout the city. There are large residential areas withfew points of this type, while other

areas have large concentrations of these points. This observation demonstrates the potential

of Instagram as a tool for participatory sensing in large urban regions.

Figure 4.12: Example of identification of a quadrant.

As the users’ participation can be quite heterogeneous within a city, we propose to

divide the area of the cities into smaller rectangular spaces, as in a grid. We call each rectan-

gular area of aquadrantwithin a city and, from this, we analyze the number of photos shared

in these quadrants. In this thesis, we consider that a quadrant has the following delimitation:
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Figure 4.13: Distribution of the number of photos in quadrants.

10−4◦ (latitude)× 10−4◦ (longitude). This represents an area of approximately 8×11 meters

in New York City and 10×11 meters in Rio de Janeiro. For other cities, the areas can also

vary slightly, but this does not affect the analysis. We believe that this is a reasonable size to

represent an area of a venue, enabling then analysis of users’ activity at venue level in a city.

Figure4.12illustrates the process of dividing the area of a city in quadrants and how it is the

association of geographic coordinate (24.0001433; 3.000253) to a quadrant X.

Figure4.13presents the complementary cumulative distribution function (CCDF) of

the number of photos shared in a quadrant of the city of New York (Figure4.13a) and all

locations in our database (Figure4.13b). First, note that in both cases, a power law describes

well this distribution. This implies that most of the quadrants have few shared photos, while

there are few areas with hundreds. These results are consistent with the results for the par-

ticipation of users in location sharing services ([Noulas et al., 2011a] and in Section4.1.2).

In systems for photo sharing, as well as systems for locationsharing, it is natural that some

areas have more activity than others. For example, in tourist areas the number of shared pic-

tures tends to be higher than in a supermarket, although a supermarket is usually a location

quite popular. If a particular application requires a more comprehensive coverage, it is nec-

essary to encourage users to participate in places they normally would not. Micro-payments

or scoring systems are examples of alternatives that might work in this case.

As previously shown, a PSN can have planetary scale coverage. However, it was also

shown that such coverage can be quite heterogeneous, in which large areas are practically un-

covered. Figure4.14shows the total network coverage considering the temporal dimension,

i.e., the number of localities that are active (i.e., sensed) in a given time interval considering

all available data. The maximum number of quadrants sensed per hour corresponds to only

approximately 0.2% of the total number of areas in our dataset (1,030,558). In other words,

the instant coverage of the PSN of Instagram is very limited when we consider all locations

that could be sensed on the planet. This means that the probability of a quadrant to be sensed
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on a random time is very low.
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Figure 4.14: Temporal variation in the number of sensed quadrants.

4.2.3 Sensing Interval
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Figure 4.15: Distribution of the time interval between shared photos in a popular quadrant.

We now investigate the frequency in which users share photosin Instagram. Fig-

ure4.15a shows the histogram of the inter-sharing time∆t between consecutive photos in a
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typical popular quadrant. Note that the histogram is well modeled by a log-logistic distribu-

tion (µ = 2.605, σ = 0.839) that has bursts of activity and long periods of inactivity:there

are times when many photos are shared within a few minutes andthere are times when there

is no sharing for hours. Information observed also in Section 4.1.3. This may indicate that

the majority of photo sharing, in this popular area (as in others), occurs at specific intervals,

probably related to the time when people usually visit them.For example, sharing photos

in restaurants is likely to happen during lunch and dinner times. Applications based on this

type of sensing, as for location sharing services, should consider that the user participation

can vary significantly along the time. Figure reffig:indiv-areasInstagramPHOTOb shows

the odds ratio function (OR) of these intervals (inter-sharing time∆t). As found in anal-

yses of phone SMS usage [Vaz de Melo et al., 2011] and location sharing (Section4.1.3),

the OR of the inter-sharing time between photos suggests that the data is well modeled by a

Log-logistic distribution.

Based on these facts and also on Figure4.15c, we can observe that a significant portion

of users performs consecutive photo sharing in a short time interval. About 20% of all

observed sharing occurs within 10 minutes. As discussed in Section4.2.5, this suggests that

nodes tend to share more than one photo in the same area.Noulas et al.[2011a] also observed

a significant portion of check-ins performed in Foursquare within a short time interval. For

instance, more than 10% of checkins occur within 10 minutes.

Related to this analysis, it is interesting to verify the feasibility of an application for

near real-time visualization of a certain area of a city. Forthat, a central question is: what is

the probability to obtain one picture of an area in a given time? To address this question, we

select a popular area of our dataset (south of Manhattan), shown in Figure4.16a, and divide

it in eight sectors of equal size.

Figures4.16b-e show the mean probability, along with its confidence interval of 95%,

of seeing a picture in each of these sectors in the next 1-minute, 15-minutes, 30-minutes, and

60-minutes. All these probabilities are calculated for four different times of the day: dawn

(Figure4.16b), morning (Figure4.16c), afternoon (Figure4.16d), and night (Figure4.16e).

We observe that during the afternoon and night the difference between the probability of

seeing a picture in the next 15 minutes and 60 minutes are not very high in most sectors.

On the other hand, during the dawn and morning this difference is more expressive. This is

explained by the low sharing frequency during the dawn and morning periods, as observed

in Figure4.17. Note also that even for a very popular area the probability to obtain a picture

in the next minute is very low, for all four periods of the day.This means that applications

that need a considerable amount of photos within a small interval have to be aware that this

may not be feasible.

The results in Figure4.16 can also be used to better understand those sectors. For
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Figure 4.16: Mean probability of obtain a picture in the next1-minute, 15-minutes, 30-
minutes, and 60-minutes, for eight popular areas during thedawn, morning, afternoon, and
night.

instance, Sector 8 seems to be the least popular among the others, despite the biggest part of

water in that sector. If we analyze the probability of a photoin the next 15-minutes, we can

also see that during the dawn, Sectors 3, 5, and 6 are the most popular ones, which might

indicate that those sectors have a more intense nightlife. This information could be useful,

for example, in a tourist guide, being one feature in an algorithm to recommend areas in a

city.
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Figure 4.17: Temporal photo sharing pattern.

4.2.4 Seasonality

We now analyze how humans’ routines affect the data sharing.First, we study all localities

present in our dataset (Section4.2.4.1), and then we study the sharing pattern for some cities

from different continents (Section4.2.4.2).

4.2.4.1 All Localities

Figure4.17a shows the weekly pattern of photo sharing in Instagram4. As expected, the

network participation presents a diurnal pattern, implying that the overnight sensing activity

is quite low.

Considering weekdays, we can see a slight increase in activity throughout the week,

except for Tuesday, when there is a peak of activity. We, in Section 4.1.4, andCheng et al.

[2011] analyzed location sharing systems and observed the same behavior. This suggests

that during the period of data collection, an unusual event may have happened on Tuesday

that resulted in an abnormal number of shared photos. Finally, observe two peaks of activity

throughout the day, one around lunch and the other at dinner time. Unlike the behavior

observed for location sharing (Section4.1.4andCheng et al.[2011]), for photo sharing there

is no peak of activity at breakfast time.

We also analyzed the behavioral patterns during weekdays and weekends. Figure4.17b

shows the average number of photos shared per hour during weekdays (Monday to Friday),

and also during the weekend (Saturday and Sunday). As we can see, the peaks during week-

days happen around 13:00 (lunch) and 19:00 (dinner), but on weekends there is no peak

of activity at lunchtime. Rather, the activity remains intense throughout the afternoon until

early evening, with a slight increase at 19:00.

4The time of sharing was normalized according to the locationwhere the photo was taken.
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4.2.4.2 Selected Areas

We now turn our attention to the photo sharing pattern throughout the day in Rio de Janeiro,

Sao Paulo, Osaka, Tokyo, Barcelona, Madrid, Chicago and NewYork City during weekdays

and weekends. These results are shown in Figure4.185. It is interesting to note that, even

when we analyze separate cities, we still do not observe, formost of the cities, a clear peak

of photo sharing around the breakfast time, as observed for location sharing.

Studying weekdays first, we can see that cities from Japan (Figure4.18c), Spain (Fig-

ure4.18e) and USA (Figure4.18g) present peaks of photo sharing that reflect typical lunch

and dinner times. On the other hand, not all peaks in the Brazilian curves (Figure4.18a)

represent typical meal times. This might indicate that Brazilians share photos in uncommon

moments. We conjecture that the peak of 6:00 p.m. is due a “happy hour” and the peak of

9:00 p.m. is due to a leisure activity that happens in a pub, theater, concert, etc. Another

difference is that, in general, the Brazilian activity is more intense late at night. During

weekdays it is possible to observe a certain similarity of sharing patterns between Japanese,

Spanish, and American cities.

However, during the weekends these patterns are very distinct. The Brazilian curve

still presents an unusual peak at 5:00 p.m. and the Spanish and American curves now present

more intense activity around the “brunch”/lunch time. These observed patterns might express

cultural behaviors of inhabitants of those countries, presenting somehow the signature of a

certain culture. This hypothesis is reinforced because we surprisingly see that the pattern for

each city in the same country is fairly similar on weekdays, and also on weekends, at the

same time, being distinct from patterns observed for other countries.

4.2.5 Node Behavior

In this section we analyze the sensing activity of each individual node (i.e., user plussmart-

phone) in the PSN. Figure4.19shows that the distribution of the number of photos shared by

each user of our database has a heavy tail, meaning that user participation may vary widely.

For example, about 40% of users contribute with only a photo during the considered period,

while only 17% and 0.1% of users contribute more than 10 and 100 photos, respectively.

A heavy tail in the distribution of the number of performed check-ins was also observed

in [Noulas et al., 2011a]. About 20% of users have just one check-in, with 40% above 10,

whereas there is a set of approximately 10% that has more than100 check-ins.

We also analyze the geographical distance between two consecutive photos shared by

the same user, according to the geographic coordinates associated with each photo. Fig-

5Each curve is normalized by the maximum number of photos shared in a specific region representing the
city.
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Figure 4.18: Photo sharing throughout the day in Rio de Janeiro, Sao Paulo, Osaka, Tokyo,
Barcelona, Madrid, Chicago and New York City.
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Figure 4.20: Distribution of the geographical distance between consecutive pictures of the
same person.
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ure 4.20a shows the cumulative density function of the geographic distance between each

pair of consecutive photos shared by each user in our dataset. It can be observed that a sig-

nificant portion (about 30%) of the distances between consecutive photos are very short (less

than 1 meter). This indicates that users tend to share multiple photos in the same location.

This hypothesis is reinforced by the significant portion of time intervals between consecutive

pictures of short duration shown in Figure4.15c: 20% of these intervals (∆t) do not exceed

10 minutes. This was not observed in the same proportion for location sharing.Noulas et al.

[2011a] observe that 20% of the shared locations happen up to 1 km away. For shared pho-

tos, this value is approximately 45%. This result can be explained by the simple fact that a

photo can contain much more information than one location. For example, in a restaurant

users could share photos of his/her friends at the place, food, or a particular situation, but

tend to share their location only once.
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Figure 4.21: Contribution of nodes, distance traveled, andcoverage.

We now analyze each user separately. Figure4.20b shows the distribution of the me-

dian distance between consecutive sharing computed for each user. Note that at least50%

of consecutive photos of a significant portion of users (about 20%) are taken at a very short

distance (around 1 meter).

Finally, we study the performance of nodes considering the total traveled distance, the

coverage in the city of New York (NY), and total number of contributed photos. To analyze

the coverage, we consider the area of NY (Figure4.21a), which was divided into 27 sectors

of equal size. Figure4.21b shows a 3-D plot for the three dimensions considered. We are

able to observe the existence of “super nodes” in the system,indicated by a green circle. This

nodes share a lot of photos, travel long distances, and visitmany different areas in the city

(observed by the number of unique visited sectors). The identification of this type of users is
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important for several reasons. As the success of a PSN relieson a continuous contribution,

it is interesting to award this type of user to keep them active in the network. Besides that,

nodes of this type might be good candidates to be selected, for example, in a network for

information dissemination a city.

4.3 PSN from Traffic Alert Services

This section investigates the participatory sensor network derived from Waze. Section4.3.1

describes the used dataset. Section4.3.2studies the coverage of the considered PSN. Sec-

tion 4.3.3 analyses the frequency that users share alerts. Section4.3.4 studies how user

routines affect the temporal frequency of alert sharing. Finally, Section4.3.5analyses the

contribution of individual users in the PSN derived from Waze.

4.3.1 Data Description

Waze is a popular navigation system that uses crowdsensing to offer near real-time traffic

information and routing. The system was created in 2008 and registered approximately 50

million users in 2013. Waze periodically collects data fromthe built-in GPS typically found

in smart phones, and uses it to compute the speed of the device. With that, Waze can provide

useful information about traffic conditions in different areas. The system also offers to its

users predefined alerts stating incidents such as traffic jams and police traps, which extends

the information about traffic conditions. It is also possible to use subcategories of incidents

to better specify them, for example, “heavy traffic jam” instead of just “traffic jam”.

Here, we are interested in characterizing user participation in the dissemination of

alerts about traffic. To that end, we collected a dataset of Waze alerts directly from Twit-

ter, since Waze traffic information is not publicly accessible by an API. Our dataset covers

the period from December 21st, 2012 to June 28th, 2013, and consists of 212,814 tweets

containing alerts about traffic shared by Waze users, each one providing the user id, type of

incident (e.g., traffic jam), and the address of the incident. In order to obtain the latitude

and longitude of the provided address, we performed a geocoding process using the Bing

Maps API6, which provides the confidence of the result’s quality: low,medium, and high.

We excluded all results classified as low. After this filtering process, we extracted 162,212

tweets containing alerts, shared by 21,852 users.

In Figure 4.22, we provide an overview of types of alerts reported by users of our

dataset, using word clouds to represent the relative frequency7. Alerts were translated into

6http://www.microsoft.com/maps/developers/web.aspx.
7The size of the word indicates its popularity.
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Figure 4.22: Overview of reported alerts.
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Figure 4.23: All sensed locations. The number of locationsn per pixel is given by the value
of φ displayed in the colormap, wheren = 2φ − 1.

English using a manually created dictionary of translation. As we can see, the most common

type of reported alert is traffic jam8, though police and hazard are also very popular.

4.3.2 Network Coverage

In this section, we discuss the spatial coverage of the PSN derived from Waze. In this di-

rection, we first built a heatmap with all alerts shared by users in our dataset, shown in

Figure4.23. As in location and photo sharing services (Sections4.1.2and4.2.2, respec-

tively), we note that user participation in Waze is global, however, it is low is certain regions,

particularly Asia. Then we selected the most popular citiesfor further analysis.

A popular city from our dataset is shown in Figure4.24. In this figure we show the

number of alerts in different regions of Rio de Janeiro by a heat map, where the scale varies

from yellow to red (more intense activity)9. The spatial coverage is not as proliferated as

the one observed in location and photo sharing systems (Sections4.1.2and4.2.2). A factor

8Alerts containing a subcategory of an incident were unified to its main category, for example, “heavy
traffic jam” was associated to the word “traffic jam”.

9The darkest red represents a region with 508 alerts.
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Figure 4.24: Spatial coverage of Waze in Rio de Janeiro.

that might help to explain it is the user population of our dataset, which is smaller than those

reported in the mentioned studies. Another factor is that users might have fewer opportunities

to share traffic alerts, compared to opportunities to share photos or check-ins.

In order to evaluate user participation across different regions at a finer granularity,

we propose to divide the geographical area of each city into smaller rectangular spaces (or

quadrants), as performed in the analyzes for the PSN derivedof photo sharing services (Sec-

tion 4.2.2).
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Figure 4.25: Distribution of the number of alerts.

The complementary cumulative distribution functions of the number of alerts shared

in a quadrant of the city of Rio de Janeiro, as well as across all locations in our dataset are

presented in Figures4.25a and4.25b, respectively. Note that a power law describes well this

distribution in both cases. This means that few areas have hundreds of shared alerts, while

most of the quadrants have just a small number. This finding isconsistent with previous

results about user participation in location sharing services, as shown in Section4.1.2and
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by Noulas et al.[2011a], and photo sharing services, shown in Section4.3.2. As in those

other services, it is likely that some areas, such as large avenues in downtown, have more

activity of traffic alerts. Note that the number of vehicles circulating on each region greatly

impacts the local coverage of a traffic alert sharing system such as Waze, as shared alerts

often refer to traffic jams and hazards, or even police traps (see Figure4.22), which tend to

occur more often in locations with heavier car flow. This is incontrast to location and photo

sharing services, where places often visited by a large number of people are not necessarily

covered by a large amount of shared data, because the motivation of users to share data in

such systems is different from Waze. For example, a large supermarket may be visited by a

large number of people on a daily basis, but it is not likely that those people will share many

check-ins or photos at it.

4.3.3 Sensing Interval

We now analyze the frequency in which users share alerts in Waze. The histogram of the

inter-sharing time∆t between consecutive alerts (performed not necessarily by the same

user), in a popular quadrant is shown in Figure4.26a. Note that a log-logistic distribution

(µ = 2.931, σ = 1.065) fits well the data, reflecting the fact that there are times when many

alerts are shared within a few minutes and there are times when there is no sharing for hours.

As also observed for location (Section4.1.3) and photo (Section4.2.3) sharing services, this

result may indicate that the majority of alert sharing occurs at specific intervals. For instance,

alerts are more likely to be common in urban areas during rushhours.

In Figure4.26b, we show the odds ratio function (OR) of inter-sharing time∆t. As

also observed in previous analyses of phone SMS usage [Vaz de Melo et al., 2011], location

sharing (Section4.1.3), and photo sharing (Section4.2.3), the OR function also suggests that

the inter-sharing time between alerts also is well modeled by a Log-logistic.

The CDF of all observed inter-sharing times performed by anyuser in the same quad-

rant is shown in Figure4.26c. As we can observe, a considerable portion of users perform

consecutive alert sharing in a short time interval. This wasalso observed for photo sharing

(Section4.2.3) and location sharing [Noulas et al., 2011a]. This is expected to happen for

traffic alert services because, for example, when an accident happens many users tend to

share it in a short interval.
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Figure 4.26: Time intervals between consecutive alerts, not necessarily done by the same
user.

4.3.4 Seasonality

In this section, we study how user routines affect the temporal frequency of alert sharing. In

Figure4.27a, we show the temporal variations10 of the number of alerts shared throughout the

week (Monday to Sunday), for all locations of our dataset. Asexpected, user participation

presents a diurnal pattern, and the activity during late night hours and dawn is much lower

than previously observed in location and photo sharing patterns (Sections4.1.4and4.2.4,

respectively). During that period, traffic problems are typically rare, whereas users have

more opportunities to share data in location and photo sharing systems (e.g., in a night club

or in a concert).

Intense user activity during the weekends, as observed in location sharing services

(Section4.1.4and [Cheng et al., 2011]) and photo sharing services (Section4.2.4), is not

observed for traffic alerts. This might indicate that the reasons motivating users to contribute

alerts are distinct from the ones to perform check-ins. In Figure4.27b, we show the average

number of data sharing throughout the day, separately for weekdays (Monday to Friday) and

10The time of sharing was normalized according to the timezonewhere the alert was shared.
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Figure 4.27: General temporal sharing pattern (all locations).

weekends (Saturday and Sunday). Note the two clear peaks of activity, one around 7 to 8

a.m. and the other around 6 p.m., coinciding with typical rush hours in urban areas. This

result is different from the three clear peaks previously observed in location sharing services

(Section4.1.4and [Cheng et al., 2011]), around breakfast, lunch and dinner times, as well as

from the two peaks during lunch and dinner times in photo sharing (Section4.2.4).

We now analyze the hourly variations of alert sharing in six large cities: Chicago and

New York (Figure4.28a11) in USA; Belo Horizonte and Sao Paulo in Brazil (Figure4.28b);

and London, and Paris (Figure4.28c) in Europe. Note that the curve of each city follows the

general trend observed for all locations (Figure4.27b).
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Figure 4.28: Alerts sharing throughout the day in differentcities around the world.

We can also observe that the peaks reflect distinct rush timesthat are related to the

common working hours of different cities. In Chicago (Figure 4.28a) the morning peak is

around 7 a.m., as in the two European cities (Figure4.28c). In contrast, in New York and

in the Brazilian cities (Figure4.28b), the morning peak is usually one hour later, suggesting

that people tend to leave later to work in those cities. The second most expressive peak in

11Each curve is normalized by the maximum number of alerts shared in the city in question.
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Figure 4.29: CCDF of the number of shared alerts (same user).

both American cities is around 5 p.m., which is similar to theEuropean cities. However, this

is distinct from the Brazilian cities, which have a peak of activity around 6 p.m..

To complement this analysis, we performed, from July 16th toJuly 18th, an hourly

collection of traffic conditions of Paris, using Google Maps. We note that the time of the

observed peaks reflects relatively well intense traffic conditions reported by Google Maps,

whereas the reduced activity prior and after the peaks also reflects better traffic conditions.

This suggests that this information could be used to assure the quality and improve traffic

condition information services, such as those offered by Google Maps.

4.3.5 Node Behavior

We now analyze the contribution of individual nodes in the PSN derived from Waze. In

Figure4.29, we show that the distribution of the number of alerts sharedby each user of

our dataset has a heavy tail, as observed for photo sharing (Section4.2.5) and location shar-

ing [Noulas et al., 2011a]. This implies in a great variability of user participation. For in-

stance,35% of the users contributed with only one alert during approximately the six-month

period covered by our dataset, while 16% and 0.006% of users contributed with more than

10 and 100 alerts, respectively, in the same period. These proportions are similar to those

observed in photo sharing.

We now analyze the spatial distance between consecutive alerts by the same user, by

taking the distance [Sinnott, 1984] between the geographic coordinates associated with both

alerts. In Figure4.30a, we show the CDF of the distances between consecutive alerts shared

by each user, for all users. Note that a large portion of the distances are very short: for

instance, around30% are below 1 meter. Such large fraction of small distances between

consecutive sharing were also observed in photo sharing (Section 4.2.5) and, to a lesser

extent, location sharing services [Noulas et al., 2011a]. For location sharing 20% of the
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Figure 4.30: Distribution of the geographical distance between consecutive data of the same
person.

consecutive sharing by the same user were in locations that were apart from each other by

up to 1 km. For photos and alerts, this fraction raises to approximately 45% and 80%,

respectively. This suggests that users tend to share multiple alerts in the same location.

In Figure4.30b, we show similar results for the distribution of the mediandistance

between consecutive sharing for each user. That is, even aggregating results for each user,

we still observe that alerts are shared at very short distances: around15% of users share

alerts 1 meter apart from each other.

4.4 Comparing PSNs from different systems

Social networks and social software have been driven by two aspects: connections between

people who use them and the information they share, in particular location-related informa-

tion [Smith et al., 2005]. In this section we are interested in comparing different PSNs, two

datasets of Foursquare (Foursquare-Crawled and Foursquare-New), and two datasets of In-

stagram (Instagram-OLD and Instagram-New12). Table4.2summarizes all the used datasets

in this chapter. We analyze those datasets to investigate whether we can observe the same

users’ movement pattern, the popularity of regions in cities, the activities of users who use

those social networks, and how users share their content along the time. In answering those

questions, we want to better understand location-related information, which is an important

aspect of the urban phenomena.

This section compares the four datasets of the two social networks using location-

related information as the main aspect of the analysis, and is organized as follows. Sec-

12Note that Instagram-New and Foursquare-New have the time ofcollection in common, which is not the
case for Instagram-OLD and Foursquare-Crawled datasets.
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System # of data Interval

Foursquare-Crawled 4,672,841 check-ins Apr/2012 (1 week)

Foursquare-New 4,548,941 check-ins 11 May 13 – 25 May 13

Instagram-OLD 2,272,556 photos 30 Jun 12 – 31 Jul 12

Instagram-New 1,855,235 photos 11 May 13 – 25 May 13

Table 4.2: Dataset information. Note that Foursquare-Crawled was already analyzed in Sec-
tion 4.1, and Instagram-OLD in Section4.2.

tion 4.4.1study the user behavior on the considered systems. Section4.4.2studies the pop-

ularity of different areas. Section4.4.3studies how the routines affects the data sharing.

Section4.4.4analyses the transitions performed by people.

Throughout this section we consider three large and populous cities (New York, Sao

Paulo, and Tokyo) in several analyses. Figure4.31shows the heat map of the coverage of

the datasets for each city, containing all data from Instagram-New and Foursquare-New. The

darker the color13 in the figure, the higher the number of content shared in that area. The cov-

erage for the datasets Foursquare-Crawled and Instagram-OLD is presented in Sections4.1

and4.2, respectively.

(a) NY – Foursquare (b) NY – Instagram (c) Sao Paulo – Foursquare

(d) Sao Paulo – Instagram (e) Tokyo – Foursquare (f) Tokyo – Instagram

Figure 4.31: All sensed locations in three populous cities.The number of check-ins in each
area is represented by a heat map. The color range from yellowto red (high intensity).

13Colors of the heat map for all subfigures are in the same scale.
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4.4.1 User Behavior

Considering the Instagram-New and Foursquare-New (datasets with a common collection

time), we group users in three classes: (1) users that only participated in Instagram; (2) users

that only participated in Foursquare; and (3) users that participated in both systems. Fig-

ure4.32a shows the cumulative density function (CDF) of the frequency of sharing content

per class, showing the inter-sharing time∆t in minutes between consecutive content sharing.

We can observe that Class 1 (Instagram only), and Class 3 (both systems) contribute more

content in shorter intervals than Class 2. For instance, approximately 20% of users in Class

1 and 3 share a consecutive content in an interval up to 10 minutes. In Class 2, the portion

of users that share content up to 10 minutes is approximately12%. This suggests that users

tend to share more content in the same place when using Instagram. This was also observed

in Section4.2. The sharing pattern of Class 3 might be dominated by the use of Instagram,

explaining the closer similarity among the curves. It is natural to expect a higher volume of

content to be shared in the same place through Instagram thanin Foursquare. For instance,

in a night club users can share a photo of the place, of a drink,and friends.

Figure4.32b shows the CDF of the median distance between consecutive uploads for

each user. We observe that a significant portion of users fromClass 1, around 20%, shared

consecutive content at a very short distance, around 1 meter(this was also observed in Sec-

tion 4.2). This is not observed in the same proportion for the other classes of users. The

results for Classes 2 and 3 are 3% and 15%, respectively. Thisreinforces what was previ-

ously observed, i.e., users tend to share content in a shorter distance in Instagram than in

Foursquare. For instance,Noulas et al.[2011a] observed that 20% of the shared locations

happen up to 1 km away. Again, the behavior of users that participate in both systems (Class

3), is more similar to Class 1. This closer similarity might be explained by a more intense

content contribution in Instagram.

The understanding of user behavior is the first step to model it. With models that

explain the user behavior we can make predictions of actionsand develop better capacity

planning of the system that supports the service.

4.4.2 Popularity of Areas

How is the popularity of regions across PSNs derived from Instagram and Foursquare? This

is probably one of the main issues in an urban scenario. To answer this question we divided

the areas of New York, Sao Paulo, and Tokyo in a10×10 grid, as shown in Figure4.33.

After that, we verified the number of content (photo or check-in) shared in each cell of the

grid for all four considered datasets. Then, we correlated the number of content in each

cell using the Pearson correlation. This result is shown in Figure 4.34. As we can see the
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Figure 4.32: Analysis of classes of users.

correlation is very high among all datasets. The lowest correlation, although still high, was

observed in Tokyo with respect to the correlation of Instagram and Foursquare (both old and

new). This might indicate that the popularity of regions inside cities is consistent regardless

of the system, and over the time. Recall that we use two datasets with the same collection

time (Instagram-New and Foursquare-New) and two datasets with different collection time

(Instagram-OLD and Foursquare-Crawled). Besides that, the difference of time between the

“new” datasets and the “old” ones are of approximately one year. Maybe what is popular in

the city tend to remain popular for a long time and is capturedby both systems, since they

allow users to express their routines freely.

Next, we verified if the popularity of a city is consistent across the systems. Popularity

in this case is measured by the number of content shared in thecity. For that we considered

29 cities around the world14: Latin American cities (Belo Horizonte, Buenos Aires, Mexico

City, Rio, Santiago, and Sao Paulo); American cities (Chicago, Los Angeles, New York,

San Francisco); European cities (Barcelona, Istanbul, London, Madrid, Moscow, and Paris);

Asian cities (Bandung, Bangkok, Jakarta, Kuala Lumpur, Kuwait, Manila, Osaka, Semarang,

Seoul, Singapore, Surabaya, Tokyo); and Australian cities(Melbourne, Sydney). We ranked

all the cities by the number of content shared on it, then we correlated these ranking using

Spearman correlation. Figure4.35displays the correlation results. As we can see the pop-

ularity of cities tend to be very correlated over time for thesame system, but this is not the

case for different systems. This means that users may use Instagram and Foursquare in par-

ticular ways on different cities. For instance, Foursquaremight be very popular in Tokyo, but

Instagram might not be as popular. Cultural differences might help to explain these results.

14Chosen by their popularity and representativeness of different regions.
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(a) New York (b) Sao Paulo

(c) Tokyo

Figure 4.33: Grids for the areas of New York, Sao Paulo, and Tokyo.

4.4.3 Routines and the Data Sharing

Figure4.36shows the temporal sharing pattern for Instagram and Foursquare considering

the old and new datasets. This figure shows the average numberof photos shared per hour

during weekdays (Monday to Friday), and also during the weekend (Saturday and Sunday).

As previously observed in Section4.2 for the Instagram-OLD dataset, we can also see two

peaks of activity throughout the day, one around lunch and the other at dinner time. But,

we cannot see a clear peak at breakfast time, as the one observed in Figure4.36c and also

in [Cheng et al., 2011]. During the weekends we cannot observe clear peaks of activities

inherent of routines. Rather, the activity remains intensethroughout the afternoon until early

evening.

Surprisingly, we see that the sharing pattern for each curveregarding to the old and

new datasets, both on Instagram and Foursquare, are very similar, despite the huge gap be-

tween collections (approximately one year). This is the case for weekdays and weekends,

suggesting that the user behavior in both systems tend to keep consistent over time, reinforc-

ing what was observed in Section4.4.2. This is an interesting and important result because

it shows how we can use different datasets.

In Figure4.37we show the correlogram for the temporal sharing pattern of Instagram-

New and Foursquare-New datasets, during the weekday (Figure 4.37a) and weekend (Fig-
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Figure 4.34: Correlation of popularity of sectors inside cities.
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Figure 4.35: Spearman correlation of popularity between cities.

ure4.37b). The correlogram plots correlation coefficients on the vertical axis, and lag values

(in hours) on the horizontal axis, and it is an important toolfor analyzing time series in

the time domain. As we can see, the lag of one hour in the time series of Instagram-New

dataset provides the highest correlation, however it is not1 (maximum). Analyzing the cross-

correlation for weekend, we observe that a lag of 0 provides acorrelation of 1, indicating

that the time series is already very correlated. This suggests that users have particular shar-



62 CHAPTER 4. PROPERTIES OFPSNS

2 4 6 8 10 12 14 16 18 20 22
0

0.2

0.4

0.6

0.8

1

Time in hours

# 
of

 p
ho

to
s

 

 

Instagram new
Instagram old

(a) Instagram – weekday

2 4 6 8 10 12 14 16 18 20 22
0

0.2

0.4

0.6

0.8

1

Time in hours

# 
of

 p
ho

to
s

 

 

Instagram new
Instagram old

(b) Instagram – weekend

2 4 6 8 10 12 14 16 18 20 22
0

0.2

0.4

0.6

0.8

1

Time in hours

# 
of

 c
he

ck
−

in
s

 

 

Foursquare new
Foursquare old

(c) Foursquare – week-
day

2 4 6 8 10 12 14 16 18 20 22
0

0.2

0.4

0.6

0.8

1

Time in hours

# 
of

 c
he

ck
−

in
s

 

 

Foursquare new
Foursquare old

(d) Foursquare – week-
end

Figure 4.36: Temporal sharing pattern for Instagram and Foursquare – new and old datasets.

(a) Correlation – weekday (b) Correlation – weekend

Figure 4.37: Cross-correlation between Instagram-New andFoursquare-New datasets, dur-
ing weekday and weekend.

ing pattern in each system during weekdays, but it is not the case on weekends. The users’

routines performed on weekdays may be the explanation for these results. The act of shar-

ing a photo might be more likely to happen in special occasions that are usually out of the

routines of people. For example, during breakfast time it isprobably uncommon to happen

something interesting to share a photo, but, for example, when you go out at night to have a

dinner you have more incentives to share photos.

We now study how routines impact the sharing behavior analyzing the sharing pattern

during weekdays, considering the datasets Instagram-New and Foursquare-New for New

York, Sao Paulo, and Tokyo. The results are shown in Figure4.3815. In all figures we

display two cities from the same country for the new collected datasets, and one city for the

old dataset as a reference of comparison.

First, observe the distinction between curves of each city in the same system (e.g.,

Instagram, Figures4.38a, c, e) and also across different systems (e.g., Figures4.38a and

4.38b for New York). Next, observe that the sharing pattern for each city in the same country

is fairly similar, which might indicate cultural behaviorsof inhabitants of those countries,

presenting somehow the signature of a certain culture.

15Each curve is normalized by the maximum number of content shared in a specific region representing the
city.



4.4. COMPARING PSNS FROM DIFFERENT SYSTEMS 63

2 4 6 8 10 12 14 16 18 20 22
0

0.2

0.4

0.6

0.8

1

Time in hours

# 
of

 p
ho

to
s

 

 NY instagram new
Chicago inst. new
NY instagram old

(a) New York – Instagram

2 4 6 8 10 12 14 16 18 20 22
0

0.2

0.4

0.6

0.8

1

Time in hours

# 
of

 c
he

ck
−

in
s

 

 NY 4sq new
Chicago 4sq new
NY 4sq old

(b) New York – Foursquare
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(c) Sao Paulo – Instagram
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(d) Sao Paulo – Foursquare
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Figure 4.38: Temporal sharing pattern of Instagram and Foursquare for New York, Sao Paulo,
and Tokyo during weekdays.

Note that the sharing pattern in Instagram for American cities (Figure4.38a) and

Japanese cities (Figure4.38e) present peaks that reflect typical lunch and dinner times.This

is not the case for the curves that represent the Brazilian sharing pattern in the cities of Sao

Paulo and Rio (Figure4.38c), where not all peaks represent typical meal times, suggesting

that Brazilians share photos in atypical moments. Besides that, in general, the Brazilian ac-

tivity is more intense late at night. This information was also observed considering only the

Instagram-OLD dataset in Section4.2.

The sharing pattern of the new dataset of Foursquare varied more when compared

to the old one (Figures4.38b, d, f), than the variation observed in the Instagram datasets

(Figures4.38a, c, e). Observe also that the sharing pattern in Instagram for each analyzed

city is more distinct to each other than the one observed for Foursquare. This suggests that

using the sharing pattern from Instagram we might have a moredistinguishable “cultural

signature” for a certain region, and less susceptible to changes over time.

4.4.4 Mapping Transitions

In a PSN, mobile nodes (users and portable devices) move accordingly to their routines or

local preferences sharing data along the way. Looking at data people share it is possible to

have a sort of rudimentary location tracking. If we aggregate all transitions performed by all
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users we can obtain common paths users tend to take in the city.

Given that observation, a question emerges: can we observe asimilar movement of

people using a PSN derived from Instagram and Foursquare? Inorder to address this question

we create a directed graphG(V,E), where nodesvi ∈ V are a cell in the grid a particular city

shown in Figure4.33. A direct edge(i, j), representing a transition, exists from nodevi to

nodevj if at some point in time a user shared a content in cellvj just after sharing a content

in cell vi. The weightw(i, j) of an edge is the total number of transitions that occurred from

cell vi to cell vj. Some features of transitions: (i) the content must be shared consecutively

and by the same individual; (ii) continuous content sharingat the same considered venue

cell represents a self-loop; and (iii) a transition must have occurred at the same day (we only

consider transitions occurred from 6:00 a.m. to 6:00 p.m.).

(a) Foursquare – Day (b) Instagram – Day

Figure 4.39: Transition graphs – New York.

Figures4.39, 4.40, and4.41show the transition graphs for New York, Sao Paulo, and

Tokyo, respectively. In those figures, for better visualization, we excluded all edges with

weightw = 1. Nodes’ positions in the figure are depicted according to thecell position

they represent in the city area. Nodes not displayed mean that no one shared content in that

particular area of the city.

Note that there are few transitions in the city. In other words, typical movements in the

city might not be very diverse. It is also interesting to observe that we could capture more

transitions with the Foursquare dataset. This means that check-ins might be more effective

to track typical routes of users. However this hypothesis needs further investigation, because

this result might be due to the large amount of data obtained in the Foursquare dataset. An
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(a) Foursquare – Day (b) Instagram – Day

Figure 4.40: Transition graphs – Sao Paulo.

(a) Foursquare - Day (b) Instagram - Day

Figure 4.41: Transition graphs – Tokyo.

interesting possibility in this direction is use data mining algorithms, such as [Zheng et al.,

2009], on transition graphs to discover movement patterns.

In order to compare the similarity graph, we first discard allself-loops, since those

transitions tend to be more likely to happen, then we rank theresulting transitions and select

the top ten from each graph. We compare the groups of top transitions between Instagram

and Foursquare graphs of each city, analyzing the number of transitions in common. The

results show that approximately 70%, 50%, and 70% of the top transitions are similar for

New York, Sao Paulo, and Tokyo, respectively. However, if wetake now the top twenty
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transitions the results for transitions in common are approximately: 59%, 53%, and 50%, for

New York, Sao Paulo, and Tokyo, respectively. This indicates that the graphs are not very

similar, but popular transitions are more likely to be expressed by both systems.

The similarity graphs are also evaluated in a different way.For this comparison we

preserve the graphs without discarding self-loops, then wecompute the difference between

sets of edges of Instagram and Foursquare for each city. We discovered that graphs for NY

have 156 different edges, and these numbers are 237, and 376 for Sao Paulo and Tokyo,

respectively. This is a significant difference, and these results are partially explained by the

fact that Foursquare graphs captured more transitions.

4.5 Final Considerations

4.5.1 Data Limitations and Bias

It is important to point out some possible limitations of ourdatasets. First, it reflects the be-

havior of a fraction of the city citizens. Our collection is based on data shared by users

of Foursquare, Instagram, and Waze on Twitter. Therefore biased towards the citizens

who use those systems, who are likely to be under 50 year-old,and especially those be-

tween 18-29 year-old, owners of smartphones, and urban dwellers [Brenner and Smith, 2013;

Duggan and Smith, 2014]. Consequently, urban areas with older and poorer populations tend

to have fewer data. Besides that, users might not share data at all of their destinations, for

example hospitals, love hotels, and strip clubs. Thus, our dataset might offer a partial view

of citizens habits.

Second, our dataset are based on a limited sample of data. This means that we only

have a sample of the activities performed. External factors, such as bad weather conditions,

might have affected the total number of data we collected forsome places, especially outdoor

locations.

Third, as mentioned, we collected our datasets from Twitter, which has recently

emerged as a popular tool to spread information. This powerful tool opens opportunities

for new forms of spam [Benevenuto et al., 2010; Yardi et al., 2009]. Data quality, one of the

challenges discussed in Section3.2, under this circumstances becomes even more serious,

because the production of false data might be possible. So far we are not aware of any sig-

nificant production of false data in the systems we analyze, however this could potentially

compromise the results.
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4.5.2 Results Discussion

In this chapter we studied properties of PSNs derived from location sharing services, photo

sharing services, and traffic alert services. These PSNs share several properties in common,

for instance:

• very large scale;

• user participation regarding to the number of shared data, and the number of data

shared per location may vary widely;

• and highly unequal frequency of data sharing, both spatially and temporally, which is

highly correlated with the typical routine of people.

We also know that data from different PSNs are associated with spatio-temporal con-

texts that can be correlated or not. With that, a fundamentalstep to deal with data from

different PSNs is to perform a characterization. In this chapter, we also characterized PSNs

from Instagram and Foursquare considering the time and location where the content (photo

or check-in) was shared. We aimed to understand whether the pieces of data from one sys-

tem are correlated to be used for the study of city dynamics and urban social behavior. The

results show the existence of correlation. This gave us insight about using different PSNs

as “sensing layers” of a predefined geographical region. Theconcept of sensing layers is

defined in more details in Chapter6.

Our findings regarding the comparison of PSN can be summarized in:

• both Instagram and Foursquare datasets might be compatiblein finding popular regions

of cities;

• the temporal sharing pattern did not vary considerably overtime for the same system.

However, the sharing pattern for each system during weekdays are distinct;

• both Instagram and Foursquare might be used to capture particular signatures of cul-

tural behaviors, but apparently Instagram offers a more distinguishable “cultural sig-

nature”, and is less susceptible to changes over time;

• and Foursquare is apparently better to express typical routes of people inside cities.

These results illustrate the potential of PSN analysis to foster the large scale study of

urban social behavior. More broadly, our characterizationprovides a deep understanding

of the properties of those particular PSNs, revealing theirpotential to drive various studies

on city dynamics and urban social behavior, as discussed in the next chapter, Chapter5. In
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the propositions made in the next chapter we take into account the possible data limitations

mentioned above.



Chapter 5

Understanding city dynamics and

urban social behavior

What is the current best way to study the dynamics of a city? How can we learn about the

routines of its citizens, their movement patterns, its points of interest, and its cultural and

economic aspects? One might choose to rely on official censusdata, while others may opt to

simply get one or more guide books at their favorite bookstore. Although we are very fond to

books and census efforts, do they always offer accurate and comprehensive knowledge about

the current patterns and dynamics of a city? Societies are inherently very dynamic, i.e., they

change constantly over time, and, as the world gets more and more connected, we believe

that these changes tend to be even more frequent. Take, for instance, guide books about

large cities involved with the Arab Spring, such as Tunis andCairo. If they do not capture

the changes that came from this period, they are already outdated! Similarly, official census

data may quickly become obsolete as such efforts are usuallyundergone at low frequency

(e.g., once every 10 years) due to their high costs.

In contrast, PSNs offer up-to-date views about the locations, opinions, likes and dis-

likes of their users, and thus have the potential to address the aforementioned questions in

near real time and, given their coverage (e.g., Figure4.1), reaching almost every part of the

globe. In this chapter, we elaborate on this potential by presenting various new techniques

and methods that exploit PSN data to support studies on city dynamics and urban social

behavior.

This chapter is organized as follows. Section5.1presents a technique called City Im-

age, which provides a visual summary of the city dynamics based on people movements.

Section5.2 discusses other possibilities to understand better city dynamics through people

movements. Section5.3 presents a technique to extract points of interest in the city. Sec-

tion 5.4discusses possibilities to use PSNs to the analysis of social, economic, and cultural

69
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aspects of its inhabitants. Section5.5 motivates the use of participatory sensor networks

to the study of cultural differences. Finally, Section5.6 discusses the key messages of the

chapter.

5.1 Visualizing the Invisible Image of Cities

Similarly to Kostakos et al.[2009], we believe that cities present distinct characteristicsand

evolve over time. Thus, we propose the City Image visualization technique, which exploits

the movements of the city inhabitants. In summary, the City Image is a square matrix that

displays a visualization of the dynamics of a city. We start by describing, in Section5.1.1, a

transition graph used to build the City Image. We then describe, in Section5.1.2, a technique

to identify and quantify the most preferred and rejected transitions (i.e., movement patterns)

in a city. Finally, in Section5.1.3, we show, analyze and compare the City Image for several

cities.

5.1.1 Transition Graph

As we mentioned before, the sensing activity in a PSN is performed by mobile individuals

who choose to share their information. Unlike traditional mobile wireless sensor networks,

the nodes in a PSN move according to their routines or local preferences, which are dic-

tated by the city dynamics. Thus, we propose a transition graph to map the movements of

individuals in a PSN, and thus represent the city dynamics.

The proposed transition graph is a directed weighted graphG(V,E), where the nodes

vi ∈ V are themain categoriesof locations, and a direct edge(i, j) exists from nodevi to

nodevj if at some point in time an individual performed a check-in ata location categorized

by vj just after performing a check-in at a location categorized by vi. Thus, an edge repre-

sents a transition between two location categories. The weightw(i, j) of an edge is the total

number of transitions that occurred from nodevi to nodevj .

To demonstrate this technique we use the PSN derived from Foursquare-Crawled

dataset, described in Section4.1. A transition between location categories is configured

according to three requirements. First, the check-ins mustbe performed consecutively and

by the same individual. Second, the check-ins should be performed at different venues1.

Third, the check-ins must occur in the same “social day”, which we define as the 24-hour

interval starting at 5:00 a.m. (instead of 12:00 a.m., sincewe are interested in capturing the

nightlife transitions as well). Transitions that cross twodifferent “social days” are considered

1 The number pairs of consecutive check-ins performed at the same venue is very small, representing at
most 1.8% of the total transitions in any analyzed city.
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only if the time interval between them is under four hours. Weexperimented with various

policies for characterizing transitions, finding very similar results as only a small percentage

of transitions are discarded as we vary the policy.

5.1.2 Preferred and Rejected City Transitions

We here introduce the City Image technique, which is based onthe transition graphG(V,E)

defined in the previous section. In summary, the City Image isa square matrix that displays

a visualization of a city dynamics based on the frequency of transitions that are performed

by its inhabitants.

After building the transition graphG(V,E), we create ten random graphsGRi(V,ERi),

wherei = 1, . . . , 10. Each such graph is built using the same number ofindividualtransitions

in G(V,E). However, instead of considering the actual transitionvi → vj performed by an

individual (as reported in our dataset), we randomly pick a location category to replacevj,

simulating a random walk for this individual.
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(d) Night - weekend

Figure 5.1: Observed transitions occurrences sorted in a descending order for NY city. Peri-
ods: weekday and weekend during the day and night.
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(d) Night - weekend

Figure 5.2: Observed transitions occurrences sorted in a descending order for Tokyo. Peri-
ods: weekday and weekend during the day and night.

In Figures5.1and5.2we compare, for each pair of location categories, the numberof

transitions that were simulated against the number of transitions that were actually made by

individuals of New York and Tokyo2. In these figures we consider four time periods: week-
2These results are representative of other cities.
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day/weekend during the day (from 5:00 a.m. to 6:00 p.m.), andweekday/weekend during

the night (from 6:01 p.m. to 4:59 a.m.). Thex-axis represents particular transitions, e.g.,

Food→ Work, and they-axis indicates the frequency of this particular transition. The blue

curve (dotted line with a circle marker) represents the realtransitions (i.e., represented inG),

sorted in descending order of number of occurrences. The black curve (solid line) is the av-

erage number of transitions in the random graphsGR1..10, and the two green curves (dashed

lines) delimit the standard deviation. The results are shown separately for each time period.

Note that, for many transitions, the number of real occurrences is significantly larger (i.e., by

several standard deviations), than the expected average value in the random graphs. This im-

plies that some transitions reflect more the preferences andhabits of users from a certain city

than others. There are also transitions that do not occur very often, with the number of real

occurrences being much smaller than the average number in the random graphs, indicating

that the inhabitants of this city strongly reject these transitions.

Based on these observations, we next identify the most and least favorable transi-

tions to occur in a given city. To that end, we adopt one of two strategies, depending on

whether the edge weights of the randomly generated graphsGR1..10 follow a Normal distri-

butionN(w, σw). If they are normally distributed, we compute the meanw and the standard

deviationσw of the edge weights. We then define theindifference rangeas the interval

(w − 3σw, w + 3σw), which is expected to contain99.73% of the randomly generated edge

weight values, since the edge weights follow a Normal distributionN(w, σw). Analogously,

we define therejection rangeas the interval[−∞, w − 3σw], and thefavouring rangeas the

interval[w + 3σw,∞].

In case the edge weight distribution is not Normal, we calculate the maximum (max)

and minimum (min) values of the randomly generated edge weights. We then define the

indifference rangeas the interval(min,max),therejection rangeas the interval[−∞, min],

and thefavouring rangeas the interval[max,∞].

For all the cities analyzed in the next section, the edge weights of the randomly gen-

erated graphs do follow a Normal distribution, as illustrated in Figures5.3and5.4 for New

York and Tokyo, respectively. These figures show both the histogram of the edge weights

and the fitting of the Normal distribution (red curve). Note that, for New York city, the fitted

Normal distribution has parametersw = 114.85 andσw = 10.712, which are the values used

to delimit therejection range, indifference rangeandfavouring rangefor the transitions for

that city in that particular time period.
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Figure 5.3: Histogram of random generated transitions for NY with a Normal fitting.
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Figure 5.4: Histogram of random generated transitions for Tokyo with a Normal fitting.

5.1.3 Building the City Images

Having defined the ranges for preferred, rejected and indifferent transitions in a given city,

we construct a square matrix that represents the movement patterns of the city, which is here

called the City Image. In this matrix, each cell(i, j) represents the willingness of a transition

from categoryi (line i of the matrix) to another categoryj (columnj of the matrix). To better

visualize this, we color cells that represent transitions that arenot likely to occur in a city, i.e.,

transitions whose edge weight fall in therejection range, in red. We also color transitions

that are more likely to occur, i.e., transitions that fall inthefavouring range, in blue. Finally,

white color are used in cells that represent transitions that fall in the indifference range.

We built the City Image for 30 cities around the world. The cities and the number of

check-ins available in our dataset in each of them are presented in Table5.1. AppendixA

shows the City Image, for all analyzed cities, built using aggregated data across all time

periods. These images provide a general picture of each city, and serve to illustrate broad

differences across cities.

Delving further into each city, we also analyze the City Image for each time period

separately. Figure5.5–5.12 present the City Image for London, Kuwait, Belo Horizonte,

Chicago, Surabaya, New York, Sydney, and Tokyo. Each figure shows the City Image for

one of the four time periods: day, from 5:00 a.m. to 6:00 p.m.,on a weekday; day on a

weekend; night, from 6:01 p.m. to 4:59 a.m., on a weekday; andnight on a weekend.

The City Image captures the city dynamics in a very summarized way. Nevertheless, it
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City # of check-ins City # of check-ins
Bandung/Indonesia 59,332 Mexico City/Mexico 85,721
Bangkok/Thailand 67,075 Moscow/Russia 59,654
Barcelona/Spain 9,083 New York/USA 86,867

Belo Horizonte/Brazil 18,280 Osaka/Japan 27,396
Buenos Aires/Argentina 17,762 Paris/France 11,746

Chicago/USA 27,446 Rio/Brazil 27,222
Istanbul/Turkey 103,456 San Francisco/USA 17,840

Jakarta/Indonesia 158,732 Santiago/Chile 79,733
Kuala Lumpur/Malaysia 109,048 Sao Paulo/Brazil 85,640

Kuwait City/Kuwait 34,195 Semarang/Indonesia 10,518
London/UK 15,671 Seoul/Korea 26,073

Los Angeles/USA 21,961 Singapore/Singapore 65,534
Madrid/Spain 13,004 Surabaya/Indonesia 38,021

Manila/Philippines 47,343 Sydney/Australia 6,390
Melbourne/Australia 6,182 Tokyo/Japan 118,788

Table 5.1: Distribution of check-ins across the selected cities.
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Figure 5.5: The City Image of London for different periods.
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Figure 5.6: The City Image of Kuwait for different periods.

can reveal striking differences in the dynamics of the same city across different time periods

(weekdays and weekends, day and night), as well as across different cities. Moreover, note

that the main diagonal of each matrix indicates a tendency ofnot having consecutive check-

ins at the same category. The City Image also provides an easyway to learn the most and

least favored places and transitions of each city in a given time period.

In general, using the City Image it is possible to distinguish the routines of the inhabi-
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Figure 5.7: The City Image of Belo Horizonte for different periods.

tants of two particular cities. For instance, in Kuwait (Figure5.6) and Surabaya (Figure5.9)

we observe the lack of favorable transitions considering the categorynightlife for all ana-

lyzed periods. On the other hand,nightlife transitions are strongly favorable to happen in

Chicago (Figure5.8) and New York (Figure5.10), not only on weekend nights but also on

weekday nights. Moreover, on weekends at night inhabitantsfrom Kuwait and Surabaya are

very favorable to perform the transitionsshop→ food and food → home. This might be

explained by cultural differences that exist among these cities.

Destination
Foo

d
Sho

p
Edu

Out
d

Hom
e

A&E NL
Trv

l

Offic
e

S
ou

rc
e

 

 

Food
Shop
Edu
Outd
Home
A&E
NL
Trvl
Office

0 50 100 150

(a) Day – weekday

Destination
Foo

d
Sho

p
Edu

Out
d

Hom
e

A&E NL
Trv

l

Offic
e

S
ou

rc
e

 

 

Food
Shop
Edu
Outd
Home
A&E
NL
Trvl
Office

20 40 60 80 100 120 140

(b) Day – weekend

Destination
Foo

d
Sho

p
Edu

Out
d

Hom
e

A&E NL
Trv

l

Offic
e

S
ou

rc
e

 

 

Food
Shop
Edu
Outd
Home
A&E
NL
Trvl
Office

20 40 60 80

(c) Night – weekday

Destination
Foo

d
Sho

p
Edu

Out
d

Hom
e

A&E NL
Trv

l

Offic
e

S
ou

rc
e

 

 

Food
Shop
Edu
Outd
Home
A&E
NL
Trvl
Office

0 50 100 150

(d) Night – weekend

Figure 5.8: The City Image of Chicago for different periods.
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Figure 5.9: The City Image of Surabaya for different periods.

As another example, note that inhabitants of Belo Horizonte(Figure5.7) are highly

favorable to perform transitions containing the categoryeducation. This comes with no

surprise since this city is an important hub of education in Brazil. In this particular City

Image it is also worth noting that the transitioneducation→ office is favorable. This is

because, many students in Belo Horizonte do keep a (part-time or full-time) job. This also

explains the favorable transitioneducation→ homeon weekdays at night, as many students
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Figure 5.10: The City Image of New York for different periods.
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Figure 5.11: The City Image of Sydney for different periods.
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Figure 5.12: The City Image of Tokyo for different periods.

who have a full-time job go to school at night. In contrast, wefind that Chicago residents

tend to reject any transition involving the categoryeducationfor all analyzed periods. This

is surprising, since Chicago has been a world center of higher education and research, with

several universities located in the city.

We also note that one of the most favored transitions in London (Figure5.5) on week-

days during the day istravel → office. A similar trend also happens in other cities, such as

New York and Tokyo (Figure5.12). On the other hand, some cities, such as Belo Horizonte,

Sydney (Figure5.11), Kuwait and Surabaya, do not present favorable transitions contain-

ing the categorytravel on weekdays during the day. This could be associated with a larger

number of people who choose to drive to get to their destinations, instead of taking public

transportation.

The City Image technique, as illustrated above, is an interesting way to better under-

stand the invisible image of a city. It provides a useful toolin various contexts, ranging from

helping city planners to better understand the actual dynamics of a city, to providing tourists
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another source of information that might help them make their travel choices. The transition

tendencies further serve as a source of fundamental information for social behavior study.

One possible limitation of our dataset is the covered time interval, one week, which

might be considered short. In order to assess to which extentthis might impact the con-

clusions drawn from the City Images, we collected the check-ins performed on the cities of

Belo Horizonte, Chicago, London, and Surabaya in the week following the period covered

by our original dataset. We then recalculated the City Images for each of these cities using

all the data available, thus covering a time interval of two weeks. We show the results for

weekdays during the day, which is the period where most of theroutines are performed, in

Figure5.13. We can observe that the new City Images are very similar to the correspond-

ing ones produced using our original one-week dataset (Figures5.7a, 5.8a, 5.5a, and5.9a

for Belo Horizonte, Chicago, London, and Surabaya, respectively). The strong favorable or

rejection transitions remain basically the same, whereas the changes, if observed, occur in

some transitions classified in the indifference range. These particular changes are expected

because the larger dataset enables a clearer image of the analyzed city. The same strong

similarities were observed for the City Images produced forthe other periods of time (e.g.,

weekend night). Thus, even with a single week of data, the City Image technique is able to

reveal remarkable and consistent patterns of each analyzedcity.
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Figure 5.13: The City Image of cities in different regions ofthe world during the day on
weekdays.

An application that naturally emerges from the City Image technique is the numerical

comparison and clustering of different cities, by exploiting the values in each square matrix.

This application helps to validate the City Image results, besides other applicability. We

present this application on AppendixB. As we can see in that appendix, the results agrees

with common knowledge.

5.2 Insights into People Movement Patterns

Another possible visualization of city dynamics based on data collected by PSNs is illustrated

in Figure5.14. It shows a heatmap of the sensing activity for the city of Belo Horizonte,
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Brazil (Figure5.14a) and New York, USA (Figure5.14b) for the PSN derived from the

Foursquare-Crawled dataset. The darker the color, the higher the number of check-ins in the

area. These heatmaps by themselves conveys information related to the popularity of specific

areas, being thus only partially informative about the citydynamics. Richer information can

be obtained by making a small change in the City Image transition graphs presented above

in Section5.1. Thus, in this section we explore the concept of transition graphs to draw

valuable insights about crowd mobility in cities.

5.2.1 Using Centrality Metrics

Many metrics of node centrality can be used to estimate the relative importance of a node

within the graph. Although most of these metrics were first developed in social network

analysis [Newman, 2010], they can also be applied to a transition graph, similar to the one

proposed in Section5.1.1, enabling the study of city dynamics. Thus, in this section we

build a transition graph where each node represents a specific location (and not location

category, as in Section5.1.1), and a direct edge (i, j) exists if someone performed a check-in

at locationj after a check-in at locationi. The weight of the edge reflects the number of

transitions between the two specific locations. These transitions are configured according to

the same requirements defined in Section5.1.1.

(a) Belo Horizonte (b) New York

Figure 5.14: Heatmap of the number of check-ins, where the color range from yellow to red
(high intensity).

Traditionally used centrality metrics are degree, closeness and betweenness central-

ity [Newman, 2010]. These metrics aim to identify nodes that have central locations within

the network structure. Since nodes in our networks represent locations, a central node may
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Day

Degree Closeness Node Betweenness
Value Venue Value Venue Value Venue
0.04 Yankee S. 0.18 Yankee S. 0.1 Yankee S.
0.02 Penn S. 0.18 Penn S. 0.05 Penn S.
0.02 Grand C. 0.18 Times S. 0.04 Grand C.
0.02 Mad. S. G. 0.17 Grand C. 0.03 Times S.
0.02 Times S. 0.17 Mad. S. G. 0.03 Mad. S. G.
0.01 Bryant 0.17 Bryant 0.03 Union S.
0.01 Union S. 0.17 Union S. 0.03 Bryant
0.01 Wash. S. 0.17 Int. Auto Show 0.02 Wash. S.
0.009 MoMa 0.17 Rockef. C. 0.02 Mad. Sq. P.
0.008 Port A. 0.16 Port A. 0.01 Port A.

Night

Degree Closeness Betweenness
Value Venue Value Venue Value Venue
0.01 Yankee S. 0.06 Yankee S. 0.02 Yankee S.
0.007 Penn S. 0.06 Penn S. 0.01 Penn S.
0.007 Times S. 0.06 Mad. S. G. 0.007 Tribeca F. F.
0.006 Mad. S. G. 0.06 Times S. 0.007 Mad. S. G.
0.005 Tribeca F. F. 0.06 Tribeca F. F 0.007 Times S.
0.005 Grand C. 0.06 Grand C. 0.006 Grand C.
0.004 Webster H. 0.06 Bowery B. 0.004 Webster H.
0.003 Union S. 0.06 Term. 5 0.003 Bryant
0.003 Bowery B. 0.06 Brook. Bowl 0.003 Pacha
0.003 Port A. 0.06 Pacha 0.003 Radio City

Table 5.2: Centrality metrics for NY during the day and night.

indicate a strategic point in the city, according to a specific metric. For example, the main

idea behind the degree centrality is to identify the total number of links incident to a node,

i.e., the number of incoming and outgoing edges that a node has. In our transition networks,

a node with high degree indicates a location where people mayarrive and depart with a high

probability. Thus, degree centrality is a good measure to identify popular places in the city.

These locations can be seen as city hubs.

The closeness centrality metric is related to how close a node is to all other nodes in

the network, i.e., the number of edges separating a node fromthe others. In the context of

information dissemination, the higher the closeness of a place, the higher the probability that

a piece of information being disseminated from that place reaches the whole network in the

least amount of time. In the perspective of a transition graph, the closeness centrality may

indicate favorable locations in the network structure to start the dissemination of information
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to the whole network. These locations may be strategic places to install public information

centers to disseminate, for example, alerts using users’ portable devices in an ad hoc manner.

Finally, the main idea behind the betweenness centrality isto show how often a node is

in the shortest path between any two other nodes. In our transition networks, it may indicate

the most interesting locations to act as bridges to carry information among different places or

regions of places (set of places). That is, the higher the betweenness of a location, the higher

the chance that a user passes through that particular location. One could explore these central

nodes to sign a commercial agreement to increase their revenues by, for instance, making an

advertising in order to direct flow of users to other independent business venues in the city.

We illustrate the use of these centrality metrics by showingin Table5.2 the top-10

locations with the largest degree, betweenness, and closeness centrality values in New York.

The table presents results for two time periods, day (5:00 a.m. to 7:00 p.m.) and night (6:00

p.m. to 6:00 a.m.)3, aggregating results for weekdays and weekends for the sakeof avoiding

hurting the presentation with excessive data. Note that most top-10 locations, according to

all metrics, are widely known. Some of these locations, suchas Yankee Stadium (Yankee

S.), are in the top-10 according to all metrics and in both analyzed periods, whereas others

appear in the top-10 list of only one metric, such as MoMa which is listed only in the degree

centrality column. This demonstrates that different centrality metrics may identify different

central places.

We note that the Tribeca Film Festival (Tribeca F. F.) was identified as a central place

in all metrics during the night. Foursquare encouraged users to check-in in this event offering

a special badge for it. This justifies the large number of check-ins and, thus, the increase of

centrality. Since in the studied network nodes are venues and venues tend to be dynamic,

a temporal analysis when studying centrality is desirable.In this case, it would be possible

to identify that Tribeca F. F. was a temporary venue, and thusavoid considering it a central

location after its expiration date.

We also note the greater diversity of central locations across metrics for the night pe-

riod. In other words, there is a larger number of locations that appear among the top ten

according to only one or two metrics during the night. The type of these locations might

help explain the results. Observe that nightlife places, such as Pacha and Brooklyn Bowl, are

not listed in the top-10 locations with highest degrees. Yet, they are amongst the locations

with highest betweenness and closeness values. This could be explained by the routine of

people, who usually go to a pub or a restaurant before going toa nightlife spot. This first

visited location might not be very popular, e.g. a random place close to the user’s house that

3If one transition happened in the overlapped hours (5:00 a.m. to 6:00 a.m., or 6:00 p.m. to 7:00 p.m.), it
is considered a transition of day and night periods, respectively. NY has 49,849 check-ins during the day and
19,491 check-ins during the night.
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might be far away from the target place (nightlife spot). This could connect different regions

from the network, helping to increase the betweenness of thefirst location. Alternatively, the

first visited location could be a popular place, helping to increase the closeness.

5.2.2 Network Visualization

The visualization of transition graphs, specially highlighting central places, is interesting be-

cause it gives fascinating insights into how people move andinteract with the city. The edges

in the transition graphs represent somehow a rudimentary GPS tracking. With that, the final

network, after aggregating the transitions performed by all users, enables the reconstruction

of typical paths that users take to move in the city. When representing the information of

centrality of a place in this network we are also able to visualize and understand better how

users interact with the city. Figures5.15, 5.16, and5.174 show such networks for Belo Hor-

izonte and New York, during the day and night, for the degree,betweenness, and closeness

centrality, respectively. Each color means a category of place, as defined in the caption of

Figure5.15.

(a) BH - Day (b) NY - Day (c) BH - Night (d) NY - Night

Figure 5.15: Node degree - For two cities in different countries. Each node color represents
an specific category of places. Blue=Arts& Entertainment; Red = College & Education;
Light Green = Food; Yellow = Home; Green Moss = Office; Purple =Nightlife Spot; White
= Great Outdoors; Beige = Shop & Service; Grey = Travel spot; Cyan = no category.

Studying the results for New York, for example, it is possible to observe that during

the day there is an intense movement of people between Manhattan, New Jersey, Brooklyn,

and Queens, where Manhattan is the central destination. However, during the night the

movement of people between Manhattan and New Jersey is much lower, but the movement

between Manhattan, Brooklyn and Queens is still quite intense. This might indicate that

people from New Jersey tend to go to Manhattan more often to work during the day than for

leisure time at night.

4The area represented by those networks is the same as the one shown in Figure5.14. Nodes disposition
respects their geo-location in the city.
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(a) BH - Day (b) NY - Day (c) BH - Night (d) NY - Night

Figure 5.16: Node Betweenness - For two cities in different countries. Colors legend: see
caption of Figure5.15.

(a) BH - Day (b) NY - Day (c) BH - Night (d) NY - Night

Figure 5.17: Node Closeness - For two cities in different countries. Colors legend: see
caption of Figure5.15.

As another example, Figures5.16a and5.16b show that, during the day, both New

York and Belo Horizonte have a few places that stand out with higher betweenness values

than the others in the same city. This does not happen in the same proportion for the degree

centrality, as shown in Figures5.15a and Figure5.15b. Moreover, the same discrepancies

cannot be observed for neither centrality metric during thenight (Figures5.15c,5.15d,5.16c,

and5.16d), which might be explained by the lack of peoples’ routines.

Regarding the closeness metric, we can see a large number of places with high close-

ness during the day in both cities (Figures5.17a and5.17b), implying that there are many

options of places to select in case one wishes to install alert dissemination schemes in the

city, for example. Note also that places with high closenessare relatively well spread in

both cities during the day. However, this is not the case during the night (Figures5.17c and

5.17d). The results in this period follow the same tendency observed for the other metrics

and the explanation might be the same, i.e., lack of well-defined routines.

The network visualization can be also done in other ways, which could potentially

ease the understanding of certain aspects of the city. For example Figures5.18a and5.18b

show the top 50 heavy weighted edges and the top 50 hub nodes (largest degrees) for the
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Belo Horizonte and New York, respectively. Stars representthe hubs, black arrows represent

edges, and black circles represent self-loops. The larger the symbol, the larger the associated

value (edge weight or node degree) associated. Note that theflow of people tend to be very

concentrated and skewed, as expected, with a small fractionof the city areas having most

of the heavy weighted edges and hubs. Note also that for Belo Horizonte (Figures5.18a),

most of the heavy weighted edges are self-loops and short distance edges, suggesting that

people tend to perform activities in their neighborhoods. In contrast, cities that are known for

their fast public transportation systems, such as New York,favor the existence of some long

distance heavy weighted edges along the public transport links, as shown in Figure5.18b.

(a) Belo Horizonte (b) New York

Figure 5.18: Top 50 edge weights and node degrees (hubs); stars represent hubs, black arrows
edges, and black circles self-loops. Featured places (nodes) and transitions (edges).

5.2.3 Information Summarization

Tables5.3, 5.4, and5.5show the summarization of values of each centrality metric (degree

(D), betweenness (B), and closeness (C)), calculated for all places during the day and night

in Belo Horizonte, New York, and Tokyo, respectively. The summarization is expressed

by the percentage relative to the total of values by categoryof places. For example, in Ta-

ble5.3we can see that, during the day, all places of the category Food represent 17.7% of all

degree centrality observed. These tables help us to visualize the cities by their most impor-

tant classes of places. Analyzing the top degree centralityduring the day we can observe that

inhabitants of Belo Horizonte concentrate a lot of activities in education, shopping and work-
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Categ. D. (%) B. (%) C. (%)

Day

Food 17.7 14.9 21.6

Shop 13.8 22.5 12.9

Edu 14.5 15.8 10.6

Outd 9.1 15.3 6.3

Home 9.1 4.7 11.04

A&E 3.4 3.6 4.3

NL 4 3.2 5.7

Trvl 5.3 6.5 4.7

Offi 20.4 12.7 20

none 2 1 2.9

Night

Food 18.7 19.5 23.3

Shop 9.5 16.1 7.9

Edu 11.3 11.9 9.1

Outd 9.26 16.5 8.6

Home 15.3 6.2 14

A&E 5.5 5.6 5.2

NL 10.3 14.1 13.6

Trvl 3.9 3.4 4

Offi 14.6 6.1 13

none 1.5 0.3 1.4

Table 5.3: Percentage of central-
ity metrics for all categories of
places for BH (day and night).
D=degree, B=betweenness,
C=closeness.

Categ. D. (%) B. (%) C. (%)

Day

Food 29.5 21.8 33.3

Shop 13.5 13.2 15.1

Edu 2.5 1.9 2.5

Outd 8.8 15.2 6.1

Home 2 1 3.1

A&E 9.5 15.6 6.2

NL 10.2 8.4 10.4

Trvl 7 10.9 5.7

Offi 14.7 11 14.2

none 2 0.9 3.3

Night

Food 31.1 22.7 36.4

Shop 7.4 6.4 7.8

Edu 1.5 0.6 1.5

Outd 5.8 8.3 5

Home 3.2 1.1 3.6

A&E 10 17.3 7.2

NL 23.4 27.1 23.7

Trvl 6.6 9.9 6.1

Offi 9.4 6.3 6.8

none 1.6 0.5 2

Table 5.4: Percentage of central-
ity metrics for all categories of
places for NY (day and night).
D=degree, B=betweenness,
C=closeness.

Categ. D. (%) B. (%) C. (%)

Day

Food 25.4 15.7 39.2

Shop 16.3 13.9 18

Edu 3.1 1.8 3

Outd 4 4.2 4.8

Home 0.2 0.1 0.4

A&E 5.1 4.2 4.8

NL 2.9 1.3 5.7

Trvl 32.8 50.8 11.8

Offi 8.8 7.4 10

none 1.3 0.6 2.4

Night

Food 26.9 10.8 35.4

Shop 13.3 11.1 15.7

Edu 1.1 0.6 1.1

Outd 3 3.2 3.7

Home 0.4 0.1 0.7

A&E 5 3.2 5.4

NL 7.5 3.6 10.8

Trvl 35.8 63.5 20

Offi 5.4 2.8 5.4

none 1.4 0.6 1.8

Table 5.5: Percentage of cen-
trality metrics for all cate-
gories of places for Tokyo
(day and night). D=degree,
B=betweenness, C=closeness.

ing (represented by the category Office), having the categories of places Food5, Office, Shop

and Education as the most popular. Following the same analysis, places related to working,

shopping, and nightlife are quite central in New York. Studying now the centrality in Tokyo

it is interesting to observe the high amount of activity in Travel places, probably related to

public transportation spots. Note the high value for betweenness and the considerable lower

value for closeness. This means that inhabitants of Tokyo might use public transportation to

move to areas with not many central places, such as suburbs, justifying the values observed

for betweenness and closeness.

Regarding to privacy issues, observe the centrality in the category of places Home.

In Belo Horizonte the number of check-ins is expressive in this category. However, in NY

5We consider that food activities are complementary to a mainactivity, such as work or study, for this
reason we are not mentioning it as a main activity.
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and mainly in Tokyo people do not appear to have the same behavior. This fact might be

explained to cultural differences. It is known that Japanese people are concerned with privacy

issues, and apparently Brazilians are not as concerned.

Differences in the habits of inhabitants of the cities can also be captured by those

tables. During the night, places related to education are still quite central in Belo Horizonte,

but not in NY or Tokyo. This is explained because night courses in schools and universities

are common in Belo Horizonte, since many people have to work during the day to pay their

studies. In New York, as expected, the centrality of places related to nightlife and arts &

entertainment is high. On the other hand, shopping places have high centrality in Tokyo for

this considered period. This analysis illustrates how we can visualize characteristics of cities,

and the potential of using it to differentiate them.

5.3 Points of Interest

It is quite common to find particular areas in a city that attract more attention of residents and

visitors, here calledpoints of interest(POI). Among the most visited POIs, we can mention

the sights of the city. However, not all POIs are sights of a city. For example, an area of bars

can be quite popular among city residents, but not among tourists. Furthermore, POIs are

dynamic, in other words, areas that are popular today may notbe tomorrow. In Section5.3.1

we present an algorithm to identify POIs and in Section5.3.2we perform temporal analyses

of data shared on POIs.

5.3.1 POI Identification Algorithm

Another example of application that naturally emerges fromanalyzing PSN data are related

to the identification of POIs in a city. Let’s consider a PSN derived from Instagram. The

identification of points of interest is possible because each picture represents, implicitly, an

interest of an individual at a given moment. So, when many users share photos in a particular

location at a given moment, it can be inferred that this placeis a POI (see Figure4.13).

More specifically, using as an example data of a PSN derived from Instagram, the

Algorithm 1 formalize the process of identifying POIs by the following steps:

1. Each pairi of coordinates (longitude, latitude)(x, y)i is associated with a pointpi;

2. calculate the distance [Sinnott, 1984] between each pair of points(pi, pj);

3. group all the pointspi that have a distance smaller than 250 m into a clusterCk. This

distance threshold was obtained by the method Complete-Linkage [Sørensen, 1948].
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Algorithm 1: Identification of points of interests (POIs).
input : a data dictionaryM with shared data. The keys are the locations and the values are the data attributes
output: a data dictionaryMPOIs containing POIs

1 D ← ∅; // Distance between all points
2 C ← ∅; // All identified clusters
3 Calt ← ∅; // Alternative clusters
4 threshold← ∅;
5 CPOIs ← ∅; // Clusters representing POIs
6 P ←contains all geographic coordinates ofM ;
7 foreachp ∈ P do
8 D.insert(distance ofp between all coordinates ofP );
9 end

10 C ← identifyClusters(D);
11 foreach ck ∈ C do
12 consider only one photo per user that shared data inck;

// creates alternative empty clusters for each ck
13 Calt.insert(∅);
14 end
15 foreachfi ∈ [all photos ofC] do
16 select a random clustercr ∈ Calt;
17 cr.insert(fi);
18 end
19 calculate the normal distribution of # of photos of eachci ∈ Calt;

// µ and σ refer to the normal distribution
20 threshold← [−∞;µ+ 2σ];
21 foreach ck ∈ C do
22 if # of photos inck /∈ threshold then
23 CPOIs.insert(ck);
24 end
25 end
26 MPOIs ← {area of eachci ∈ CPOIs : [all users that shared data inci, time of the data shared considered]};

This step is represented by the functionidentifyClusters in the Algorithm1. The

result of this procedure is shown in Figure5.19a, in which different colors represent

different clustersk for the city of Belo Horizonte;

4. for each clusterCk, we consider only one point (photo) per user. With that, the pop-

ularity of a cluster is now based on the number of different users that shared a photo

in the cluster area. This procedure avoids considering areas visited by very few users,

e.g., homes, as popular ones;

5. finally, for each clusterCk, we create an alternative clusterCr. Then, for each photo

fi, we randomly choose an alternate clusterCr and we assignfi to Cr. The number

of photos assigned to each cluster from that process followsa normal distribution with

meanµ and standard deviationσ. Thus, from the original clustersCk found in the

previous step, we exclude those in which the number of photosis within the distance

2σ above from the averageµ, or is in the range[−∞;µ + 2σ]. The idea of this step

is to exclude those clusters that may have been generated by random situations, i.e.,

those that do not reflect the dynamics of the city.
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(a) All clusters (b) Points of interest

Pampulha church

Pampulha lake

7 square

Liberty square

Savassi

Leisure area

Bandeira square

Palace of the arts

(c) Sights

Figure 5.19: Points of interest of Belo Horizonte.

Figure 5.19b shows POIs obtained through this process. Observe the significant

smaller number of points compared with the ones shown in Figure 5.19a. Besides identi-

fying POIs in a city, we can also separate the sights from POIs. For this, first we generate a

graphG(V,E), where the verticesvi ∈ V are all POIs and there is an edge(i, j) from the

vertexvi to the vertexvj if in a given time a user shared a photo on a POIvj , after having

shared a photo on POIvi.

The weightw(i, j) of an edge represents the total number of transitions performed

from POI vi to POI vj considering transitions of all users. To identify sights, we consider

that most tourists follow a well-known path within the city,being guided by the main sights

of it. Moreover, at each point of interest he/she takes one ormore photos and goes to the

next tourist spot. Thus, we consider that edges(i, j) with high weightsw(i, j) denote these

frequent transitions from one sight to another in a city.

After this, we exclude fromG all edges(i, j) with weightsw(i, j) smaller than a

thresholdt, which is given by the probability of generatingw(i, j) randomly in a random

graphGR(V,ER). The identification of the value that separates edges with high weights

from low weights is made as follows. First, we create a randomgraphGR(V,ER) containing

the same nodes ofG. Then, for each sequence ofnu photosf 1
u , f

2
u , ..., f

nu
u of each useru,

we randomly assign a POI to each photo, what generates the random edgesER of GR. Thus,
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the sequence of locations where the photos were taken is random, but the total number of

photos that were taken is preserved. The idea is to simulate random walks in a city. In this

random fashion, the distribution of edge weights follows a normal distributionNw(µw, σw)

with meanµw and standard deviationσw.

When the probabilitypw of generating an edge weight≥ wt in GR(V,ER) is, accord-

ing toNw(µw, σw), close to zero, then all transitionsvi → vj with w(i, j) ≥ wt are popular,

in which, according to our conjecture, are transitions between sights. For our dataset, the

value ofwt which provides a probabilitypw close to 0 iswt = 10. As we can see in Fig-

ure 5.19c, the vertices (POIs) of the resulting graph represent practically all the sights of

Belo Horizonte. The areas of the resulting POIs cover seven out of all the eight Landmarks

recommended by TripAdvisor6 as the most important cultural and leisure areas of Belo Hor-

izonte.

Notice the difference between Figures5.19b and5.19c, the first containing all POIs and

the second only the sights of the city of Belo Horizonte. Thismeans that inhabitants could

also use this application to explore the city. Again, this application is interesting because it

is able to identify POIs in a spatio-temporal context, whichis fundamental, since POIs are

dynamic and change over time.

Pampulha lake

Pampulha church Soccer stadium

Mall

Soccer stadium

Liberty square
area

7 square

Leisure area

Leisure area 2

Savassi

(a) Sights - Instagram-New

Soccer stadium

7 square
Central market

Leisure area Liberty
square

Savassi

Soccer stadium

Mall

(b) Sights – Foursquare-New

Figure 5.20: Sights identified in different datasets.

Inspired by the analysis performed in Section4.4, we now have two goals: (i) verify

whether with the Instagram-New dataset we can identify the same sights showed in5.19c,

which used the Instagram-OLD dataset; and (ii) verify whether the Foursquare dataset can

also be used for this purpose, by using the Foursquare-New dataset. Following the steps

described earlier.

Figure5.20shows sights identified for different PSNs. As a baseline of comparison,

consider5.19c. Figures5.20a and5.20c show the sights identified for Instagram-New and

6www.tripadvisor.com.
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Foursquare-New datasets, respectively. During the collection of Instagram-OLD Belo Hori-

zonte was not receiving soccer games. This explains why no soccer stadium was identified.

Apart of that, we can see that many of the sights identified arein common in all three datasets,

for example, Liberty Square, one of the most important sights of Belo Horizonte. The sights

that were only previously identified, Palace of the Arts, andBandeira Square, might not

have been identified in the new datasets because no special event happened in those places.

Palace of the Arts is a gallery with itinerant expositions, and Bandeira Square is not a spot

that attracts naturally many people, especially tourists.It is interesting to note that, all social

networks identified relevant sights of the city of Belo Horizonte, and they might be able to

complement each other, since no one found all sights.

5.3.2 The Vibe of POIs

Figures5.19b and5.19c, for example, show that a particular area (southeast) of the city has a

high concentration of POIs. This can be useful to guide tourists in the city, for example, when

choosing a hotel location. Another interesting information for city explorers is the time when

certain POI is more popular. Intuitively, we know that certain types of places are frequented

by people only at specific times of particular days. Figure5.21shows the number of shared

photos per hour for all days of our dataset in different typesof places. Figure5.21a shows

a soccer stadium. In that figure, the word “WK” indicates thatthe delimitation for dashed

lines represents a weekend, five in total. Most of the activities shown represent games that

happened during the analyzed interval. Observe also the lack of activity between games,

indicating that this is anevent-orientedPOI. Other types of POIs are also event-oriented:

night clubs (Figures5.21b and5.21c), and a convention center (Figure5.21d). Note that the

activities in night clubs concentrate more during weekends, on the other hand in a convention

center most of the activity happens during weekdays.

Concerning other types of POIs, we can see in Figures5.21e and5.21f that people

share photos in a mall in many different times of the day, during weekdays and weekends.

This is expected due to the high number of different attractions that a mall usually offers

every day of the week. We also show the frequency of two of the most famous touristic

attractions of Belo Horizonte in Figures5.21g and5.21h. The sharing pattern in touristic

spots are not as intense as POIs with a high concentration of people and attractions such

as malls, or as periodic as an event oriented POI, such as night clubs. These are powerful

features for classifying POIs by their type and suggesting users about the best time and day

to make a visit to it.

Finally, as we can see, the temporal photo sharing pattern presents somehow a signa-

ture of POIs, meaning that may be possible to automatically identify anomalous events. This
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Figure 5.21: The temporal photo sharing pattern for different types of POIs.

can be used to capture in near real time unexpected events, such as an accident, or an event

happening in an unusual place, for instance a street party ora concert on a park. After identi-

fying those events, we could use the shared pictures to check, in near real time, snapshots of

those events. Figure5.21a illustrates the potential of this application, showing some pictures

for the greatest peak of activity in that POI. In this case, a user could be aware that this event

is a game of the Cruzeiro soccer team.

5.4 Socio-Economic Aspects

Data collected from social media applications can be used toinfer the social network topol-

ogy and dynamics of entire cities, ultimately enabling the analysis of social, economic, and

cultural aspects of its inhabitants.

Semantic location services will be critical for the next wave of killer applica-

tions [Kim et al., 2011], and there are many possibilities to design them. The possibilities
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listed here exploit the information about category of the venues present in the Foursquare-

Crawled dataset.

Together with geographic neighborhoods, cities can be divided into semantic neigh-

borhoods. To illustrate this idea, consider Figure5.22a. This figure shows a heat map for

two categories of venues: Arts & Entertainment, ranging from yellow to red, and Great Out-

doors, ranging from light to dark blue. Again, darker colorsrepresent larger numbers of

check-ins. Note that it is possible to distinguish popular areas of venues related to the Arts

& Entertainment and Great Outdoors categories. Using simple clustering algorithms to clas-

sify these regions, such as the one in [Cranshaw et al., 2012], it may be possible to offer to

a tourist, for instance, an intuitive and automatic visualization of the points of interest in a

given city.

Moreover, one might argue that a small coverage of a certain area by a PSN (i.e., only

a small amount of data shared in that area) might indicate a lack of technology access by

the local population, since the frequent use of location sharing services often relies on smart-

phones and 3G or 4G data plans, which, usually, are expensive. The preliminary results in the

use of PSN in these scenarios demonstrate good opportunities to enable the visualization of

interesting facts, some of them discussed in Section4.1.2. For instance, analyzing carefully

the data for the particular case of Rio de Janeiro, illustrated in Figure5.22b, we observe that

it is common to find very poor areas next to wealthy ones. Note the small sensing activity

in the circle areas indicated as poor. This information may be useful to guide better public

politics in those areas. The same information can be obtained using traditional methods,

such as surveys, but in this new way we may be able to obtain thesame results more quickly

and cheaply.

(a) Classification by categories (b)Classification by lack of sensing

Figure 5.22: Examples of possible area classifications.

Other possibilities to classify areas emerge when jointly considering the time and
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venue where the check-ins are performed. It may be possible to visualize crowds in a city in

near real-time. Besides that, we observed in Section4.1.4that the seasonal patterns may be

due to the circadian rhythm present in human routines. This seasonality has a great potential

for prediction applications, since it is very likely that people repeat their activities in a peri-

odic manner. We do believe that there are fruitful opportunities for prediction given by the

circadian rhythm of people, enabling the prediction, for instance, of how crowded a place

will be. This type of information is valuable in many scenarios, such as services for smart

cities to avoid traffic in certain areas and offer alternative routes for users.

The following scenario illustrates another possibility that exploits the same data. For

that, we created a simple method to estimate the number of check-ins in certain time and

space. This method average the number of check-ins for the area of interest at a given time,

taking into account every category separated. Figures5.23a, 5.23b, and5.23c show the

check-ins estimation for “Food" places at 7:00 p.m., “Nightlife" category at 11:00 p.m., and

“Nightlife" category at 1:00 a.m. for the same area respectively. Consider that Bob and Alice

have tickets to watch their favorite rock band at Madison Square Garden, located in the area

depicted, on Saturday at 8:30 p.m. to 10:30 p.m.. They want tohave dinner in a popular place

before the concert, and after that go clubbing nearby the arena. Since they do not know New

York, they decide to use the information provided by an imaginary application represented

on Figures5.23a, 5.23b, and5.23c. A candidate area to have dinner is marked by a blue

rectangle in the Figure5.23a. Regarding to where to go clubbing after the concert, the result

shown in Figure5.23b indicates at least two potentially good areas (blue rectangles). Since

the couple plan to club until late at night, a tiebreaker criterion could be the estimation of the

number of check-ins late at night for the same category, as shown in Figure5.23c. The result

indicates one of the two areas as the best choice.

(a) Food, Sat. 7 p.m. (b) Nightlife, Sat. 11 p.m. (c)Nightlife, Sun. 1 a.m.

Figure 5.23: Check-ins estimation for different times and type of places.
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5.5 Cultural Differences

When studying the social behavior of particular areas, one of the first questions that emerges

is: how different is one’s culture from another? To address this question, it is necessary to

define culture first. However, culture is such a complex concept that no simple definition or

measurement can capture it. Among the various aspects that define the culture of a society

(or person), one may cite its arts, religious beliefs, letters, and manners. Moreover, eating

and drinking habits are also fundamental elements in a culture and may significantly mark

social differences, boundaries, bonds, and contradictions [Carole, 1997; Cochrane and Bal,

1990]. Thus, we use this aspect to study the idiosyncrasies of different societies.

In this section, we propose a new methodology for identifying cultural boundaries and

similarities across populations using self-reported cultural preferences recorded in PSNs.

Our methodology, which is here demonstrated using data collected from Foursquare, consists

of the following steps. First, we map food and drink check-ins extracted from Foursquare

into users’ cultural preferences. By exploring this mapping, we are able to identify particular

individual preferences, such as the taste for barbecue or sake. Food and drink individual pref-

erences, as shown in this thesis, are good indicators of cultural similarities between users.

We then show how to extract features from Foursquare data that are able to delineate and

describe regions that have common cultural elements, defining signatures that represent cul-

tural differences between distinct areas around the planet. To that end, we investigate two

properties of food and drink preferences: geographical andtemporal characteristics. Next,

we apply a simple clustering technique, namelyk-means, to show the “cultural distance” be-

tween two countries, cities or even regions of a city, allowing us to draw cultural boundaries

across them.

Unlike previous efforts, which used survey data, our work isbased on a dynamic and

publicly available Web dataset representing habits of a much larger and diverse population.

Besides being globally scalable, our methodology also allows the identification of cultural

dynamics more quickly than traditional methods (e.g., surveys), since one may observe how

countries or cities are becoming more culturally similar ordistinct over time.

The correct identification of cultural boundaries is usefulin many fields and applica-

tions. Rather than using traditional methods to identify cultural differences, the proposed

method is an easier and cheaper way to perform this task across many regions of the world,

because it is based on data voluntarily shared by users on Webservices. Moreover, since

culture is an important aspect for economic reasons [Arrow, 1972; Garcia-Gavilanes et al.,

2013], our methodology is valuable for companies that have businesses in one country and

want to verify the compatibility of preferences across different markets. Another applica-

tion that could rely on our methodology is a place recommendation system, which is useful
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for visitors and residents of a city. Foursquare estimates that only 10% to 15% of searches

on Foursquare are for specific places [Chaey, 2012]. Much more often users are search-

ing within broader categories, such as “sushi” [Chaey, 2012]. Based on this information,

systems like Foursquare and other location-based search engines, as the one proposed in

[Shankar et al., 2012], could benefit from the introduction of new criteria and mechanisms

in their recommendation systems that consider cultural differences between areas. For in-

stance, a person who enjoyed a specific area of Manhattan could receive a recommendation

of a similar area when visiting London.

Is important to emphasize that cross-cultural studies (i.e., the study of cultural dif-

ferences) do not constitute a new research area. Indeed, they have been carried out by

researchers working in the social sciences, particularly in cultural anthropology and psy-

chology [Murdock, 1949]. Despite globalization and many other technological revolu-

tions [Blossfeld et al., 2005], group formation might lead to the emergence of cultural bound-

aries that exist for millennia across populations [Barth, 1969]. Axelrod [1997] proposed a

model to explain the formation and persistence of these cultural boundaries, which are ba-

sically a consequence of two key phenomena: social influence[Festinger, 1967] and ho-

mophily [McPherson et al., 2001]. While homophily dictates that only culturally similar

individuals are likely to interact, social influence makes individuals more similar as they

interact. In a long term, these two phenomena lead to very culturally distinct groups of

individuals, delimited by the so-calledcultural boundaries.

The rest of this section is organized as follows. Section5.5.1describes our dataset and

the core of our methodology for extracting cultural preferences from participatory sensor

networks. Section5.5.2shows how to extract cultural signatures for different areas of the

globe and explore the similarities among them, while Section 5.5.3applies this knowledge to

analyze the implicit cultural boundaries that exist for different cultural aspects of the society.

5.5.1 Extracting Cultural Preferences

5.5.1.1 Mapping User Preferences

One of the biggest challenges in the analysis of cultural differences among people and re-

gions is finding the appropriate empirical data to use. The common approach to overcome

this challenge is the use of surveys based on questionnairesfilled during face-to-face inter-

views [Valori et al., 2012], such as the Eurobarometer dataset [Schmitt et al., 2005]. Through

these questionnaires, individual preferences, such as thetaste for coffee and fast food, can

be mapped into multidimensional vectors representing (andcharacterizing) each intervie-

wee. From these vectors, it is possible, for instance, to quantify how similar or different two

individuals are.
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Although survey data are broadly used in the analysis of cultures, there are some se-

vere constraints in its use, which are well known to researchers. First, surveys are costly

and do not scale up. That is, it is hard to obtain data of millions, or even thousands of peo-

ple. Second, they provide static information, i.e., they reflect the preferences of users at a

specific point in time. If some of the preferences change for asignificant amount of the in-

terviewed people, such as the taste for online gaming instead of street ball playing, the data

is compromised.

In order to overcome the aforementioned constraints, we propose the use of publicly

available data from PSNs to map individual preferences. PSNs can be accessed everywhere

by anyone who has an Internet connection, solving the scalability problem and allowing data

from (potentially) the entire world to be collected. Moreover, these systems are dynamic,

being able to capture the behavioral changes of their users when they occur, which solve the

second mentioned constraint. However, data from such systems can be used if and only if

they meet the requirements:

• [R1] It is possible to associate a user to its location;

• [R2] It is possible to extract a finite set of preferences from the data that is generated

by the system;

• [R3] It is possible to map users’ actions in the system into the preferences defined in

[R2].

Considering that these requirements are met, a dataset containing individual activities

of N users of a PSN can be used to map preferences as follows. First, associate each userni

with a locationli, which may be a country, a city or even a region within a city. Then, define

a set ofm individual preferences (or features)f1, f2, . . . , fm that can be extracted from the

dataset, which may represent the taste for the most varied things, such as Japanese food or a

certain football team. Finally, map the activities of each individualni into anm-dimensional

vector of preferencesFi = f1i , f2i, . . . , fmi that characterizes the person’s tastes, the same

type of vector that is usually created from survey data [Valori et al., 2012].

Since the preference vectorFi is generated from self-reported temporal data of an

individual ni, we may populate and modify it in various ways. For instance,we can use

a binary representation, wherefki = 0|1 represents whether userni has or not preference

fk (e.g., whether a person likes/dislikes a certain type of food), respectively. Alternatively,

we may consider the intensity at which a user likes a feature,inferred from the number

of times the corresponding preference is reported in the person’s data, i.e.,fki = [0;∞).

In AppendixC, we adopt a binary representation. Finally, one can group individuals by
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their geographical regions and sum up their preference vectors to characterize their regions.

We adopt this approach in Section5.5.2to build preference vectors for regions (instead of

individuals).

5.5.1.2 Data Description

Here we consider the dataset Foursquare-Crawled, described in Section4.1. Since we are

primarily interested in food and drink habits, we manually grouped relevant subcategories

of the Food and Nightlife Spots categories into three classes: Drink, Fast Food, and Slow

Food places. We did this by excluding some subcategories that are not related to these three

classes (e.g. Rock Club and Concert Hall) and moving some subcategories (e.g. Coffee Shop

and Tea Room) from the Food category to the Drink class. Besides that we also disregard

the category Restaurant, because it is a sort of meta category that could fit in any of the

two classes of food. After this manual classification process, the Drink class ended up with

279,650 check-ins, 106,152 unique venues and 162,891 unique users; the Fast Food class

with 410,592 check-ins, 193,541 unique venues, and 230,846unique users; and the Slow

Food class with 394,042 check-ins, 198,565 unique venues, and 231,651 unique users. More-

over, the Drink class has 21 subcategories (e.g., brewery, karaoke bar, and pub), whereas the

Fast Food class has 27 subcategories (e.g., bakery, burger joint, and wings joint) and the

Slow Food class has 53 subcategories, including Chinese restaurant, Steakhouse, and Greek

restaurant.

To provide an idea about the size of the user population PSNs can reach, consider the

World Values Survey7 project. That study is maybe the most comprehensive investigation

of political and sociocultural change worldwide, which wasconducted from 1981 to 2008

in 87 societies, with about 256,000 interviews. Observe that our one-week dataset has a

population of users of the same order of magnitude of the number of interviews performed

in that project in almost three decades.

5.5.1.3 Mapping Foursquare Data into User Preferences

Several characteristics of human beings are not directly observable, such as personality traits.

Thus, we rely on face-to-face interactions or online signals to discover the presence of those

hidden qualities [Pentland, 2010]. In this direction, a check-in given in a PSN can be consid-

ered as a signal because it is a perceivable feature/action that expresses the preference of a

user for a certain type of place. With that in mind, we use Foursquare check-ins to represent

user preferences regarding food and drink places. Specifically, we use the three main classes

defined in Section5.5.1.2, namely,Drink, Fast Food, andSlow Food.

7http://www.worldvaluessurvey.org.
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Figure 5.24: Frequency of check-ins at all subcategories ofthe three analyzed classes. The
names of some places are abbreviated but the semantics of thenames is preserved.

Figures5.24a, 5.24b, and5.24c show the frequency of check-ins at each subcategory

of the Drink, Fast Food, and Slow Food classes, respectively, so we can have a general idea

about the popularity of user preferences for different foodand drink related places. These

figures show the popularity of different places according topeople’s preferences worldwide.

Note that Coffee Shop and Bar are the two most popular subcategories of Drink places, with

86,310 and 81,124 check-ins, respectively. The two most popular Fast Food subcategories

are Café8 and Fast Food Restaurant, with 91,303 and 56,648 check-ins,respectively. Finally,

American Restaurant (47,373 check-ins), and Mexican Restaurant (28,712 check-ins) are the

two most visited subcategories of Slow Food places.

In this dataset, a user is represented by a vector ofm =101 features corresponding to

the 101 subcategories that comprise the three classes we have defined. A featurefi ∈ F =

{f1, f2, . . . , f101} is equal to 1 if a user made at least one check-in atfi, and 0 otherwise. In

this way, a feature vector represents the positive and negative preferences of a user for fast

food, slow food and drink subcategories. With that, a finite set of preferences is extracted

(requirement[R2], see definition in Section5.5.1.1) and users’ actions are mapped into this

set (requirement[R3]). To associate a user with a location (requirement[R1]), we analyzed

the GPS coordinates of all check-ins performed by the user. If all check-ins performed are

from the same country, according to the free reverse geocoding API offered by Yahoo9, we

assume that the user taken into consideration is from that country. Otherwise, we do not

consider the user in our analysis. In this way, we minimize the wrong association of a user

with a country. Following this procedure, approximately 1%of the users were disregarded

from our analysis.

8Like in many European countries, this term is referred as a restaurant primarily serving coffee as well as
pastries.

9http://developer.yahoo.com.
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(c) Slow Food
Figure 5.25: Correlation of preferences between countries.

5.5.2 Extraction of Cultural Signatures

AppendixC analyzes the individual preferences of users, showing, among other results, that

food and drink preferences are good indicators of cultural similarities. Given that, we hy-

pothesize that it is possible to define cultural signatures of different areas around the planet.

In this section, we show how to extract features from Foursquare data that are able to describe

regions from their cultural elements. In particular, we investigate two properties of food and

drink preferences: their geographical (Section5.5.2.1) and temporal (Section5.5.2.2) as-

pects.

5.5.2.1 Spatial Correlations

Here our goal is to define a set of features that are able to characterize the cultural preferences

of a given geographical area in the planet, such as a country,a city or a neighborhood. Thus,

for a given delimited areaa (e.g., the city of Chicago), we sum up the values of the features in

the preference vectors of the users who checked in at venues of that area. In other words, we

count the number of check-insCa = ca1, c
a
2, . . . , c

a
101 performed in venues of each of the 101

subcategoriess1, s2, . . . , s101 of the Fast Food, Slow Food and Drink classes (Section5.5.1.2)

that are located within the perimeter of areaa. Next, we represent each areaa by a vector

of 101 featuresF a = fa
1 , f

a
2 , . . . , f

a
101, where each featurefa

i is equal tocai /max(Ca). That

is, we normalize the number of check-ins at each subcategoryby the maximum number

of check-ins performed in a single subcategory in areaa (max(Ca)). Thus, each areaa is

represented by a feature vectorF a containing values from 0 to 1, indicating the preferences

of people who visited that area, i.e., the profile of preferences for that area. From now on, we

useF a
drink, F

a
sfood andF a

ffood to refer, respectively, to the subset of features that correspond

to subcategories belonging to the Drink, Slow Food and Fast Food classes in areaa.

In order to verify if two areasa and b are culturally similar, we compute the Pear-

son’s correlation coefficient between the two feature vectorsF a andF b of those areas. We
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(c) Slow Food
Figure 5.26: Correlation of preferences between cities.

compute the correlation considering all features (F a andF b) as well as a subset of them

(e.g.,F a
drink andF b

drink). In particular, Figure5.25shows the correlations between areas cor-

responding to 27 different popular countries for the Drink (5.25a), Fast Food (5.25b), and

Slow Food (5.25c) classes; the darker the color, the stronger the correlation (blue for positive

correlations, red for negative correlations). The same correlations computed for city level

areas (16 cities around the world) are shown in Figure5.26.

Analyzing the results for the Drink class (Figure5.25a), we find countries with very

strong correlations, such as Argentina and Chile, as well ascountries with low correlation,

such as Brazil and Indonesia. Moreover, although regions close geographically tend to have

stronger correlations, this is not always the case. For example, the correlation between Brazil

and France is stronger than the correlation between Englandand France, which are geograph-

ically closer. Similarly, Figure5.26a10 shows that cities in the same country tend to have very

correlated drinking habits in most cases, but there are exceptions: Manaus (Brazil), for in-

stance, has weak correlation with other cities in Brazil. This might be due to this city being

located in the North region of Brazil, which is known for having a strong cultural diversity

compared to other parts of the country.

Turning our attention to food practices, we observe in Figures 5.25b and5.26b the

global penetration of fast food venues, at both country and city levels, explained by the

diffusion of fast food places worldwide [Watson, 2006]. This is not observed in the same

intensity for the Slow Food class (Figures5.25c and5.26c). The Slow Food class presents

the highest distinction, or smaller correlation, across most of the countries and cities. This

is expected, since Slow Food venues usually are representative of the local cuisine. Note,

for instance, that cities from Brazil and USA have highly correlated drinking and fast food

10The ratio of check-ins per inhabitant is similar among all the cities taken into consideration. For example,
comparing Manaus (one of the cities with fewer check-ins) with Sao Paulo (largest number of check-ins in
Brazil) we find the following ratios:0.35× 10−3 and0.37× 10−3 (Drink class);0.73× 10−3 and0.75× 10−3

(Fast Food class); and0.54× 10−3 and0.71× 10−3 (Slow Food class).
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(a) NY (b) Tokyo (c) London
Figure 5.27: Areas of cities taken into consideration: London/England; New York/USA; and
Tokyo/Japan.

habits, but almost no correlation in slow food habits.

Finally, we turn our attention to the cultural habits withincity boundaries. It is

known that, in many cities, there is a strong cultural diversity across different neighbor-

hoods [Cranshaw et al., 2012], reflecting distinct activities typically performed in these ar-

eas. To analyze these local cultures, we focus on three populous cities, namely London,

New York, and Tokyo. We divide each city’s geographical areausing a grid structure. Next,

we select the most popular cells in the grid of each city and label them with a number, as

shown in Figure5.27. We then compute the correlation between the selected cells. Note that

we here assume a grid with regular (rectangular) cells to show the potential of the proposed

analysis. However, our approach can be applied to any other segmentation of the city areas

(e.g., by city districts).

Figure5.28 shows the correlations for pairs of cells within the same city and from

different cities. Note that, for the Drink class, differentareas within the same city tend to have

very strong correlations. There are also areas from different cities with strong correlations

(e.g., areas NY-5 and TKO-1). For Fast Food places, the correlations between areas within

the same city are much stronger for Tokyo, although the correlations between New York and

London areas are fairly moderate. In contrast, there are areas with negative correlation, e.g.,

NY-3 with most of Tokyo areas.

Finally, for the Slow Food class, once again Tokyo areas are very strongly correlated

among themselves. In comparison with the Fast Food class, there is a more clear distinction

(weaker correlation) between London and New York areas as well as among distinct areas in

London. This last observation is probably due to a specific characteristic of London, which

has neighborhoods with a strong presence of a cuisine of a particular region of the globe.

Observe also that two specific areas of New York, namely NY-7 and NY-8, are particularly

not correlated with the others from this city. This is probably related to the location of

Chinatown in those areas (mainly NY-7). Indeed, this particular area (NY-7) has a strong
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Figure 5.28: Correlation of preferences in regions of London, NYC and Tokyo.

correlation with a particular area of London, LND-5, where Chinatown/London is located.

5.5.2.2 Temporal Analysis

We now turn our attention to the temporal and circadian aspects of cultural habits. The time

instants when check-ins are performed in food and drink places may also provide valuable

insights into the cultural aspects of a particular region. For example, in a particular area, one

may like to drink beer during the weekends but not during the weekdays.

To that end, we first count the number of check-ins per hour during the whole week

covered by our dataset in venues of each class (Drink, Fast Food and Slow Food) for different

regions. Next, we group days into weekdays and weekends, summing up the check-ins

performed on the same hour of the day in each group and for eachregion. We then normalize

this number by the maximum value found in any hour for the specific region, so that we

can compare the patterns obtained in different regions. Forillustration purposes, we show

the results for three countries (Brazil, USA, and England) and for three American cities

(Chicago, Las Vegas, and New York) in Figures5.29and5.30, respectively. Results for each

class are shown separately for weekdays and weekends.

Focusing first on weekday patterns, Figure5.29 shows that American and English

people have similar peaks of activities, despite differences in their preferences for differ-

ent categories of places, as previously shown (Figure5.25). In contrast, Brazilians tend to

have significantly different temporal patterns, particularly in terms of activities in Slow Food

places (Figure5.29c): whereas Americans and English people tend to have their main meal

at dinner time, Brazilians have it at lunch time. Observe also that Brazilians have their meals

later, compared to Americans and English people.

Concerning the times when people go to drink venues, it is possible to note similarities

among most of the cities from the same country, but also some different patterns. For exam-

ple, most of the analyzed cities from USA exhibit a weekday pattern similar to New York
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Figure 5.29: Number of check-ins throughout the hours of theday in different countries (WD
= weekday; WE = weekend).

2 4 6 8 10121416182022
0

0.2

0.4

0.6

0.8

1

Hour

# 
ch

ec
ki

ns

 

 

Chicago
Las Vegas
New York

(a) Drink, WD

2 4 6 8 10121416182022
0

0.2

0.4

0.6

0.8

1

Hour

# 
ch

ec
ki

ns

(b) Fast Food, WD

2 4 6 8 10121416182022
0

0.2

0.4

0.6

0.8

1

Hour

# 
ch

ec
ki

ns

(c) Slow Food, WD

2 4 6 8 10121416182022
0

0.2

0.4

0.6

0.8

1

Hour

# 
ch

ec
ki

ns

 

 

Chicago
Las Vegas
New York

(d) Drink, WE

2 4 6 8 10121416182022
0

0.2

0.4

0.6

0.8

1

Hour

# 
ch

ec
ki

ns

(e) Fast Food, WE

2 4 6 8 10121416182022
0

0.2

0.4

0.6

0.8

1

Hour

# 
ch

ec
ki

ns

(f) Slow Food, WE
Figure 5.30: Number of check-ins throughout the hours of theday in different American
cities (WD = weekday; WE = weekend).

and Chicago, shown in Figure5.30a, with three distinct peaks around breakfast, lunch and

happy hour (around 6 p.m.). This behavior is consistent withthe general pattern observed

for the country, shown in Figure5.29a. However, Las Vegas is one exception, since there is

an intense activity during the dawn, besides many other peaks of activities that do not occur
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in other cities.

Turning our attention to eating habits on weekdays, Figure5.30shows that most cities

in the USA present activity patterns very similar to the general pattern identified for the coun-

try, both in terms of Slow and Fast Food places. However, as observed for drinking patterns,

there are exceptions, such as Las Vegas, which exhibits distinct trends that reflect inherent

idiosyncrasies of this city. We also note relevant similarities and differences in eating habits

of people from cities in different countries. For example, comparing Figures5.30b and5.30c

with similar graphs produced for different Brazilian cities, we find that while all curves for

the Fast Food class are very similar, the curves for Slow Foodplaces are quite different,

reflecting distinct habits for each country, as discussed previously.

The curves for weekends have very distinct peaks of activities from those of weekdays,

both at the country and city levels. For instance, as shown inFigure5.29, English people have

a very distinct drinking pattern from Americans on weekends. Moreover, the differences

among the countries in terms of preferences at Slow Food places are also clear on weekends:

Brazilians tend to go to Slow Food places more often at lunch time, whereas Americans and

English people do it more at dinner time.

We note that there is no clear (dominant) temporal check-in pattern for Fast Food places

on weekends, when considering different cities of a country. However, we do note that most

activities happen after noon, which was expected. In contrast, there is a dominant pattern

for check-ins at Slow Food places on the weekends, and it is similar to the one observed

on weekdays. This is possibly because such places (often restaurants) have well-defined

opening hours, serving meals around lunch and dinner times only, which coincide with the

times of check-in peaks (Figures5.29c, 5.29f, 5.30c, and5.30f). Assuming that the height

of such peaks reflects the importance of that meal for a certain culture, we note once again a

key distinction between Americans and Brazilians.

5.5.2.3 Discussion

In addition to temporal and spatial patterns of check-ins atdifferent types of places, we also

compute the Shannon’s entropy [Shannon, 1948] of preferences for each venue subcategory

among all considered areas. The goal is to analyze whether the check-ins at specific sub-

categories are more concentrated at specific areas (low entropy) or not (high entropy). We

compute the entropy for subcategories of each class (Drink,Fast Food and Slow Food) at

country and city levels. The average entropy for subcategories of the Drink class is 3.23

(standard deviationσ = 0.93) for countries and is 3.88 (σ = 1.09) for cities. Sake bar is

one example with low entropy (1.13 for countries and 1.89 forcities), which indicates that

this subcategory is popular on very few countries and cities. Surely Japan contributes con-
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siderably to this result. On the other hand, the average entropy for subcategories of the Slow

Food class is much larger, 2.63 (σ = 0.78). This higher entropy reflects the widespread

popularization of various cuisines. For example, a check-in at an Italian restaurant does not

necessarily mean that it represents a behavior of an Italian, since it is a very international

type of restaurant, confirmed by the high entropy (3.63). Note, however, that if the check-in

at an Italian restaurant is made at lunch time it could be morelikely to represent a Brazilian

behavior than American, since Brazilians have their main meal at lunch time, as presented in

Section5.5.2.2. Time plays an important role in this case.

Given these considerations and all the observations reported here, we propose the use

of spatio-temporal correlations of check-ins as cultural signatures of regions.

5.5.3 Identifying Cultural Boundaries

5.5.3.1 Clustering Regions

In this section, we use the cultural signatures of regions described above to identify sim-

ilar areas around the planet according to their cultural aspects, delineating their so-called

“cultural boundaries”. To that end, we first represent each areaa by a high dimensional

preference vector composed of 808 features, namely the normalized number of check-ins at

each of the 101 subcategories in four disjoint periods of theday, on weekdays and on the

weekends. We then apply the Principal Component Analysis (PCA) [Jolliffe, 2002] tech-

nique to these vectors to obtain their principal components11. Finally, we use thek-means

algorithm, a widely used clustering technique, to group areas in the space defined by these

principal components. We perform this analysis for areas defined at the country, city and

neighborhood levels.

The score values for the first two principal components (P.C.) generated by the PCA for

countries, cities, and regions are shown in Figures5.31a,5.31b, and5.31c, respectively. The

variance in the data explained by these first two components is shown in each figure. Each

color/symbol in those figures indicates a cluster obtained by k-means, which used thep first

principal components that explain 100% of the variation in the data (p=15 for countries,

p=26 for cities andp=22 for regions). Thek value in thek-means varied according to the

characteristics of the considered areas. For countries, wesetk=7 (same number of clusters

used in [Inglehart and Welzel, 2010]). Following the same logic, we setk=4 for cities, since

we considered cities from 4 different continents/countries, andk=3 for regions inside a city,

because we considered 3 cities. We used the cosine similarity to compute the similarity

between locations.

11Alternative methods could be applied to reduce the dimensionality of these vectors. A comparison of
these methods is out of the scope of the present work.
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Figure 5.31: Clustering results for countries, cities, andregions inside cities.

It is possible to observe in Figure5.31a that countries with closer geographical prox-

imity are not necessarily associated with the same cluster.For example, Australia and In-

donesia arenot in the same cluster. Although they are geographically neighboring countries,

they are culturally very distinct. When analyzing large cities from the considered countries,

Figure5.31b shows that they are well clustered by the geographical regions where they are

located: Asia, Brazil, Europe and USA. Intuitively, this result makes sense, since, for in-

stance, cosmopolitan European capitals tend to present more similar cultural habits among

each other than among cities from different continents. Turning our attention to regions in-

side London, NY, and Tokyo, we observe in Figure5.31c that all regions in the same city

are in the same cluster. This result was also expected when considering all features. Besides

that, when we analyze a subset of features, for example, drinking habits during weekends

in all regions of London, NY, and Tokyo, Figure5.32shows this result, we find that some

regions of London and NY are clustered together. This is corroborated by the results shown

in Section5.5.2: for certain categories, there are regions from different cities that are very

similar and, thus, end up clustered together.
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Figure 5.33: The cultural map of the World given by the World Values Sur-
vey [Inglehart and Welzel, 2010].

5.5.3.2 Comparing with Survey Data

Similarly to us, Ronald Inglehart and Christian Welzel proposed a cultural map of the world

based on the World Values Surveys (WVS) data from 2005 to 2008[Inglehart and Welzel,

2010]. This map is shown in Figure5.33 and contains only the countries we analyze in

this thesis. It reveals two major dimensions of cross-cultural variation: a traditional versus

secular-rational values dimension and a survival versus self-expression values dimension.

Moreover, it offers a division of the world into clusters, similarly to what we have done in

the previous section. Comparing Figures5.31a and5.33, observe that the similarities are

striking, with only two major differences. First, the “Islamic” cluster dissolved, with Turkey

joining Russia and Indonesia joining Malaysia and Singapore. Second, USA and Mexico

left the “English Speaking” and the “Latin America” clusters, respectively, and paired up to

form a new one. Note, nevertheless, that these differences might not be surprising as these

new boundaries.

We formally investigate the differences between boundaries given by the WVS study
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Table 5.6: The Spearman’s rank correlation coefficientρ (and its respective p-value) between
the rank of similar countries generated from WVS and by our approach.

Country dataset1 dataset2
- ρ p-value ρ p-value

Argentina 0.56 0.03 0.77 0.0007
Australia 0.32 0.23 0.60 0.02

Brazil 0.48 0.06 0.81 0.0002
Chile 0.32 0.23 0.53 0.04

England 0.87 0 0.70 0.004
France 0.85 2e-06 0.61 0.01

Indonesia 0.84 4e-05 0.75 0.001
Japan 0.38 0.15 0.39 0.13
Korea 0.68 0.004 0.45 0.08

Malaysia -0.16 0.54 0.11 0.68
Mexico 0.55 0.03 0.71 0.003
Russia 0.78 0.0006 0.76 0.001

Singapore 0.34 0.20 0.65 0.008
Spain 0.78 0.0005 0.75 0.001
Turkey -0.18 0.50 -0.31 0.24
USA 0.70 0.004 0.67 0.005

and by our approach. In order to do so we rank, for a given country, all the other countries

according to their cosine similarity towards it. We computethe similarity using the dimen-

sions produced by the WVS data [Inglehart and Welzel, 2010] and the dimensions computed

by our approach. Then, we compute the Spearman’s rank correlation coefficientρ between

these two ranks to see, for instance, if the most similar (anddistinct) countries to England

using the WVS data are ranked similarly when we use our approach. In our approach, we

use two different datasets. Indataset1, we use the full set of features, as done so far. In

dataset2, we use solely the features extracted from the fast food check-ins performed during

the weekends12. Table 1 shows these results. We highlight in bold all the coefficients which

are statistically significant, i.e., with ap-value < 0.05. Observe that the correlationρ is

significant and positive for several countries. Fordataset1 anddataset2, 9 and 12 coun-

tries have similar ranks with the ones given by the WVS, respectively. This shows that our

approach, which is based solely on one week of participatorydata, has a clear potential to

reproduce cultural studies performed using surveys, such as the ones relying on the WVS,

which is based on 4 years of survey data.

We would also like to point out the reasons for the differences between our cultural

map and the WVS map, as well as for the negative correlations seen in Table 1. First, the

traits of each dataset are significantly different. While the WVS looked at several cultural

dimensions, from religion to politics, from economics to lifestyle, we looked only at food

and drink preferences. Second, the WVS data has a distance of4 to 7 years to our data.

During this time, significant cultural changes may have happened, given that the world is

12This particular set of features was chosen because it was theconfiguration which gave the best results.
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getting more connected at every day. Third, the most significant differences are related to

multi-ethnic, multicultural, and multilingual countries, such as Malaysia and Turkey. In

these countries it is probably hard to find culturally homogeneous samples of individuals,

which might be the cause of the discrepancies seen between our results and those described

in [Inglehart and Welzel, 2010].

5.6 Discussion

In sum, the use of participatory sensor networks can help us better understand the dynamics

of cities and urban social behavior, and from this we are ableto offer smarter services to meet

people’s needs. We demonstrated this by proposing different techniques and methodologies

to that end, including:

• a technique for summarizing the city dynamics based on transition graphs;

• a technique for identification of points of interest in the city;

• a new methodology for identifying cultural boundaries and similarities across popula-

tions;

• presentation of possibilities to better understand city dynamics through people move-

ments.

• presentation of possibilities to the use of PSNs to the analysis of social and economic

aspects of cities’ inhabitants.

In Chapter4 we discussed some possible limitations of our datasets. Here we sum-

marize the performed procedures to tackle those limitations. One possible limitation of our

Foursquare dataset is that it might be considered small, especially the one used to demon-

strate the City Image technique (one week). To analyze to which extent this might impact the

conclusions drawn from the City Images, we collected extra check-ins (for one extra week)

and recalculated the City Images for each considered city using all the data available. We

observe that the new City Images are very similar to the corresponding ones produced using

our original one-week dataset, the changes, if observed, occur in some transitions classified

in the indifference range.

Besides that, we also performed several statistical treatments in the datasets. Here we

illustrate some examples. In the City Image and POIs identification techniques we created

null models, identifying data that could be generated in a random fashion. This step is

important because prevent us to use data that do not have relationship with the phenomena
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Our proposal Verification
City Images Clusterization agrees with common

knowledge
Methodology for cultural bound-
aries identification

Very similar results with WSV

Sights identification Compatibility with TripAdvisor’s
recommendation

Table 5.7: Summary of the approaches applied to verify our results.

we are interested in. We also studied the ratio of check-ins per inhabitant, showing that it is

similar among all the studied cities. We were also always concerned in normalizing the data

before performing comparisons.

In addition, we always tried to verify the results obtained using the techniques and

methods proposed here. Table5.7 summarizes this discussion. In order to investigate if

the City Images generated reflects the reality, we proposed amethod for clustering them.

The results are shown in the AppendixB. We could confirm that they are compatible with

common knowledge, showing that the results does reflect typical transitions of performed by

inhabitants of those cities. To investigate the accuracy ofour method for cultural boundaries

identification, we compared our results with the cultural map of the world based on the World

Values Surveys (WVS), one of the most important studies of this area. We observe that the

similarities of this study with our results are very good. Finally, we studied the identified

sights by the POI identification technique, and we found thatthey cover seven out of all the

eight Landmarks recommended by TripAdvisor as the most important cultural and leisure

areas of the studied city.

As we can see, despite the possible bias and limitations of our data, the results we

present in this work, as demonstrated, hold strong. Nevertheless, although these limitations

do prevent us to make some general assertions, they donot invalidate our techniques and

methodologies. We believe that applying the proposed techniques to a larger less biased

datasets in future research may provide an even more accurate representation of the city

dynamics and urban social behavior.





Chapter 6

Participatory Sensor Networks as

Sensing Layers

Data from different PSNs are associated with a spatial-temporal context that can be corre-

lated or not. In order to find out what is the case, a characterization study is needed. With

that in mind, we characterize distinct PSNs in previous chapters. Particularly from the anal-

ysis performed in Section4.4, we have found evidence that the studied PSNs are correlated

and might complement each other. This result called our attention to the potential for joint

use of data from these PSNs, considering each dataset from a PSN as a “sensing layer” (or

just layer, for short).

This chapter is dedicated to discuss the concept of sensing layers, and it is organized

as follows. Section6.1 defines the concept of sensing layers and proposes a framework for

working with sensing layers. Section6.2 discusses how to process sensing layers, defining

examples of operations that can be applied to them, as well asstrategies of processing sensed

data using the proposed operations. Section6.3 presents some proposed applications that

illustrate the potential of using sensing layers.

6.1 Sensing Layers

In this section, we first define the concept of sensing layers in Section6.1.1, and then for-

malize a model for sensing layers in Section6.1.3. Section6.1.2discusses the usefulness of

sensing layers. Section6.1.4discusses some issues when dealing with data of distinct layers.

Finally, Section6.1.5discusses the results of this chapter.
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6.1.1 Basic Concepts

A sensing layer represents data, with the corresponding attributes, from a given source of

data. The data represented by sensing layers have to come from a source that can be con-

sidered a sensor. Examples of data sources are: web services, such as weather condition

provided by “The Weather Channel”1; traditional wireless sensor networks; income census;

and participatory sensor networks. In these examples the sensors are: webservice of The

Weather Channel; physical sensor in a WSN; census of a city; and user & mobile device

in a PSN. In this context, the applications or organizationsprovide a data stream, with very

different throughputs. The census sensing, for instance, may be slow, e.g., data sharing every

four years. These examples help to illustrate the ubiquity and diversity of data that may be

available. This universe of “ubiquitous data” may be complex to understand and work with,

opening opportunities for research studies. Given that, one essential step is a characterization

study, since data from different sources can be very heterogeneous and not correlated.

We discuss the concept of sensing layers for participatory sensor networks, most of

the time, because this is an emerging source of data with powerful characteristics, such as

(near) real time and very large scalability, as shown in Chapter 4. Due to these special

characteristics, the use of PSNs as sensing layers simultaneously with other layers, even

derived from other sources, may bring new information aboutcity dynamics and urban social

behavior, which could enable the design of more sophisticate services (as discussed later).

All the concepts discussed in this chapter can be used for other data sources associated to a

predefined geographical region, sometimes with required adaptations.

Sensor nodes in a PSN are comprised of users, each one with a portable device. Thus,

when we refer to a user, we are referring to a sensor node in a PSN. Note that the sensing

activity depends on the willingness of each person to participate in the sensing process. Thus

a user, as well as any kind of sensor, may or may not be a contributor during a certain time

window.

Figure6.1illustrates the idea of sensing layers, showing four different layers for a city:

Traffic alerts layer provides traffic conditions in certain locations, such as traffic jam or ac-

cident (obtained, for example, from Waze or Bing Maps);Check-inslayer provides category

of a certain place, such as school or pub (obtained for example, from Foursquare);Weather

condition layer provides climate conditions observed in a certain location, such as windy

or rainy (obtained, for example, from Weddar or The Weather Channel); andPictures of

placeslayer provides photos of a certain place, such as a monument (obtained, for example,

from Instagram). As illustrated, a plane represents a sensing layer, where the observations

of a certain aspect of a predefined geographic region are disposed. Each observation (at each

1http://www.weather.com.
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layer) has the following attributes associated with it: time (when the observation occurred),

space (geographic location), contributor sensor ( e.g., useru) and specific data from a layer

(specialty data).

Figure 6.1: Sensing layers for a city. Each layer gives information about a specific aspect of
the city.

Figure6.2expands the illustration of PSNs presented in the Chapter3, now embedding

the concept of sensing layers. Note that the figure illustrates three types of sensors: a tradi-

tional wireless sensor; companies providing data, such as “The Weather Channel”; and users

sharing real-time data with their portable devices. This figure depicts three sensing layers,

namelypictures of places(obtained from Instagram),traffic alerts(obtained from Waze) and

check-ins(obtained from Foursquare). Other layers could be obtainedby other types of data

source, such as traffic condition provided by Google Maps, census data, or even be derived

from one or more layers, as will be exemplified latter.

A sensing layer consists of data describing specific aspectsof a geographical location.

As shown in Figure6.2by a box labeled “big raw data”, these data should be collected (e.g.,

using an API) and processed, which also includes analysis and data standardization. The last

step is the data storage. These steps do not include the extraction of context (or knowledge)

from the obtained data, but organize them [Dey and Abowd, 2000]. However, data of sensing

layers could be used for context inference, generating new information.

Figure 6.2: Overview of participatory sensor networks withthe concept of sensing layers.
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To illustrate these processes, consider data from a PSN derived from Foursquare. In

Foursquare, users can, among other activities, perform check-ins at locations and leave tips

on visited places. From these data, we can define at least two layers, namely: check-ins, con-

taining the check-ins performed by users (check-ins can be used to discover popular places,

for example), and tips of places, containing tips, such as “this restaurant has amazing food”,

provided by users about certain places. The creation of layers, as shown in Figure6.2, de-

pends on specific operations for each system. In the case of Foursquare check-ins, a possible

way to get them is through Twitter, as explained in Chapter4. This means that we have to

collect, analyze, and process tweets. The coding of tools toperform those steps varies ac-

cording to the system or application. Next, we must define a structure to represent and store

the data of interest associated with a given place where it was shared, thus representing a

layer. Each data in a layer has the following attributes:

t: time interval when the data was created;

a: location (e.g., GPS coordinates, neighborhood area) wherethe data was generated. We

represent all locations by an area2;

s: specialty data;

u: one or more IDs of user(s) who generated the data;

Each layer has also a variableh, which indicates the status of the layer, whereh =

0|1, representing the inactive and active states, respectively. The list below represents some

examples of layers that are currently available:

1. check-ins (example of source: Foursquare);

2. tips of locations (example of source: Foursquare);

3. traffic alerts (example of source: Waze);

4. pictures of places (example of source: Instagram);

5. average income per area (example of source: census);

6. weather condition (example of source: The Weather Channel);

7. noise level (example of source: Noise Tube3).

2Even if the data is referred by a GPS coordinate it is error prone. For this reason it is interesting to consider
an area for this point, for example, a circle with radiusx, from the GPS coordinate

3http://noisetube.net.
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6.1.2 Usefulness of Sensing Layers

The processing of a set of sensing layers may enable a large-scale study of each monitored

aspect in (near) real time, and provides historical data on patterns observed over long periods.

Sensing layers can be applied to several contexts of urban computing, for example, helping

to better understand the dynamics of cities and urban behavior in different regions of the

world, and respond quickly to unexpected changes.

The use of sensing layers currently in the literature is commonly performed indepen-

dently, i.e., there is no joint analysis. The individual useof a sensing layer can still be very

useful. For instance, using a sensing layer containing traffic information may enable real-

time identification of highways with accidents and potholes, whose detection is difficult with

traditional sensors, but it becomes more feasible when users participate in the sensing pro-

cess. Such detection opens opportunities for various services, such as assist smart cars in the

correct identification of problems on the road.

Despite the usefulness of using single layers only, services based on just one layer

might lack of complementary data. For example, Google Flu Trends4, a service based on

Google queries, is a type of sensing layer. Very recently, a group of social scientists reported

that Google Flu Trends not only wildly overestimated the number of flu cases in the U.S. in

the 2012-13 flu season, but has also consistently overshot inthe last few years [Lazer et al.,

2014]. According to them, the problem might be because Google FluTrends is not using

complementary information in their service. Indeed, the analysis reported in [Lazer et al.,

2014] shows that combining Google Flu Trends with CDC5 data, works best. Seems that the

way to save this interesting service is using multiple layers, even Matt Mohebbi, co-inventor

of Google Flu Trends, agrees with that [Lohr, 2014].

The joint analysis of multiple sensing layers can also be extremely useful in building

new applications. For example, we know that a common complaint of inhabitants of large

cities is traffic jam. With this in mind, an application that naturally emerges is one that has

the goal of inferring the causes of jam, an essential step foraddressing the problem. This

is not an easy task to accomplish, and the result may vary fromplace to place. However,

the joint analysis of different sensing layers of the city could contribute to build a more ro-

bust application. For example, we could cross-check information provided by the following

layers: traffic alerts, derived from Waze; check-ins, derived from Foursquare; and pictures

of places, derived from Instagram. The first layer provides near real-time data about where

traffic jams are occurring. The second one provides data about types of places located in the

areas of jams. Having that, it is possible to better understand the areas of interest (for exam-

4http://www.google.org/flutrends.
5Centers for Disease Control and Prevention - https://data.cdc.gov/.
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ple, identifying a commercial area). Finally, by analyzingthe picture of places layer, we can

get visual evidence of what is happening in almost real time near the areas of jams. When

analyzing data from these three layers together, we can detect, for example, cars blocking

intersections, and infer the possible causes of them. Obviously, other layers may also be

used, such as the weather condition, layer derived from systems such as Weddar or other

traffic condition layer provide, for instance, by Bing Maps6.

6.1.3 A Formal Model for Sensing Layers

Let U = {u1, u2...un} represent a set of sensors (users & mobile device, WSN sensors,

etc.), and letP = {p1, p2, ...pn} represent a set of sensing systems (E.g., WSNs or PSNs).

Recall that for simplicity throughout the text the descriptions of concepts are mainly based

on PSNs, but the concepts applies for other sensing processes as well. In fact, an application

considering also other source of data, besides PSN, is illustrated in Section6.3.2.

Each userui ∈ U can share unlimited data on any PSNpk ∈ P . Eachj-th data shared

dpkj into a PSNpk has the formdpkj = 〈t,m〉, wheret refers to a timestamp when userui

has shared data inpk, andm is a tuple containing attributes of the shared data. The tuplem

is composed of the attributes present in all sensing layers data, in this casem = (a, u, s),

wherea is the area of the location where the data was shared,s is the specialty data, andu

refers to the userui ∈ U who shared the data.

The data shared inpk ∈ P can be viewed as a data streamBpk . We define that a data

streamBpk consists of alln data shared by usersU in a PSNpk in a given time. Thus,

Bpk = 〈dpk1 , dpk2 , ..., dpkn 〉, andBpk represents a sensing layerrpk. Table6.1shows examples

of data present in sensing layers that have been shared in thethree PSNsp1, p2, andp3,

illustrated in Figure6.3, which represents three users sharing data in different PSNs,p1 (red

cloud),p2 (green cloud) andp3 (orange cloud) at three different time intervals (T1, T2 and

T3). Note that data in the same stream can have the same time7, since they may have been

shared by multiple users simultaneously.

One way to work with sensing layers is to represent them in thesame structure, what

we call herework plan, containing one or more layers. This work plan represents the re-

sulting plan composed by data combined after applying appropriate algorithms to the cor-

responding layers we are interested in. How to perform this combination depends on the

functionality of the layer(s) that it captures. The abstraction used to represent a combina-

tion of data from one or more layers is a data dictionaryM , which is a collection of pairs

{key : value}. This structure was chosen because of its simplicity, whichhelps to ease the
6www.bing.com/maps.
7This model faces the clock synchronization problem. Therefore, “same time” means close times accepted

to be considered equivalent.
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Attributes (m)
Timestamp (t) Area (a) User (u) Specialty data (s)

T1 a1 1 “Times square”
T1 a1 2 “Times square”
T2 a2 1 “Fifth Av.”
T3 a4 1 “Statue of Liberty”

(a) Foursquare PSN

Attributes (m)
Timestamp (t) Area (a) User (u) Specialty data (s)

T1 a1 3 “Traffic Jam”
T2 a2 2 “Accident”
T2 a3 3 “Police control”

(b) Waze PSN

Attributes (m)
Timestamp (t) Area (a) User (u) Specialty data (s)

T1 a1 3 “photo data”
T3 a4 1 “photo data”

(c) Instagram PSN

Table 6.1: Data stream describing users activity in three different PSNs: Foursquare, Waze,
and Instagram.

concepts understanding. Keep in mind that other structurescould be used, as long as they

respect the principles represented here.

We define that the operation responsible for the work plan creation is called

COMBINATION (F , relation()), whereF is a subset ofB = {Bp1, Bp2, ..., Bpn},

or F ⊆ B, andrelation() is a function that defines the relationship between data fromthe

streamsBpk contained inF . The functionrelation() defines the keys of the work planM ,

and the data that these keys refer to, which are other observations of the datadpki not used as

key. The operationCOMBINATION results in the work planM .

To demonstrate the operationCOMBINATION , we illustrate here two types of

relations used to combine data: (1) by location and (2) by users (sensors). To demonstrate a

work plan containing combined data by location, consider the activity shown in Figure6.3.

In this case,F = {Bp1 , Bp2, Bp3}. The work planM1 represents this activity, and it is

illustrated in Figure6.4. Observe that the work plan represents data that have been shared

across all considered layers. The color of the symbol representing a given datad′i indicates

from which layer it was extracted. The data shared in the samelocation are grouped and

indexed by the key that represents the location. In the work planM1, one keyki is represented
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Figure 6.3: Illustration of sharing data in three PSNs throughout the time, resulting in layers.

Figure 6.4: Combination by location.

Figure 6.5: Combination by users.

by ai, which is a unique area among all areas of all data shared in the considered layers:

r1, r2, andr3. Thedrj
′

i refers to the observations not used as key of the datadi from the

layer rj , or 〈t, u, s〉. Thus, each unique areas become a key in work planM1. Work plan

M1, as described, presents the following structure:M1 = {a1 : {dr1
′

1 , dr1
′

2 , dr2
′

1 , dr3
′

1 }, a2 :

{dr1
′

3 , dr2
′

2 }, a3 : {d
r2′

3 }, a4 : {d
r1′

4 , dr3
′

2 }}.

Figure 6.5 illustrates the combination by user. In this case, a work plan is build

containing keys that represent user ids. The figure shows thework planM2, which was

created considering the activities shown in Figure6.3. The content of the work plan is:

M2 = {u1 : {dr1
′

1 , dr1
′

3 , dr1
′

4 , dr3
′

2 }, u2 : {dr1
′

2 , dr2
′

2 }, u3 : {dr2
′

1 , dr3
′

1 , dr2
′

3 }}. As we can see,

each unique user has become a key inM2. This work plan grouped all attributes by the same

user in different layers.
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6.1.4 Issues of Data from Multiple Layers

There are issues when dealing with data from several layers simultaneously. For instance, in

order to perform data combination, such as by location or user, as exemplified, we have to

make sure that the data is consistent in all layers. This is a mandatory condition for correct

functioning.

Consider that we want to combine two layers A and B by locations. The format of

data location in Layer A is expressed as latitude and longitude, and as street address in

Layer B. One way to solve this inconsistency is performing a geocoding process, using, for

example, the Yahoo! geocoding tool8. In this way the street address will be transformed in a

geographic coordinate (latitude and longitude).

Another issue that might happen when combining data by location is regarding to

areas that overlap each other. How to define a key in this case?One possibility is consider

several keys, one for the intersection between those areas,and one or two9 as the area(s) not

overlapped. Another option is to define just one key, this might be interesting when one area

is inside another, so the key becomes the bigger area.

The combination by users is specially an issue when our sensor is an user, as in PSNs,

because the same user may participate in different layers. Let’s suppose we want to com-

bine data by users using the check-ins layer (obtained from Foursquare) and the picture of

places layer (obtained from Instagram). Since we are dealing with independent systems,

users (sensors) have different identification. One way to try to bypass this issue is verifying

other networks in order to match the user ID of one layer in another. For example, users of

Foursquare and Instagram tend to be also users of Twitter [Duggan and Smith, 2014]. In this

way, the key in the combination process could be the twitter ID.

Note that if the combination by user desired is between a PSN layer and other layers

that doesn’t have users as sensors, such as WSNs, the inconsistency does not exist, because

every sensor has its unique ID. Although it is necessary to evaluate if a combination by users

(sensors) between those layers lead to the desired information.

Another issue is that different layers might refer to data valid for different interval of

times. This is natural because some data sources provides near real time data, others not. For

example, an alert in a Waze PSN refers to a traffic situation that may not exist five minutes

later. However, a census data usually is valid for a big interval of time, months or years, until

the next census is released. We have to be aware of all those issues when designing new

applications and define a way to treat them.

There might be other issues. For example, issues related to the volume of data. If

8https://developer.yahoo.com/boss/geo.
9If one area is not completely inside another.
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we do not have significant data for a certain layer, its utilization may not lead to the correct

information extraction. Different data sources may present different characteristics for this

issue. For instance, in a PSN many factors influence the volume of data, for example, geo-

graphical, cultural and economic aspects. The granularityof areas may also influence other

data sources. If we consider, for example, data from WSN as a layer we may not have data

for an entire metropolis, because of size restrictions of those networks.

In summary, note the importance of a characterization process. We have to know the

properties of the layers we want to use, in order to verify if their simultaneous use may lead to

the intended information extraction. Therelation() informed to theCOMBINATION

encapsulate the solution chosen for dealing with heterogeneous data, which is application

dependent. If there is no solution to eliminate the inconsistency between data from two

layers, then they cannot be used together.

6.1.5 Discussion

The use of layered (multi-layer) models to extract new information or design new applica-

tions is not new. Very recent studies focused on a particulartype of multi-layer network, the

multiplex, where each agent can be networked in different ways, and with different intensity,

on several multiple layers simultaneously. This model is useful, for example, to study links

that the same user has in different social networks (layers), for instance, to better understand

the information spreading. Another example is the study of transportation in a city. The

network of bus routes and stops (layer 1) is different from a subway network (layer 2) in the

same city, but a user can use both networks to reach its destination [Domenico et al., 2013].

In the same direction,Xin et al. [2005] proposed a layered graph model to develop

routing and interface assignment algorithms.Laura et al.[2002] proposed a layered model

for the Web network, aiming to design a model that resembles better the complex nature of

the Web. A GIS (geographic information system) is another example, because it often utilizes

a layered model for characterizing and describing our world. It uses maps to visualize and

work with geographic information in several layers [Chang, 2010]. GIS is related to the ideas

proposed here, in fact, some GIS tools could be used to support the proposed framework, for

example, in the combination process. Our proposal differ from a simple implementation

of a GIS because it is not driven by jurisdictional (such as a city), purpose, or application

requirements. We focus on the discussion of a sensing layer framework. Besides that we

envision demonstrate the potential of simultaneous use of sensing layers derived from PSNs,

for the extraction of new information related to the study ofcity dynamics and urban social

behavior.

More close relate to our proposal, there are studies that consider different sources of
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data simultaneously to better understand the dynamics of cities. For example,Bollen et al.

[2011] investigated whether collective mood states derived fromTwitter feeds are correlated

to the value of the Down Jones Industrial Average over time.Sagl et al.[2012] analyzed the

collective human behavior based on mobile data, and correlated it with meteorological data

from weather stations.

In sum, this work differs from all previous studies because:(i) define the concept of

sensing layers; (ii) propose a framework that enables integration of the analysis and explo-

ration of multiple layers simultaneously; and (iii) present applications that use the proposed

framework and illustrate the potential of using multiple sensing layers.

6.2 Processing Sensing Layers

This section discusses how to process one or more sensing layers. To that end a number of

example operations are proposed. Section6.2.1presents examples of such operations and

Section6.2.2presents some strategies to process layers using the proposed operations.

6.2.1 Operations

In Section6.1.3, we illustrate how to represent sensing layers in a work plan, for example,

by location (M1) or users (M2). The general purpose of work plans is to be basic structures

that can be easily manipulated. Recall that the structure chosen here to represent a work plan

is a data dictionary. Having a work plan, as theM1 or M2 shown in Figures6.4 and6.5,

we can apply operations to derive other structures and also extract new information. The list

below provides examples of some generic operations:

• dGRAPH (directed graph): This operation is represented by the algorithm 2. It ex-

pects as input a work planM , and the result is a directed graphG = (V,E). This

operation builds a directed graphG = (V,E), where each keyki in the work plan

represents a nodevi ∈ V , and the data indexed byki are attributes ofvi. An edge

e = (vi, vj) is added depending on the desired analysis, which is expressed through

some specific operations, as we describe below. Initially,E = ∅. All variables of the

work plan are incorporated in the graph;

• CNG (change): This operation is represented by the Algorithm3. It expects a work

planM , a layer identification (ID), and a status (0 or 1). It results in the alteration

of the variableh of the informed layer, i.e., it changes the status of a layer through

the variableh. If the informed status is0, thenh = 0 and the work plan are adjusted
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Algorithm 2: Operation dGRAPH.
input : work planM
output: directed graphG

1 G← ∅// G is directed graph
2 foreachkey ∈M do
3 G.insertNode(key);
4 G.insertAtributes(key.atributes); // insert attributes of the entry key in the

last added node
5 end

accordingly, i.e., this particular layer of the work plan isdisabled. The layer disabled

can be enabled again with the same data it had previously at the disabling time;

Algorithm 3: Operation CNG.
input : work planM , a layerID, and an integeri
output: M ′ with the modifications imposed by the change ofh

1 hiddenLayers; // structure to keep hidden layers
2 if h = 0 then
3 hiddenLayers.insert(ID);
4 foreachkey ∈M do
5 foreachdata ∈ key do
6 if data is from layerID then
7 hiddenLayers.ID.insert(key ← data);
8 M ′ ←M.remove(key ← data);
9 end

10 end
11 if size(key) = 0 then
12 M ′ ←M.remove(key);
13 end
14 end
15 else
16 dataLayer← hiddenLayers.ID;
17 foreachkey ∈ dataLayer do
18 foreachdata ∈ key do
19 M.insert(key ← data); // key entry is created if it doesn’t exist
20 end
21 end
22 end

• RESET : This operation is represented by the Algorithm4. It expects a directed or

undirectedG graph, and results in a work planM . It is extracted all the necessary

information from the graph to build a corresponding work plan. All variables of the

graph are incorporated in the work plan;

• dEDGE (directed edges): This operation is represented by the Algorithm 5. It ex-

pects a directed graphG resulted from a work plan combined by locations, and results

in a graphG′ containing directed edges. This operation creates a directed edge from

nodevi to nodevj if and only if at least one user shared data, in any layer, in the

location represented by the nodevj right after sharing data, also in any layer, in a lo-

cation represented by the nodevi. The weight of an edge represents the total number
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Algorithm 4: Operation RESET.
input : graphG representing sensing layer(s)
output: work planM representing theG

1 M ← ∅;
2 foreachnode ∈ G do
3 allData← ∅;
4 foreachdata ∈ node do
5 allData.insert(data);
6 end
7 key ← node ; // the node ID is the key of the work plan
8 M.insert(key ← allData);
9 end

Algorithm 5: Operation dEDGE.
input : directed graphG resulted from a work plan combined by locations
output: graphG′ containing directed edges

1 allUsers← ∅;
2 foreachnode ∈ G do
3 foreachdata ∈ node do
4 location← nodeID;
5 if data.user /∈ allUsers then
6 allUsers.insert(data.user);
7 allUsers[data.user].insert([data.time, location]);
8 else
9 allUsers[data.user].insert([data.time, location]);

10 end
11 end
12 end
13 sort the data of each key ofallUsers by chronological order;
14 foreachUser ∈ allUsers do
15 foreachuserData ∈ User do
16 loc← userData[2];
17 if userData is not last data ofUser then
18 nextLoc← location of nextuserData of User;
19 G′.insertEdge(loc, nextLoc)// directed edge loc→ nextLoc
20 end
21 end
22 end

of transitions performed fromvi to vj considering transitions of all users. Note that it

is possible to have more than one transition for the same user;

• DEL (delete): This operation is represented by the Algorithm6. It expects a graph

G and an integert. It results is a subset graphGsubset derived fromG. This operation

deletes edgesei ∈ E (E is a set of edges ofG), with weightwi < t;

• rdGRAPH (random directed graph): This operation is represented by the Algo-

rithm 7. It expects a directed graphG(V,E), and results is a random directed graph

GR(V,ER). The random graphGR is constructed keeping the same nodes ofG and

uses the same number of individual transitions ofG. However, instead of considering

the real transitionvi → vj performed by an individual, the operation randomly choose

two nodes to replacevi andvj , simulating random transitions performed by users;
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Algorithm 6: Operation DEL.
input : graphG representing sensing layer(s) and an integert
output: subset graphGsubset derived fromG

1 foreach edge ∈ G do
2 if edge.weight < t then
3 Gsubset ← G.remove(edge);
4 end
5 end

Algorithm 7: Operation rdGRAPH.
input : directed graphG(V,E) representing sensing layer(s)
output: random directed graphGR(V,ER)

1 numEdges← numberEdges(G);
2 GR ← ∅// GR is directed graph
3 foreachnode ∈ G do
4 GR.insertNode(node);
5 end
6 for i← 1 to numNodes do
7 rndNode1← randomNode(G); // randomNode() retrieves a random node
8 rndNode2← randomNode(G);
9 GR.inserEdge(rndNode1, rndNode2);

10 end

• MERGE: This operation is represented by the Algorithm8. It expects a work plan

M1, a work planM2, and a data relationrelation(). M1 andM2 have to be produced

following the same data relation, for example, by locationsas explained above in the

processCOMBINATION . This operation results in a work planMmerged(V,E) rep-

resenting the merge of the sensing layers represented byM1 andM2. This operation

merge information ofM1 andM2, respecting the data relation informedrelation().

Algorithm 8: Operation MERGE.
input : a work planM1, a work planM2, relation()
output: a graphMmerged

1 foreachkey1 ∈M1 do
2 foreachkey2 ∈M2 do
3 allDataKey1← key1.retrieveAllData();
4 allDataKey2← key2.retrieveAllData();
5 if by relation() key1 andkey2 should be mergedthen
6 mergedKey← key1 andkey2 merged;
7 allData← allDataKey1

⋃
allDataKey2;

8 Mmerged.insert(mergedKey← allData);
9 else

10 Mmerged.insert(key1← allDataKey1);
11 Mmerged.insert(key2← allDataKey2);
12 end
13 end
14 end

We can have also specific operations to produce new information (which could be rep-

resented in a new layer), using one or more existing layers, such as the following operations:
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Algorithm 9: Operation fPOIS.
input : Work planM representing a sensing layer
output: Work planMPOIs containing points of interest

// identificaPOIs represents the algorithm 1 (Section 5.3 )
1 MPOIs ← identificaPOIs(M);

• fPOIS (find POIs): This operation is represented by the Algorithm9. It expects a

work planM representing a layer such ascheck-insandpictures of placescombined

by locations. Other layers might also be used, but previous verification of feasibility

is needed, for example, data might not be available for the geographical region of

interest. This operation results in a work plan of a new layercontaining popular areas,

or points of interest (POI), based on the number of activities performed on them. This

operation identifies POIs applying the algorithm1, specified in Section5.3, to select

geographic areas;

• fSIGHTS (find sights): This operation is represented by the Algorithm 10. It ex-

pects a work planMPOIs containing POIs, and results is a graphGSIGHTS containing

sights. This operation identifies sights from a work planMPOISs, where keys are

the areasa of POIs identified in a particular pre-defined geographic region. This al-

gorithm is described in Section5.3. More details of this operation are presented in

Section6.3.1.

Algorithm 10: Operation fSIGHTS.
input : work planMPOIs containing points of interest
output: graphGSIGHTs containing sights

1 GPOIs ← dGRAPH(MPOIs);
2 GPOIs−FLOW ← dEDGE(GPOIs);

// t is identified in the way described in Section 5.3
3 GSIGHTs ←DEL(GPOIs−FLOW , t);

We chose specifically those operations because they are usedin the applications pre-

sented in the next sections. Note that other operations can be proposed. For instance, another

operation to create edges differently fromdEDGE. This new operation, called for example

uEDGE, could be suitable for a graphG produced from a work plan combined by users.

The operationuEDGE could create an undirected edge betweenvi andvj, if and only if

userui, represented by nodevi, shared data in the same location (layer independent) that user

uj, represented by nodevj . The weight of an edge represents the total number of locations

that nodesvi andvj have in common. Other operations could be designed to add (directed

or undirected) edges with different way to assign weights.
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Figure 6.6: Illustration of flow graph creation from one single layer, and also from multiple
layers.

6.2.2 Processing Strategies

As shown in the previous section, our framework provides several operations useful to pro-

cess sensing layers in several manners. To give an example ofthe results we can obtain

in processing sensing layers using those operations, we demonstrate how to obtain: flow

graphs, graphs that map the locations where the same user shared data, thus capturing the

movements or transitions in a geographical area; and also points of interest and sights. It is

particularly interesting to illustrate the creation of flowgraphs because it is a fundamental

piece of some operations, for instancefSIGHTS.

Algorithm 11: Generation of flow graph for one single layer.
input : work planM combined by locations
output: flow graphGflow

r2
that represents data from the layerr2

1 M ←M1 ; // M1 is the work plan created previously
2 M ′ ← CNG(M, r1, 0);
3 M ′′ ← CNG(M ′, r3, 0);
4 G← dGRAPH(M ′′);
5 Gflow

r2
← dEDGE(G);

Consider the data sharing of the situation illustrated in Figure6.3. After a certain time,

we can process the data in order to extract knowledge in different ways. Take for instance the

flow graph labeled “flow graph - layer r2”, shown in Figure6.6. The Algorithm11 describe

the steps necessary to generate this graph, referred to asGflow
r2

(built from layerr2). In this

algorithm we consider the work planM1 as explained above (combined by locations). We

initially apply the operationCNG hiding layersr1 andr3. After that, we have to generate

a directed graphG usingdGRAPH and apply the operationdEDGE in G, obtaining

Gflow
r2

. In this case, we have a flow graph that represents data from a single layer. With this
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Figure 6.7: Illustration of new layers creation from the picture of places layer.

graph we can extract many valuable information, for example, regular trajectories in a city,

as shown in Section5.1.

Another possible analysis is to consider different layers simultaneously. In Figure6.6,

the part named the “flow graph – all layers” shows a graph, which we callGflow
all . The

Algorithm 12 describes the steps necessary to generateGflow
all . This algorithm also consider

the work planM1 created above. As we can see in the algorithm, in order to obtain Gflow
all we

need to apply the operationdEDGE in G. In the resulting graph, the nodes represent data

shared in the same location at any layer. Edges connect nodesvi → vj if at least one user

shared data in the location represented by nodevj , right after sharing a data in the location

represented by the nodevi.

Algorithm 12: Generation of flow graph for multiple layers.
input : work planM combined by locations
output: flow graphGflow

all that represents multiple layers

1 M ←M1 ; // M1 is the work plan created previously
2 G← dGRAPH(M);
3 Gflow

all = dEDGE(G);

New information could be obtained by processing data available from one or more

sensing layers. Points of interest (POI) in a city, identified from data shared in Instagram and

obtained using operationfPOIS, represent an example. To identify a sight it is necessary

the POIs, according to the operationfSIGHTS. This is demonstrated in Figure6.7. In

this figure, the new information obtained is expressed as newlayers. Note that these new

layers are represented in the box labeled “Contextual information”, which had its meaning

explained in Chapter3. Basically, new information generated from other sensing layers are

contextual information. Recall that contextual information might have the power to influence

the data generation. For example, once users know where the points of interest are they may

tend to share more data in those places instead of others. Formore details in this direction

see the discussion of Figure3.2in Section3.1.
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6.3 Applications Using the Sensing Layers

Framework

In this section, we discuss two applications that illustrate the potential of the proposed frame-

work for working with sensing layers. Those application arepresented on Sections6.3.1

and6.3.2. Section6.3.3presents some final considerations about this section.

6.3.1 Identification of Sights

First, we discuss an application that identifies sights considering multiple layers simultane-

ously, highlighting the improvements on the strategy presented in Section5.3, which con-

siders only one layer. In this analysis, we consider the Instagram-New and Foursquare-New

datasets, described in Section4.4.

The picture of places layer (r1) is represented by the dataset Instagram-New, and the

layer check-ins (r2) by Foursquare-New dataset. Our goal is to obtain results using both

layers. To that end, we first combine the data by location, producing a work planM1. First

we want to identify sights for the layerr1. With that in mind, we disable layerr2 from M1

using the operationCNG obtainingMr1 . After that, we applyfPOIS in Mr1 to generate

Mpois
r1

, work plan containing the POIs. In the resulting work planMpois
r1

, the keys are the

areas of the identified POIs. In the scenario illustrated in Figure6.7, we have only two keys

for a work plan representing POIs, represented by Area 1 and Area 2.

Algorithm 13: Identification of sights using sensing layers.

1 M1 ← r1 andr2 combined by locations;
// identifying sights for layer r1

2 Mr1 ← CNG(M1, r2, 0);
3 Mpois

r1
← fPOIS(Mr1);

4 Gsights
r1

← fSIGHTS(Mpois
r1

);
// identifying sights for layer r2

5 M1 ← CNG(M1, r2, 1);
6 Mr2 ← CNG(M1, r1, 0);
7 Mpois

r2
← fPOIS(Mr2);

8 Gsights
r2

← fSIGHTS(Mpois
r2

);
// All sights of r1 and r2 layers

9 Msights
r1

← RESET (Gsights
r1

);
10 Msights

r2
← RESET (Gsights

r2
);

11 Msights

total ←MERGE(Msights
r1

,Msights
r2

, relation()); // relation() by location

Each POI inMpois
r1

represents a popular areaa in a given geographical region, e.g., a

city. Popularity is identified through the volume of shared data made available by usersu.

That is, a POI represents the activity performed by a group ofusersu in a time intervalt.

Note that, the specialty datas, in this particular case, is the POI area itself. We use the work



6.3. APPLICATIONS USING THE SENSING LAYERS FRAMEWORK 129

Pampulha Lake

Pampulha Church
Soccer Stadium 1

Mall

Central market

Leisure area 2

Liberty Square 
area

Savassi

Soccer stadium 2

Leisure area

7 Square

Figure 6.8: All identified sights with Foursquare and Instagram datasets.

planMpois
r1

for the extraction of sights with the help of the operationfSIGHTS, which is

represented by the Algorithm10. First, the operationfSIGHTS creates a directed graph

(in the exampleGpois
r1

), from the received work plan (in the exampleMpois
r1

), using operation

dGRAPH. Next it maps the flow of users performed between POIs. For this, it applies

the operationdEDGE in Gpois
r1

obtainingGpois−flow
r1

. After that, popular transitions that

connect two nodesvi → vj are selected. For that, it uses the operationDEL in the graph

Gpois−flow
r1

using a parametert. The parametert in this case is calculated in the way presented

in Section5.3. According to the conjecture considered in the algorithm ofthe operation

fSIGHTS, the popular transitions selected connects the sights, which are represented in

the graphGsights
r1

= (V ′, E ′). In this graph, nodesvi ∈ V ′ are the areasa of the identified

sights.

Next, we identify the sightsGsights
r2

for r2. First, we enabler2 and disable layerr1 from

M1. The next steps are performed similarly to the way it was presented forr1. After that we

merge the contextual layers containing the sights for layers r1 andr2, Msights
r1

andMsights
r2

,

respectively, in the work planMsigths
total . This work plan contains all identified sights, which

are shown by the Figure6.8.

The sight indicated by a red arrow (Central Market) was identified only by Foursquare.

Sights pointed by a blue arrow (Pampulha Church, Pampulha Lake, and leisure Area 2) were

not identified with Foursquare. All sights are very relevant. It is important to observe the

potential for complementary results using both layers.

6.3.2 Economic-Cultural Analysis of Regions

The application described in this section allows various economic-cultural analyses. In this

document, we focus on two. The objective of the first analysisis to correlate the general
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sentiment expressed in the tips for all locations in a given census tractai (geographic region

defined for the purpose of taking a census), with the median income of the inhabitants of this

tract. On the other hand, the aim of the second analysis is to study the movement of users

in the considered tracts, taking into account the typical income of these tracts. This second

analysis aims to identify possible social segregation in a city.

To illustrate this application, we consider two datasets derived from Foursquare and

one derived from the census of NY. The first, named CHECKINS-NY, consists of 34,677

check-ins performed in New York City, in a week of April 2012.CHECKINS-NY is a

subset of the dataset Foursquare-Crawled. The second dataset, named TIPS-NY, contains

all the tips contributed by users up to January 2013 in all unique locations of the dataset

CHECKINS-NY. The tips were collected through the Foursquare API. Each tip contains a

location, a user ID, a time, and the textual content of the tip. We consider only tips in

English. We define that a tip is in the English language if at least half of the words of the

tip is listed in a dictionary containing key words in English. This resulted in 157,197 tips

(2,531 discarded). The last dataset, named CENSUS-NY, contains information of the census

of New York City, and it refer to the 2006-2010 American Community Survey. Figure6.9

represents some examples of tracts considered in the CENSUS-NY. The area of each tract is

pre-defined by the census of New York. It contains, among other information, the median

income per tract (information we are interested here).

The TIPS-NY dataset is used to represent a sensing layer called tips of locations (r1).

The layerr1 is composed of a data streamBi. Each data stream has the form:〈t, (a, u, s)〉.

An example of the specialty datas of this layer is: “This place is awesome, I recommend

the burger.”. The income layer (r2), derived from CENSUS-NY, is composed of a dataset

dj for different tracts of New York. Each specialty data indj has the median income of the

inhabitants of a particular tract. The form ofd1 is t =2006-2010,a = [area of Tract 1],u =

“USA Census”,s = “median income in US$ for the Tract 1”〉. Note that, this is an example

of layer obtained from a different source than PSNs. This illustrates the use of other sources

of data about predefined geographical regions.

For the first analysis we combine the data from the layersr1 andr2. The chosen method

is the combination by location, method described in Section6.1.3. This combination process

consider the keys as the areas of the tracts. Each keyki combines, among other data, the tips

of all the places that are located within the area of a tract, and the median income information

of the tract. The combination process results in a work planM1.

Thus, we useM1 to calculate the general sentiment about all locations in each tract.

For this analysis, we used the program SentiStrength [Thelwall et al., 2010]10, to classify the

10We used the tool IFeel [Gonçalves et al., 2013] to help in the selection of this sentiment analysis program.
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Figure 6.9: Examples of New York City census tracts.

sentiment expressed in the tips. SentiStrength computes the sentiment of a tip in a scale from

−4 (strongly negative) to 4 (strongly positive), 0 indicatesa neutral sentiment. This program

is applied to each tip and then combined by location, and finally by tract.

Then we calculate the average sentiment for all locations ina given tract. Next, we

group the tracts in five income groups: less than US$25,000; between US$25,000 and

US$50,000; between US$50,000 and US$75,000; between US$75,000 and US$100,000;

and over US$100,000. Finally, we calculate the average value of sentiment for each of the

five income groups, considering all tracts that belong to each group.

Table6.2presents this result, and also for each income group, the percentage of average

sentiment that falls in one of five range of sentiment: (+3, +4), (+1, +2), (0), (−1, −2), and

(−3, −4). As we can observe, the result suggests that poor tracts tend to have the worst

sentiment expressed by users. This may be associated with low quality services in these

tracts. With the tract income increasing, opinions tend to be more positive. Although the

average sentiment for the richest tracts group (over US$100,000) is slightly lower than the

second richest (between US$75,000 and US$100,000), this group still has a larger number of

positive tips compared to all other groups, and does not havenegative tips. Note the potential

of this analysis for social studies, e.g., for the study of inequalities in the quality of services

in cities.

Group Mean Sent. (std) (+3,+4)% (+1,+2)% (0)% (-1,-2)% (-3,-4)%

<25000 0,46 (0,67) 0 73,08 21,15 5,77 0

>25000 and<50000 0,73 (0,63) 1,23 84,31 12,92 1,23 0,31

>50000 and<75000 0,81 (0,46) 0,40 93,28 5,93 0,39 0

>75000 and<100000 0,9 (0,36) 0 96,97 3,03 0 0

>100000 0,87 (0,28) 0,96 98,08 0,96 0 0

Table 6.2: General sentiment per groups of tracts

For the second analysis, which has the steps represented in the Algorithm 14, the
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dataset CHECKINS-NY is used to represent a sensing layer called check-ins (r3). We com-

bine layersr2 (as defined above) andr3 by location on the work planM2. We then create

a graphG2, and use it to generate a flow graphGflow
2 , where the edges are the transitions

performed by the same user in different tracts (nodes in the graph). We exclude loops, i.e.,

visits from the same user on the same tract, generating thenGflow′

2 . To gather evidence of

the existence of segregation, we study the assortativity related to the median income by tract

in Gflow′

2 . This is a way to try to observe the existence of segregation.

Algorithm 14: Analysis 2.
1 M2 ← r2 andr3 combined by location;
2 G2 ← (M2);
3 Gflow

2
← dEDGE(G2);

4 Gflow′

2
← removeLoops(Gflow

2
);

5 foreachnode ∈ Gflow′

2
do

6 if node.income 6 US$75, 000 then
7 node.insert(class← “A” );
8 else
9 node.insert(class← “B” );

10 end
11 end

12 assortativity← calcAssortativity(Gflow′

2
); // assortativity by attribute “class”

13 assortRndGraph← ∅;
14 for i← 1 to 10 do
15 GRi ← rdGRAPH(Gflow′

2
);

16 foreachnode ∈ GRi do
17 node.insert(choose random class (A or B));

// The number of A and B nodes respects the numbers observed in

Gflow′

2

18 end
19 assortT emp← calcAssortativity(GRi);
20 assortRndGraph.insert(assortT emp);
21 end
22 calculate i.c. of 95% for the average value ofassortRndGraph;

The assortativity measures the similarity of connections in the network relative to a

particular attribute, and ranges from−1 to +1 [Newman, 2002]. In an assortative network

(with positive assortativity), vertices with similar values for a given attribute (e.g., the same

income) tend to be connected (be similar) to each other, whereas in adisassortative network

(negative assortativity), the opposite happens. All tracts were associated with a class based

on the median income of the tract: Class A for median incomes up to US$75,000; and Class

B for higher median incomes. The assortativity consideringthese two classes as attributes

of Gflow′

2 is 0.14. Thus, the network for this attribute is assortative, indicating a trace of

segregation, i.e., users tend to share content (or attend) in tracts that have the same class of

income.

After that, we create ten random graphsGRi(V,ERi), wherei = 1, . . . , 10, using the

operationrdGRAPH. For each graphGRi is also randomly associated a class of a node,
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A or B. The number of nodes of class A and B are also consistent with the one observed in

Gflow′

2 . After that, we calculate the assortativity for all random graphsGR1..10. The assorta-

tivity for all graphs, with 95% confidence level, are in the range is:[−0.0084,−0.0014]. As

we can see, these random networks do not indicate segregation. Obviously, in order to draw

any conclusion in this sense, a more detailed investigationis needed. However, this result

shows the potential for joint analysis of multiple layers.

Note also the potential of considering the same layers to generate a work planM3

combined by users. Besides identifying users’ preferences, we can also try to infer their

social class studying the income of the tracts that the user visits. This can be useful for social

studies, and for more effective advertising.

6.3.3 Discussion

In this section we demonstrated two applications that illustrate the potential of sensing layers.

The first one consider two layers derived from PSNs. The otherone considers also a layer

not derived from PSN, to demonstrate the usefulness and flexibility of our proposal.

Obviously many other applications could be proposed. For example, in any city is

likely to find many places where people perform more often a particular activity, for example

an area of bars and restaurants where people meet to socialize. These locations could be

identified with the help of the check-ins layer. The information provided by other layers

could help users choose the best areas of interest at the moment. For example, a user could

use the information provided by the traffic alerts layer to identify among all the options, the

area with the lowest number of traffic problems at the time, and use the picture of places layer

to view the style of the establishments in those areas and thepeople who frequent them.





Chapter 7

Conclusions and Future Work

This chapter summarizes this thesis and discusses directions for future research. Section7.1

presents the conclusion of this thesis. Section7.2 presents the future work. Finally, Sec-

tion 7.3lists and comments all the publications performed during the doctoral period.

7.1 Conclusions

Applications are becoming increasingly mobile, designed to infer user interests and location,

and make different sorts of predictions. A mobile device is not just a better option, but may

be the only option for many people. This is similar to anotherphenomenon that has happened

for some years now: more and more people are ditching their landlines in favor of cellphones.

When people get to that point, they tend to acquire not any cellphone but preferably the latest

generation smartphone.

This document presented the dissertation entitled Large Scale Study of City Dynamics

and Urban Social Behavior Using Participatory Sensor Networks. In this work we show

that the use of participatory sensor networks can help us better understand the dynamics of

cities and urban social behavior, and from this we are able tooffer smarter services to meet

people’s needs.

Using several large scale datasets, we characterized and analyzed the main proper-

ties of PSN three different types of PSNs: location sharing services (namely Foursquare,

Gowalla and Brightkite); photo sharing services (particularly Instagram); and traffic alert

services (particularly Waze). We identified several properties of PSN, for instance, the plan-

etary scale of those networks, as well as the highly unequal frequency of data sharing, both

spatially and temporally, which is highly correlated with the typical routine of people. We

also performed a comparison of different PSNs derived from Instagram and Foursquare aim-

ing to understand whether data from one system could complement the other, or if they are

135
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compatible regarding the study of city dynamics and urban social behavior. This analysis

gave us insights about the potential for joint use of data from these applications, considering

each PSN as a sensing layer. In general, our analysis pointedout several challenges of this

emerging type of network, which may restrict its use, but also showed that there are good

opportunities. In particular, we demonstrate a range of fruitful opportunities that emerge

when using PSNs to the large scale study of city dynamics and urban social behavior.

In this direction, we presented a visualization technique called City Image, and il-

lustrated its use in different cities around the world. Thistechnique summarizes the city

dynamics based on transition graphs that map the movements of individuals between differ-

ent location categories in the PSN. We also showed the use of this technique for clustering

cities based on their similarities in terms of movement patterns, which can be exploited to

build city recommendation systems. Finally, we investigated the use of centrality metrics,

computed on transition networks built at the granularity ofspecific venues, as a means to

complement the City Image technique towards a deeper understanding of the city dynamics.

Next, we propose a technique for point of interest identification. The technique consid-

ers that each pair of coordinates (longitude, latitude) is associated with a point that represents

a shared data, for instance a photo. We start by computing thegeographic distance between

each pair of points, and grouping together the points that are close to each other, e.g., those

that have a distance smaller than a certain distance (dependent threshold). To capture the

POIs, we exclude groups that may have been generated by random situations (i.e., random

people movements), and thus do not reflect the dynamics of thecity. To identify those groups,

we analyze the number of data sharing in each group and adopt simple statistical methods.

The technique is also able to extract sights out of the identified POIs, using the transition of

people between POIs for that.

We also propose a new methodology for identifying cultural boundaries and similar-

ities across populations using self-reported cultural preferences recorded in PSNs, such as

Foursquare, which is the system we use to demonstrate the methodology. Besides being

globally scalable, our methodology also allows the identification of cultural dynamics more

quickly than traditional methods (e.g., surveys), e.g., one may observe how countries or cities

are becoming more culturally similar or distinct over time.

In this document we also present the definition and applicability of the concept of

sensing layers. The use of a set of sensing layers may be applied to several contexts of

urban computing, for example, helping to better understandthe dynamics of cities and urban

behavior in different regions of the world, and respond quickly to unexpected changes. In

this direction, we proposed a framework for integrating multiple sensing layers, which was

illustrated in the construction of two applications using multiple sensing layers.
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7.2 Future Work

In our study three types of systems, namely location, photo,and traffic alerts sharing ser-

vices, have been explored. These systems fall into three different sensing layers - location

categories, picture of places, and traffic alerts. We particularly have studied the time and lo-

cation dimensions of our data from these layers. Besides that, we have explored also the spe-

cialty data provided by the location categories layer (e.g., in the City Image technique), but

we have not explored the photos themselves provided by the picture of places layer nor the

alerts from traffic alerts layer. Certainly, a range of fruitful opportunities may emerge when

exploring the specialty data offered by each layer. For example, applying image processing

techniques on the photos shared by people could potentiallybe useful in many cases, such

as, a new way to capture people’s sentiment about certain place, or use the photos to learn

particular characteristics of different regions, in the direction of the study [Doersch et al.,

2012] .

Other possibility of future work include the development ofother applications that

exploit the proposed framework for integrating other sensing layers. For example, the traffic

alerts layer derived from Waze and the weather condition layer derived from Weddar. With

this we could build a more accurate mapping of the city dynamics. In the same direction,

a future work is to investigate the interplay between data obtained from traditional wireless

sensor networks and data obtained from PSNs. This step is fundamental to offer applications

that is based on both source of information.

Another future work is build applications and services for smart cities exploring some

of the opportunities presented in this document, such as traffic monitoring, information dis-

semination and recommendation systems. For instance, specifically about traffic related ap-

plications, there are several opportunities reported in Section 4.5.

From the methodology of cultural boundaries identification, one of the obvious direc-

tions for future work is to exploit the cultural criteria identified here, to perform social studies

at large scale (e.g., study of global culture). Besides that, we also envision the development

of recommendation mechanisms considering the cultural information of specific urban areas.

This could be useful, for instance, for location-based social networks like Foursquare to im-

prove their current recommendation systems. Another future work is to develop applications

for companies that have businesses in one country and want toverify the compatibility of

cultural preferences across different markets.

Future work specifically related to the City Image techniqueis to build new city recom-

mendation services that explores the City Image technique and the proposed city clustering

methodology. For that an essential step is extend our analyses to a very large number of

cities in the world, or even all of them. Another possibilityis to use the transition matrices
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to complement a urban mobility model in different cities. This new model may improve the

accuracy of a varied number of applications, such as traffic engineering in communication

networks and transportation systems.

In our analysis we considered static graphs varying in the time, when needed, such as

in the City Image technique. One concept that we could also explore is temporal graphs,

a representation that encodes temporal data into graphs while fully retaining the temporal

information of the original data. Temporal graphs enable analysis of the dynamic temporal

properties of data by using existing graph algorithms (suchas centrality algorithms), with

no need for data-driven simulations. We believe that valuable information can be extracted

using with temporal graphs from PSN data.

Quality control of PSN data is an important issue which cannot be neglected, as men-

tioned in Chapter3. In this direction, another future work is to evaluate the quality of the data

provided by PSNs. One of the possibilities is propose quality metrics for PSN data, consid-

ering, for example, amount of data per users and per area, data distribution, data entropy, and

data trust. Defining quality metrics we can have a way to measure how accurate the result

obtained is, and also have a parameter for deciding about theuse of certain layer. Another

possibility is to investigate spam or other malicious behavior in PSNs. If those malicious

behaviors start to be significant in the system, this is a fundamental step in order to propose

solutions.

Finally, is also a future work to evaluate other kind of sensing layers that could be

extracted from the current technologies. In the same direction is also a future work compare

different sensing layers with similar purposes. For example, is the traffic layer obtained

from Waze better for traffic inference than the one obtained from Bing Maps? can they

complement each other? If yes, how to fuse these information?

These are only some examples of future work that could be performed from this thesis.

Certainly, a range of other possibilities can also be proposed.

7.3 Comments on Publications

Section7.3.1 lists all the publications obtained direct from the resultsof this thesis. Sec-

tion 7.3.2presents other publications performed during the doctoralperiod.

7.3.1 Contributions from the Thesis

The list below contains all the publications derived directly from the thesis:
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• [Silva et al., 2012b] published in ACM International Workshop on Hot Topics in

Planet-scale Measurement (HotPlanet’12). This was our first work towards the un-

derstanding participatory sensor networks properties. The PSN analyzed was derived

from location sharing services, particularly Gowalla and Brightkite;

• [Silva et al., 2013b] published in IEEE Symposium on Computers and Communica-

tions (ISCC’13). This extended the work [Silva et al., 2012b] analyzing also two dif-

ferent PSNs derived from Foursquare. Besides that, we also presented some challenges

and opportunities to the study of city dynamics;

• [Silva et al., 2013c] (2nd best paper award) published in Brazilian Symposium on

Computer Networks and Distributed Systems (SBRC’13). In this work we investigated

properties of a PSN derived from Instagram, a photo sharing service;

• [Silva et al., 2013d] published in IEEE International Conference on Distributed Com-

puting in Sensor Systems (DCOSS’13). This study extended the work [Silva et al.,

2013c] in several ways, for instance, performing new analysis of users’ contribution

and the temporal photo sharing pattern in different cities and POIs. This study also

propose a technique for point of interest identification, based on the popularity of ar-

eas where people shared pictures. The technique is also ableto extract sights out of

the identified POIs, using for that popular transitions of people between POIs;

• [Silva et al., 2013f] published in Springer International Conference on SocialInfor-

matics (SocInfo’13). In this work we studied properties of aPSN derived from Waze.

• [Silva et al., 2012d] (Best paper award) published in IEEE International Conference

on Cyber, Physical and Social Computing. In this study we proposed a technique

named City Image. This technique provides a visual summary of the city dynamics

based on the movements of individuals. As demonstrated, this technique is promis-

ing way to better understand the city dynamics, helping us tovisualize the common

routines of their citizens;

• [Silva et al., 2013a] book chapter published in the book: Ubiquitous Social Media

Analysis edited by Springer. In this work we survey models and approaches applied in

PSNs to support different applications and techniques;

• [Silva et al., 2014c] under revision in ACM Transactions on Internet Technology

(TOIT). This study is an extended version of [Silva et al., 2012d]. This study builds

upon on [Silva et al., 2012d] by several ways: analyzing the proposed technique to a
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much larger number of cities; showing how to use the technique to perform a quan-

titative comparison of multiple cities, illustrating it byclustering cities based on their

similarity in terms of transitions; and including complementary analysis to the City

Image technique that focus on transitions between specific locations in a city;

• [Silva et al., 2014b] accepted for publication in International AAAI Conference on

Weblogs and Social Media (ICWSM’14). In this study we propose a new methodol-

ogy for identifying cultural boundaries and similarities across populations using self-

reported cultural preferences recorded in PSSs.

• [Silva et al., 2013e] published in ACM SIGKDD International Workshop on Urban

Computing (UrbComp’13). In this study we perform a comparative study of different

PSNs derived from Instagram and Foursquare. We analyze those PSNs to investigate

whether we can observe the same users’ movement pattern, thepopularity of regions

in cities, the activities of users who use those social networks, and how users share

their content along the time;

• [Silva et al., 2014a] published in IEEE Wireless Communications Magazine. In this

study we discuss the potential of location-based social media systems as sources of

large scale participatory sensing from which valuable knowledge about city dynamics

and urban social behavior can be drawn. We also discuss the technical challenges

involved in building and deploying such methods. We also introduce the concept of

sensing layers;

• [Silva et al., 2014d] accepted for publication in Brazilian Symposium on Computer

Networks and Distributed Systems (SBRC’14). In this study we formalize the concept

of sensing layers, presents a framework for working with multiple sensing layers, and

also illustrates the potential of the joint use of multiply sensing layers through two

applications;

• [Silva et al., 2014e] this work in under revision in ACM International Conference on

Modeling, Analysis and Simulation of Wireless and Mobile Systems. This is an ex-

tended version of [Silva et al., 2014d] where we present more details about the pro-

posed framework.

7.3.2 Other Publications

It is important to point out that the preliminary study towards the research topic of this thesis

generated two other contributions:
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• [Silva et al., 2012c] (Best paper award) published in Brazilian Symposium on Perva-

sive and Ubiquitous Computing (SBCUP’12). This work performs a study of the cur-

rent state of research in ubiquitous computing. We collected information about all the

papers published in the main ubicomp conferences (Ubicomp,Pervasive, and Percom)

and performed a data mining process extracting statistics such as most productive au-

thors and institutions. We also analyzed the collaborationamong authors, identifying,

for instance, communities’ formation. Besides that, we analyzed all papers published

in 2010 and 2011, creating a taxonomy of recent ubicomp research;

• [Silva et al., 2012a] published in Journal of Applied Computing Research. This work

is an extension of the work performed in [Silva et al., 2012c], where a more detailed

analysis of the collaboration network and the proposed taxonomy are presented.

In parallel with my thesis research topic, I has been participating in other studies related

Computer and Social Networks, one as first author and two as co-author:

• [Silva et al., 2011] published in Elsevier International Journal of Computer and

Telecommunications Networking (Computer Networks). Thisstudy is an extension

of the work I performed during my master on live streaming of user generated videos;

• [Maia et al., 2012] published in Brazilian Symposium on Computer Networks andDis-

tributed Systems (SBRC’12). This work analyzes the SBRC authors’ collaboration

network;

• [Maia et al., 2013] published in Journal of the Brazilian Computer Society. This work

is an extension of the study [Maia et al., 2012].
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Appendix A

General City Images

FiguresA.1 andA.2 show the City Image, for all analyzed cities in Section5.1, built using

aggregated data across all time periods. These images provide a general picture of each city,

and serve to illustrate broad differences across cities.
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Figure A.1: The general City Image, which does not consider different periods separately of
all cities.
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Figure A.2: The general City Image, which does not consider different periods separately of
all cities.



Appendix B

Quantitative Comparison of Cities

In this appendix we propose an application that use the City Image technique for numerical

comparison of different cities, by exploiting the values ineach square matrix given by the

technique. Specifically, we propose to compare two citiesi andj by following the steps:

1. For each cityi, the weight of each transitiont of its City Image is normalized by the

maximum weight of all transitions in this particular City Image. We refer to this nor-

malized value ast′i. As a result, we produce a vectorTi = (t′i,1, t
′

i,2, ...t
′

i,81) containing

all normalized transitions (total of 81, as there are 9 location categories) for a specific

City Image;

2. We then compute the Euclidean distancedi,j between each pair of vectors(Ti, Tj) of

cities i andj. By doing so we are calculating the distance between each considered

city for all transitions.

More generally, the comparison of multiple cities producesa vectorD containing the

distance between each pair of cities. VectorD could then be used in several ways. For

example, it could be exploited to cluster cities by similarity (in terms of movement patterns),

as shown in the following steps:

1. Build a hierarchical cluster tree for the cities based on the distances in vectorD using,

for example, the Ward’s methodWard Jr[1963]. This is a general agglomerative hier-

archical clustering procedure, where the criterion for choosing the pair of clusters to

merge at each step is based on the optimal value of an objective function. In our case,

this objective function is the minimum total intracluster variance, which is computed

based on the distancesD;

2. Determine the number of clustersc to be generated by visually inspecting the hierar-

chical cluster tree created, using, for example, a dendrogram plot of the tree;
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3. Prune the tree created in step 1 in order to havec clusters.

We applied this procedure to compare and cluster the 30 cities analyzed in Section

5.1.3, considering two different time periods: weekdays during the day, to study the typical

time when users perform their main routines; and weekend during the night, to study the

typical period when people perform leisure activities. Figure B.1 shows the dendrograms

built for each period. The red lines (dashed ones) indicate the cuts used to define the number

of clustersc in each case. We definedc equal to 9 clusters for weekdays during the day and

7 clusters for weekend during the night.

0
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2

3

Cities

(a) Day – weekday

0

1

2

3

4

Cities

(b) Night – weekend

Figure B.1: Dendrogram plots for the binary cluster tree of 30 different cities, in two different
time periods.

TablesB.1 andB.2 show the clustering results for weekdays during the day and week-

ends during the night, respectively. Note that, in general,cities from the same country or

that are geographically close to each other were grouped together. The geographical prox-

imity, which may reflect, to some extent, cultural similarity, is favorable to produce a similar

behavior between the inhabitants from those cities, and might be the explanation to the clus-

tering results. However, there are exceptions. For example, for weekdays during the day,

San Francisco was grouped apart from other American cities,whereas Bangkok, far away

from USA, was grouped in the same cluster as some American cities. Thus, the inhabitants

of cities of the same country do not necessarily have similarbehavior, reflecting heteroge-

neous patterns which are natural to occur in large countries, such as USA. Conversely, large

geographical distances also do not necessarily imply largedifferences in people’s habits. For

instance, cities with good transportation system or many options for outdoor activities, such

as beaches and parks, tend to favor transitions containingtravel andoutdoor, regardless of

their particular geographical location, and tend to differfrom other cities, even cities in the

same country, that do not have such facilities.

We note that the proposed city clustering procedure and the city distance metric could

be applied to a much larger number of cities in the world, withseveral potential applications.

One example is a personalized city recommendation system for supporting tourism-oriented
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Cluster Cities
1 Bandung, Semarang, Surabaya
2 London, Paris, Madrid
3 Kuwait, Singapore, Moscow,

Santiago
4 Sydney, Melbourne, Seoul, San

Francisco
5 Rio, Belo Horizonte, Sao Paulo,

Barcelona, Buenos Aires
6 Jakarta, Kuala Lumpur, Manila,

Mexico City
7 Los Angeles, Chicago, New

York, Bangkok
8 Tokyo, Osaka
9 Istanbul

Table B.1: Clustering results for weekday during
the day.

Cluster Cities
1 Kuwait, Singapore, Kuala

Lumpur, Manila, Bangkok
2 Tokyo, Osaka
3 Seoul, Jakarta, Bandung, Se-

marang, Surabaya
4 Rio, Belo Horizonte, Sao Paulo
5 Istanbul, Moscow
6 Santiago
7 Los Angeles, Chicago, San

Francisco, New York, Mel-
bourne, Sydney, Paris, Madrid,
London, Barcelona, Buenos
Aires, Mexico City

Table B.2: Clustering results for weekend during
the night.

applications. Such application could explore the proposedcity clustering strategy to suggest

new cities that the user might like, based on the user’s interests (which could be inferred

from prior user’s interactions in the system). For example,by learning that a user liked

Bandung during the day, the application might suggest Surabaya as a city to visit, as the two

cities are grouped in the same cluster and thus have similarities. Location-based social media

(like Foursquare) could benefit from this strategy to improve their current recommendation

systems, by introducing the City Image as a new criteria.





Appendix C

Cultural Analysis of Individuals

In this Appendix, we use the map of preferences presented in Section5.5.1.3to analyze the

individual preferences of users, showing, among other results, that food and drink prefer-

ences are good indicators of cultural similarities.

In order to assess the cultural similarities among users, weconstruct a similarity net-

work Gs = (Vs, Es), wheres is a similarity threshold used to build the network, verticesVs

represent the set of users, and an edge(vi, vj) exists inEs if usersvi andvj have a similarity

score aboves. The similarity scoresi,j between two usersvi andvj is the Jaccard index (JI)

between their preference vectors1 multiplied by 100. In this way,si,j varies from 0 to 100

and measures the percentage of preferences shared by the usersvi andvj. For example, con-

sidering a similarity thresholds = 65 (or 65%-network2), there is an edge between vertices

v1 andv2 if the corresponding users have, at least, 65% of preferences in common. We have

built two similarities networks:G1
s; andG2

s. The networkG1
s considers only food and drink

preferences, i.e., only check-ins at food and drink places.On the other hand,G2
s consider

all preferences, i.e., all Foursquare subcategories, including food and drink venues. To build

both networks we consider only the users who performed at least 7 check-ins in the dataset

(i.e., at least one check-in per day on average). In total, 28,038 users were considered inG1
s

and 194,902 inG2
s. Moreover, isolated nodes were disregarded. We here consider the fol-

lowing values ofs ∈ {65, 70, 75, 80, 85, 90, 95, 100}. Note thatG1
s andG2

s are undirected

unweight and symmetric graphs.

We first analyze relevant properties ofG1
s andG2

s. FigureC.1a shows the percentage

of vertices (i.e., users) in the two largest components of the networkG1
s, for various values

of s (figure omitted for the networkG2
s due to space limitations). FigureC.1a shows that

the largest component of the 65%-network practically contains all nodes. The percentage of

1The Jaccard index of sets A and B is computed asA∩B
A∪B

.
2Network created with a thresholds is referred to ass-network.
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users in the largest component slowly decreases as the similarity threshold increases, until

s reaches 85. For larger values ofs, the number of users in the largest component drops

sharply, becoming comparable to the size of the second largest component. This is explained

by observing networks built using large values fors, such as the 100%-network, where every

component is composed of very similar users. Since users with very similar preferences are

rare, the largest components tend not to have very large differences in size. We note that the

results for the networkG2
s are similar to those observed for the networkG1

s, for example, the

largest component of the 65%-network also contains practically all nodes.
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Figure C.1: General metrics for all similarity networks.

In order to verify the tendency of users from the same region to be connected, we

calculate the assortativity of the similarity networks. Assortativity measures the similar-

ity of connections in the network with respect to a given attribute, and varies from−1 to

+1 [Newman, 2002]. In an assortative network(with positive assortativity), vertices with

similar values of the given attribute (e.g., same country) tend to connect with (be similar to)

each other, whereas in adisassortative network(with negative assortativity), the opposite

happens. The assortativity analysis for the networksG1
s andG2

s formed from various values

of s are shown in FiguresC.1b andC.1c, respectively. Note that the assortativity for the net-

work G1
s with respect to the geographical attributes (region Western/Eastern, continent, and

country) decreases with the similarity threshold. This happens because most of the edges

in the networks, formed from similarity thresholds ≥ 90, connect users who have prefer-

ence vectors with a few positive features (as defined in Section 5.5.1.3). This also helps to

explain why, in both figures, the degree assortativity increases with the similarity threshold:

considering only very particular tastes, the network tendsto be composed mostly of cliques,

making the degree assortativity very close to 1.

On the other hand, if we vary the value ofs in the networkG2
s, the assortativity for

geographical attributes remains roughly the same. It is possible to explain this behavior by

looking at the size of the preference vectorF for the networkG1
s, which is much smaller

compared to that for the networkG2
s (101 against 435). Since the preferences are distributed
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over almost all the categories, a larger preference vector implies a lower probability of having

preferences in common between two users, and, consequently, fewer edges in a similarity

network, even for lower values ofs. Note also that, in both FiguresC.1b andC.1c, all

similarity networks we take into consideration are assortative. However, the assortativity

values of the geographical attributes forG1
s are most of the time higher compared to those

obtained forG2
s. When considering all preferences/features we also increase the number

of features that do not discriminate cultural differences sufficiently well (e.g., venues like

homes, hotels, student centers, and shoe stores), since they are essentially present in all

the cities and countries in the world. This suggests that, inthis case, a similarity network

considering only food and drink preferences might provide better insights in the study of

cultural differences.
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