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Abstract

This dissertation addresses the Pickup and Delivery Travelling Salesman Problem with

Multiple Stacks and algorithmic approaches to obtain its exact solution. In this problem,

a single vehicle must serve a set of customer requests defined by a pair of pickup and

delivery destinations of an item. The vehicle contains a fixed number of stacks where

each request is loaded at a pickup location and unloaded at the corresponding delivery

location. Each stack has finite capacity, and its loading/unloading sequence must follow

the last-in-first-out policy, i.e. for each stack, just the last item loaded can be unloaded at

its corresponding delivery location.

We propose a new integer programming formulation for this problem with a poly-

hedral representation described by exponentially-many inequalities. In particular, we in-

troduce a new set of variables used to model the last-in-first-out policy for loading and

unloading items. With the inclusion of these new variables, finding violations concern-

ing the capacity of each stack or the LIFO policy for a given tour can be done by solving

polynomial problems. These ideas are used within a branch-and-cut algorithm to solve

the proposed formulation.

Computational results show that our approach is competitive with the best algo-

rithm in the literature, outperforming it for some benchmark instances. Also, two new

certificates of optimality are provided.

Keywords: Travelling Salesman Problem, Vehicle Routing Problem, loading constraints,

Integer Linear Programming, branch-and-cut..
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Resumo

Nesta dissertação, abordamos o Problema do Caixeiro Viajante com Coleta e Entrega so-

bre Carregamento LIFO (PDTSPMS) e métodos para a obtenção de sua solução exata. O

problema consiste em determinar o trajeto de menor custo de um veículo que deve aten-

der um conjunto de requisições de clientes. Cada requisição é composta por uma locali-

zação de coleta, onde um determinado item é carregado no veículo, e por uma localiza-

ção de entrega, onde esse item é descarregado. Para realizar o processo de carregamento

e descarregamento dos items, o veículo conta com um conjunto de pilhas com capaci-

dade finita. Um item quando carregado neste veículo ocupa o topo de uma das pilhas e

apenas itens que estão no topo das pilhas podem ser descarregados nas correspondentes

localizações de entrega.

Apresentamos um nova formulação em Programação Inteira para o problema e

propomos um algoritmo branch-and-cut para obter a solução ótima dessa formulação.

Em particular, utilizamos um conjunto exponencial de desigualdades para modelar a

política de carregamento do veículo através da adição de um novo conjunto de variáveis.

A partir da inclusão dessas novas variáveis, conseguimos identificar violações da política

de carregamento (seja na ordem ou na capacidade) para um dado trajeto através da reso-

lução de problemas polinomiais.

Resultados computacionais mostram que nosso algoritmo é competitivo em re-

lação ao melhor algoritmo proposto na literatura, resolvendo algumas instâncias de teste

com menor tempo computacional. Além disso, o algoritmo foi capaz de determinar cer-

tificados de otimalidade para duas instâncias não solucionadas anteriormente.

Palavras-chave: Caixeiro Viajante, Roteamento de veículos, restrições de carregamento,

Programação Linear Inteira, branch-and-cut..
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Chapter 1

Introduction

One of the most studied problems in Combinatorial Optimization is the Vehicle Routing

Problem (VRP). Its rich structure and economic importance in real world yield a variety

of related problems in which more complex operating constraints such as vehicle capac-

ity [Baldacci et al., 2004], precedence relations between clients [Santos et al., 2013], time

windows [Azi et al., 2010], to cite just a few, are of interest.

Variants of the problem that integrate routing and loading issues have received spe-

cial attention recently. In some transportation applications, not only the weight of items

being transported are a concern in the design of feasible routes, but other characteristics

such as dimensional shape, the manipulation of these items (for example, when dealing

with fragile items), among others. In that sense, one operating constraint arises when di-

mensional sizes of items are considered and the cargo must fit inside the vehicle loading

area. Another constraint emerges when unloading operations should be performed with-

out rearranging the items, so the vehicle loading sequence determines which items can

be unloaded at a given location.

The solution of vehicle routing problems in the literature mostly involves solving

some variant of the famous Travelling Salesman Problem (TSP). Traditionally, the prob-

lem is stated as: given a set of cities and the cost of travelling between each pair of them,

find a minimum cost tour that visits each city exactly once. Despite its simple statement,

the optimal solution for the TSP is a classical combinatorial optimization challenge. The

problem has been studied since the 1950 decade and it is intrinsically related to the de-

velopments in the fields of Mathematical Programming.

In this work, we tackle the Pickup and Delivery Travelling Salesman Problem with

Multiple Stacks (PDTSPMS). Suppose that a single vehicle is available to serve a set of

customer transportation requests defined by the pickup and delivery locations of an item.

In order to perform this task, the vehicle uses a set of independent stacks of finite capacity.

1



2 CHAPTER 1. INTRODUCTION

Loading and unloading of the items being transported in each stack must follow the Last-

in-First-Out (LIFO) policy. The objective is to serve all requests with a route of minimum

cost that satisfies the loading/unloading policy.

1.1 Motivation

The problem finds applications in the routing of transportation vehicles where freight is

loaded and unloaded in the vehicles from the rear. For instance, in the transportation

of heavy or fragile items, or hazardous materials, reallocating the items en route can be

prohibitive. In that sense, just the last item loaded in a stack is accessible and it must be

delivered before all other items that were loaded before it.

Ladany and Mehrez [1984] show a real application at an expedition company in Is-

rael. The problem was faced when planning the route of a truck collecting items in the

city of Tel Aviv and, after all items were collected, delivering them in the city of Haifa. The

truck could only be loaded through the rear door. Reshuffling of items inside the vehicle

was a very cumbersome task, so that the unloading sequence was defined by the inverse

order of loading.

The problem was also presented by Levitin and Abezgaouz [2003] in the context

of a warehouse, where automated guided vehicles (AGV) are used for carrying multiple

loads between workstations. They cite an example in manufacturing systems, where the

loading and unloading of the items being transported by the AGV’s consume more time

than transportation itself. In this scenario, material are transported in pallets, and each

one picked up by the AGV is placed on the top of a batch of pallets. When an AGV needs to

deliver a pallet at some workstation and there are pallets addressed to other workstations

above it, all of them need to be unloaded and loaded back after the desired pallet was

unloaded. They proposed an algorithm to plan an optimal route for an AGV in such a

way that only the last loaded pallet can be unloaded at the workstations, avoiding this

rearrangement during the unloading process.

1.2 Contributions

The main concern in this dissertation is to describe a new Integer Linear Programming

(ILP) formulation and a method for obtaining exact solutions to the PDTSPMS. Our ap-

proach will be tested with instances that have been tackled before in the literature. We

build our ILP model based on a previous formulation recently presented for a more re-

stricted case where the vehicle contains just one stack of unlimited capacity. In fact, the
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formulation presented in the literature for the PDTSPMS was built on the same work, but

our approach differ from the one in the literature in the type of variables used and in the

way the LIFO policy is tackled.

A branch-and-cut (B&C) approach is proposed and we show that, within our formu-

lation, inequalities used to dictate the LIFO policy are simpler to express. This easiness

in the expression decrease the computational effort involved in the separation of violated

inequalities. The algorithm for separating them is described in this dissertation. Albeit

the proposed formulation uses more variables, it will be shown that they are indeed more

descriptive, potentially leading to a better description of the feasible set of the problem.

We assess the quality of our algorithm and compare the results with those obtained

by the best algorithm available in the literature. Our approach proved to be competitive,

solving some benchmark instances in less time than the state-of-the art algorithm. Also,

we were able to achieve optimality certificates for two instances not previously solved.

We convey all these ideas throughout the text as follows:

Chapter 2 The Pickup and Delivery Travelling Salesman Problem with Multiple Stacks The

precise definition of PDTSPMS is given. The mathematical notation adopted in

the text and some combinatorial properties of the problem are presented. We re-

view the literature on the problem, highlighting algorithmic approaches usually

employed to achieve a solution as well as related work on problems resembling

PDTSPMS.

Chapter 3 Integer Programming Formulation for PDTSPMS We propose a novel ILP formu-

lation for PDTSPMS and develop three classes of valid inequalities. Differences be-

tween our approach and the literature are identified. We stress the weakness and

advantages of our formulation vis-a-vis the formulation in the literature.

Chapter 4 An Exact Algorithm for PDTSPMS We employ the ideas developed in previous

chapter within a branch-and-cut algorithm to solve PDTSPMS exactly. Further im-

plementation issues are described.

Chapter 5 Computational Results Using our proposed algorithm, we solve instances from the

literature and analyse the results as compared with those obtained with the state-

of-the-art algorithm.

Chapter 6 Conclusion and Future Work Finally, we assess the contributions given by this work

and discuss possible directions for further work.





Chapter 2

The Pickup and Delivery Travelling

Salesman Problem with Multiple

Stacks

In this chapter, the problem we address in this dissertation is formally stated. The adopted

notation and definitions used in the mathematical context through the text are presented

in Section 2.2. Also, we review the literature on the problem, pointing out solution strate-

gies and other related problems in Section 2.3. Some aspects concerning the structure of

the solutions are presented in Section 2.4.

2.1 Preliminary definitions

Given a set V of points in some space, we define A = {(i , j )|i , j ∈ V } as the set of arcs

between two points in V and use G(V , A) to denote the directed graph G on V with arcs

A, and use the terms points and vertices interchangeably. Also, we define the cost of arc

(i , j ) ∈ A by ci j as some constant value (for example, the distance between points i and j

or the time spent traversing the arc).

A walk in G is a finite, non-empty sequence of vertices W = v0, v1, ..., vk such that

(vi , vi+1) ∈ A for 0 ≤ i < k. If all vertices in W are distinct, then we call W a path. If v0 = vk

then we call it a tour. The cost of a path W is the sum of the costs of its constituent arcs.

Define x = {xi j |(i , j ) ∈ A} as the incidence vector of a tour in G such that xi j = 1 iff

arc (i , j ) is traversed by the tour and 0 otherwise. Let F = {x1, ...,xr } be the set of incidence

vectors of tours in G . The convex hull of F , Q = conv(F ), is the polytope of tours in G .

The polyhedral region obtained by replacing the integrality xi j ∈ {0,1} by 0 ≤ xi j ≤ 1 is P ,

5



6 CHAPTER 2. THE PICKUP AND DELIVERY TSP WITH MULTIPLE STACKS

the feasible set of the linear relaxation, such that Q⊂P .

In this work, we consider Integer Linear Programming formulations whose feasible

set are bounded and non-empty. Also, the cost ci j is integer-valued, and we do not make

any assumptions on the value of c j i (the Asymmetric TSP) or assume the triangle inequal-

ity to hold.

The separation problem for Q is the problem of, given a vector x ∈ R|A|, decide

whether x ∈Q or find some vector a ∈ R|A| and a number b ∈ R such that aT y ≤ b ∀y ∈Q
and aT x > b. In the latter case, we say that the valid inequality aT y ≤ b is violated by x. A

class C is a family of inequalities within the ILP formulation that models one characteris-

tic that is satisfied by all elements of F . A separation procedure for a class C and a vector

x is a subroutine that finds one or more inequalities in class C violated by x.

2.2 Problem definition

The Pickup and Delivery Travelling Salesman Problem with Multiple Stacks is defined on

a direct (complete graph) G = (V , A), where V = {0,1, ...,2n+1} is a set of locations in some

given space and A = {(i , j ) : i , j ∈V } is the set of arcs between those locations such that ci j

is the cost of traversing arc (i , j ) ∈ A. Locations 0 and 2n +1 represent the initial and final

depots, respectively. Locations P = {1,2, ...,n} represent pickup points while locations D =
{n+1, ...,2n} represent delivery points. A single vehicle must visit each location attending

the transportation requests, where n is the number of requests. Each request is defined

by a location of pickup i ∈ P , where an item of size qi is loaded into the vehicle and by a

corresponding delivery location n + i ∈ D , where this same item is unloaded. The vehicle

contains a number K of loading stacks, each of them with a constant capacity Q ≥ qi ∀i ∈
P . Loading and unloading operations for each stack must follow the LIFO policy: when

loading an item, it is placed at the top of the stack and is the only item loaded in that stack

which can be directly accessed from the rear of the vehicle. Thus, only items at the top

of each stack can be unloaded and, consequently, if the vehicle visits a delivery location,

only the corresponding delivery locations of those items can be visited. The aim of the

problem is to determine a route of minimum total cost that starts at depot 0, transports

each item between its associated pickup and delivery locations while satisfying the LIFO

policy, and ends at depot 2n + 1. For the sake of simplicity, throughout the text we will

refer to the item loaded into the vehicle at location i ∈ P and unloaded at n+i ∈ D as item

i . Also, let M = {0, ...,K −1} be the set of labels for each stack, and associate an item of size

−qi to the delivery location n + i ∈ D .

In Figure 2.1, we depict an optimal solution for an instance of the problem consist-
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ing of four customer requests (n = 4) which must be attended by a vehicle containing two

stacks of capacity Q = 4. The initial (location 0) and the final (location 2n +1) depots are

the same location. The four items to be collected at locations 1, 2, 3, 4 and delivered at

locations 5, 6, 7, 8 have lengths q1 = 4, q2 = 3, q3 = 2 and q4 = 1. In part 2.1a, we depict the

route traversed by the vehicle and, from 2.1b to 2.1i, we illustrate how items are arranged

inside the vehicle after the loading and unloading operations are performed. After leav-

ing depot 0, the vehicle loads item 1 on the first stack. This configuration is illustrated in

part 2.1b. Then, items 2 (2.1c) and 4 (2.1d) are loaded on stack 1. Item 4 is delivered at

location 8 and item 1 at 5. Parts 2.1e and 2.1f show the stacks configuration immediately

after those operations, respectively. Item 3 is loaded on stack 0, and item 2 is unloaded

from stack 1 at location 6. Finally, the vehicle unloads item 3 from stack 0 at location 7

and returns to the depot (location 9) with all stacks empty.

0-9 1

2

3

4

5

6

7

8

(a)

Vehicle Rear

(b)

Vehicle Rear

(c)

Vehicle Rear

(d)

Vehicle Rear

(e)

Vehicle Rear

(f)

Vehicle Rear

(g)

Vehicle Rear

(h)

Vehicle Rear

(i)

Figure 2.1: Example of a PDTSPMS route (a) and the stacks configuration during the load-
ing and unloading process (from b to i).

PDTSPMS consists of the general optimization problem below. In Chapter 3, we de-

scribe ILP formulations for obtaining elements in F and how to impose both the prece-

dence and the LIFO policy.{
min

∑
(i , j )∈A

ci j xi j |x ∈F satisfying the precedences, LIFO and capacity of each stack.

}
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2.3 Literature review and related work

The PDTSPMS firstly appeared in the literature in a more relaxed version, namely, the

Pickup and Delivery Travelling Salesman Problem with LIFO Loading (PDTSPL) in which

the vehicle contains just one stack of unlimited capacity. This problem was tackled with

heuristic approaches in Carrabs et al. [2007b] where instances varying from 375 to 500

requests were considered. Li et al. [2011] developed a Variable Neighbourhood Search

(VNS) heuristic using search operators based on a tree data structure and applied the al-

gorithm for solving instances with up to 500 requests. The first exact solution methods

were based on branch-and-bound algorithms using TSP relaxations [Pacheco, 1997; Cas-

sani, 2004]. Instances with up to 11 requests were solved. In Carrabs et al. [2007a] the size

of solved instances was increased to 15, and some instances with up to 21 requests were

also solved to optimality using a different branch-and-bound scheme with additive lower

bounds based on relaxations of the TSP given by the assignment and shortest spanning

r-arborescence problems. Recently, Cordeau et al. [2010] proposed three integer formula-

tions for the PDTSPL, two of them for the capacitated case, and one for the uncapacitated

case, with focus on the latter case. In particular, they proposed an exponentially-sized set

of inequalities to impose the LIFO policy and some sets of valid inequalities used within

a B&C algorithm capable of solving instances with up to 25 requests.

Another problem related to PDTSPMS is the Double Travelling Salesman Problem

with Multiple Stacks (DTSPMS), introduced by Petersen and Madsen [2009]. In this prob-

lem, the vehicle also contains a number of stacks of limited capacity to store the items, but

must collect all the items before delivering any of them. After collecting all the items, the

vehicle returns to the depot and the delivery route must consider the LIFO policy of the

stacks. The authors presented a mathematical formulation and some meta-heuristic so-

lution approaches to the problem. Felipe et al. [2009] proposed four neighborhood struc-

tures and applied them to a VNS heuristic. Côté et al. [2012b] developed a Large Neigh-

bourhood Search (LNS) heuristic for the PDTSPMS and applied it to DTSPMS instances.

A local search approach was proposed by Urrutia et al. [2013]. Rather than applying the

heuristic to construct the routes, the authors applied the local search to the construction

of a feasible loading plan and used a dynamic programming algorithm to map the plan

into corresponding optimal routes.

Concerning the exact solution of the DTSPMS, Petersen et al. [2010] presented sev-

eral exact approaches, solving instances with up to 25 requests. An exact approach to the

DTSPMS was also presented by Lusby et al. [2010]. The method is based on finding the k-

best tours to each of the separate pickup and delivery routes and matching the solutions

leading to a feasible loading plan. Borne et al. [2012] addressed the uncapacitated version
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of DTSPMS. They provide a polyhedral study of the problem and an ILP formulation for

the case where two stacks are available and for which the linear programming relaxation

is polynomial-time solvable.

As a more constrained Travelling Salesman Problem, the PDTSPMS can benefits

from the advancements already made for this classical problem. Scientific literature for

the TSP dates back to the 1950 decade and is intrinsically linked to the developments of

Integer Programming itself [Chvátal et al., 2010]. For an extensive study on the aspects of

the TSP solution, the reader is referred to Applegate et al. [2007].

The Pickup and Delivery Travelling Salesman Problem can also be viewed as a re-

stricted version of PDTSPMS. A more general case is the Precedence Constrained TSP, in

which each vertex has one or more predecessors, and was first addressed by Balas et al.

[1995]. The authors presented a polyhedral study and derived several classes of facet

inducing inequalities, some of them used in the formulation proposed in this disserta-

tion. Ascheuer et al. [2000] proposed a B&C algorithm for this problem, solving instances

of the asymmetric TSP varying from 18 to 101 vertices and containing from four to 131

precedence relations among the vertices. A polynomial formulation for the problem was

proposed by Sarin et al. [2005]. Gouveia and Pesneau [2006] proposed new extended for-

mulations for the Precedence Constrained TSP using extra binary variables to model the

precedence relation among the vertices. They derived a set of valid inequalities and de-

veloped a B&C algorithm capable of obtaining the exact solution of one not previously

solved instance. More recently, Dumitrescu et al. [2010] tackled the Pickup and Delivery

Travelling Salesman Problem (PDTSP), in which a pick-up must precede its correspond-

ing delivery. The authors presented polyhedral results and a B&C algorithm capable of

solving instances not solved by previous approaches, involving up to 35 requests. The

PDTSP was also solved with exact methods in Kalantari et al. [1985] and Hernández-Pérez

and Salazar-González [2004]. For an extensive survey on pickup and delivery problems,

the reader is referred to Berbeglia et al. [2007].

Combining routing and loading issues of vehicles has been the concern of many

works in the VRP literature. In particular, two-dimensional and three-dimensional load-

ing constraints, in which geometrical aspects are taken into account when loading an item

inside the vehicle, are solved in Iori et al. [2007] and Tarantilis et al. [2009], respectively.

Other kinds of loading constraints can be found on literature. For an extensive overview

of problems arising from the combination of both routing and loading aspects, the reader

is referred to Iori and Martello [2010].

Recently, Côté et al. [2012a] proposed the first exact algorithm for solving the

PDTSPMS. They provided three formulations used within a B&C algorithm. The best

results were obtained with a formulation using an exponential number of inequalities
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that extend the LIFO constraints proposed by Cordeau et al. [2010] for the case where

more than one stack is available, and using some new capacity inequalities adapted from

the VRP for the PDTSPMS. Instances with up to 21 requests are solved by the algorithm,

where two classes of instances were considered, namely, instances with unit size items

and with items varying in size from one to ten. They also used their algorithm effectively

on DTSPMS instances.

2.4 The structure of PDTSPMS

We next illustrate how the values of K and Q, the number of stacks and the capacity of

each, respectively, are crucial to determine the set of feasible solutions of PDTSPMS.

For a given problem instance, suppose that K equals (or is greater than) the number

of requisitions, n. Then, an optimal route that complies with the precedence relations

between each pickup and delivery locations is an optimal solution to PDTSPMS. Note

that when visiting a pickup location, this vehicle always has an empty stack. Thus, items

loaded into this vehicle are readily available for unload, and the corresponding deliveries

locations can be visited. In that sense, whereas an optimal solution to the PDTSP provides

a lower bound for PDTSPMS, an optimal solution for the latter tends to be more different

from the former as K is decreased from n to 1.

Another remarkable issue concerns the total capacity available inside the vehicle,

namely, T = K ×Q. The example below shows that it is possible to have optimal tours of

different values even when the total loading area inside the vehicles are the same.

Consider an instance of PDTSPMS with n requests, where the pickup and delivery

locations are given by the vertices of a regular (2n +1)-gon inside the R2, and assume the

location of vertex 0 equals the location of vertex 2n + 1 (that is, the initial and the final

depots are the same location). Suppose that the optimal solution for the PDTSP in this

instance is the perimeter of the polygon, and that all items have capacity one. Starting at 0,

the next nine vertices represent six pickup locations followed by three delivery locations.

The dashed arc represents the path p from n+1 to the final depot, such that p = n+6,n+
5,n+4,7,n+7, ...,n,2n,0. That is, p can be attended using just one position of a stack. If a

vehicle with total capacity T = 6, where K = 2 and Q = 3, was to follow the path from 0 to

6, then a configuration of the stacks immediately after loading item 6 is illustrated in part

(b) of Figure 2.2. Accordingly, after leaving 6, this vehicle can continue as in the optimal

solution and follow the path n+3,n+2,n+1, p. On the other hand, for a vehicle with K = 3

and Q = 2 it is not possible to follow this same path. After loading items 1 to 6, in order for

this vehicle follows the path n+3,n+2,n+1, items 3, 2 and 1 should be at the top of some
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stack when the vehicle visit each respectively delivery location. But no such configuration

is possible when K = 3 and Q = 2 for the loading sequence 1, 2, 3, 4, 5, 6, as we depict in

part (c) of Figure 2.2. The value of the optimal tour using the first vehicle, z∗
1 , is the same

value of the optimal PDTSP tour, whereas an optimal tour using the second vehicle does

use arcs outside the perimeter of the polygon. The value of this tour, z∗
2 , satisfy z∗

2 > z∗
1 .

If one of the dimensions K or Q is held constant, the value of an optimal solution for

a PDTSPMS instance using a vehicle with total capacity T̄ is indeed a lower bound on the

value for this same instance using a vehicle with total capacity inferior to T̄ . The smaller

loading area can be seen as included in T̄ . If K is held constant, for example, then an

optimal solution for a vehicle with stack capacity two is still valid for a vehicle with stack

capacity three (that is, the extra capacity is not used).

Finally, we observe that the solution of the PDTSPMS is highly symmetrical. All

stacks have the same capacity and since we do not constrain any item to be load or unload

from a specific stack, they are all identical. Thus, each solution of the PDTSPMS has a set

of K ! equivalent solutions, one for each permutation of the K stacks labels.

0

1

234

5

6

n+3

n+2

n+1

(a)

3 6
2 5
1 4

(b)

∗ 3 ∗
1 2 ∗

∗ ∗ ∗
1 2 3

2 ∗ ∗
1 3 ∗

3 ∗ ∗
1 2 ∗

(c)

Figure 2.2: An optimal route for the PDTSP is depicted in (a). The route starts at depot
0, visits six pickup locations and three delivery locations. The dashed arc represents the
path p. In (b) we illustrate a possible configuration of the load area after items 1-6 were
loaded inside a vehicle with K = 2 and Q = 3. All possible configurations for loading these
items on a vehicle with K = 3 and Q = 2 are shown in (c). Observe that this vehicle can
not follow the path from 0 to n +1 in the perimeter, as any of these configurations allows
the path n + 3,n + 2,n + 1 to be visited. Thus, the value of the optimal solution for the
PDTSPMS using this vehicle is strictly greater than for the vehicle with K = 2 and Q = 3.
(∗ ∈ {4,5,6})





Chapter 3

Integer Programming Formulations for

the PDTSPMS

This chapter presents the proposed ILP formulation for the Pickup and Delivery Travel-

ling Salesman Problem with Multiple Stacks. Since our work builds on formulations from

previous work in the literature, we firstly review an ILP model for the Pickup and Deliv-

ery Travelling Salesman Problem. Then, we show how the LIFO policy can be imposed in

the previous model using an exponential-sized class of inequalities, considering a vehicle

with just one stack of unlimited capacity (PDTSPL). This class is then extended to cope

with the more general case where the vehicle contains multiple stacks of limited capacity

(PDTSPMS). Finally, based on all these previous work, we describe the formulation we

propose in Section 3.2.

Some additional notation is needed before we introduce the formulations. In what

follows, we use the notation below:

• S̄ =V /S, S ⊆V ;

• x(S) =∑
i , j∈S xi j ;

• x(S,T ) =∑
i∈S, j∈T xi j ;

• x(i ,S) = x({i },S);

• x(S, i ) = x(S, {i });

• S is the collection of subsets S ⊂V , such that 0 ∈ S, 2n +1 ∉ S and there exists i ∈ P

for which i ∉ S and n + i ∈ S;

• Ω is the collection of subsets S ⊂ P ∪D , such that there exists at least a j ∈ P for

which j ∈ S and n + j ∉ S, or n + j ∈ S and j ∉ S;

13
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• i ≺ j if the vehicle visits location i before location j ;

• π(S) = {i ∈ P : n + i ∈ S ⊂V } denotes the predecessors of subset S;

• σ(S) = {n + i ∈ D : i ∈ S ⊂V } denotes the successors of subset S;

• q(S) =∑
i∈S qi .

The path from the initial depot 0 to the final depot 2n + 1 is a tour if they are the

same location. However, it will be referred as a tour even if they are distinct locations.

3.1 From the TSP to the PDTSPMS

We consider a standard ILP formulation for the asymmetric TSP, consisting of two equa-

tions (the degree equations) for each vertex and an exponentially-sized class of inequali-

ties known as subtour elimination constraints (SEC). Formulations with polynomial sets

of variables and constraints exist for the TSP (e.g. Miller et al. [1960]), although the polyhe-

dra associated with their linear relaxation are usually weaker compared with the standard

formulation (see [Padberg and Sung, 1991]). In any case, a polyhedral description P such

that P = conv(F ) for this problem is hard to find unless P = NP.

In the remainder of this section, we show how the basic TSP formulation is extended

in order to impose the precedence among each pair of pickup and delivery (that is, a tour

satisfying i ≺ n + i ∀i ∈ P ) and the LIFO policy for loading and unloading the items, first

for the PDTSPL and then for the PDTSPMS. Valid inequalities used to strengthen the for-

mulations and separation procedures used for identifying violated inequalities within a

B&C algorithm for each exponentially-sized class are described in Chapter 4.

3.1.1 ILP formulation for PDTSP

First, we show a classic ILP formulation for the PDTSP. To this end, associate binary vari-

ables xi j to each arc (i , j ) ∈ A, taking value 1 if and only if location j is visited immediately

after i , and 0 otherwise.

The following model formulates PDTSP:

min

{ ∑
(i , j )∈A

ci j xi j |x ∈P ∩B|A|
}

(3.1)
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where the polyhedral region P is given by:

x(i ,V ) = 1 i ∈ P ∪D ∪ {0} (3.2)

x(V , i ) = 1 i ∈ P ∪D ∪ {2n +1} (3.3)

x(S) ≤ |S|−1 S ⊆ P ∪D, |S| ≥ 2 (3.4)

x(S) ≤ |S|−2 S ∈S (3.5)

0 ≤ xi j ≤ 1 (i , j ) ∈ A (3.6)

The objective function (3.1) minimizes the cost of the vehicle route. Constraints (3.2) and

(3.3) (the degree constraints) ensure that each location is visited exactly once. Observe

that the initial and final depots are different entities inside the model, though they may

correspond to the same location. Constraints (3.4) are the subtour elimination constraints

(SEC) and impose connectivity on the route by eliminating all cycles with vertices in P∪D

since any cycle on the vertices in S requires |S| arcs. Constraints (3.5) were proposed by

Balas et al. [1995] in the context of the Precedence-constrained TSP. Observe that for

S ∈ S , there exists i ∈ P for which i ∉ S and n + i ∈ S. Thus, inequalities (3.5) eliminate all

paths with vertices in S that start in 0 and visiting n + i before visiting i , hence violating

the precedence of the pickup and delivery locations.

Observe that an integer feasible solution of P correspond to an incidence vector of

a tour in G that satisfies the precedence of each pair of pickup and delivery.

3.1.2 The PDTSPL

Considering PDTSPL, in which the vehicle contains only one stack of infinite capacity,

Cordeau et al. [2010] introduce a class of inequalities to impose the LIFO policy in the

model (3.1)-(3.6). Their proposed constraints are of the form:

x(i ,S)+x(S)+x(S,n + i ) ≤ |S| S ∈Ω, i ,n + i ∉ S, i ∈ P (3.7)

Inequality (3.7) forbids a path from i ∈ P to n + i ∈ D going through a set S ∈Ω. Observe

that in such a path, if j ∈ S and n + j ∉ S, the vehicle loads item i in the stack, then loads

item j but unloads item i before item j , violating the LIFO policy. If n+ j ∈ S and j ∉ S, the

vehicle loads item i and then unloads item j before unloading item i . The authors show

that inequalities (3.7) are sufficient to impose the LIFO policy.
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3.1.3 The PDTSPMS

Note, however, that inequalities (3.7) are not necessarily valid for PDTSPMS when multi-

ple stacks are available (K > 1). In particular, observe that items i and j in the above ex-

ample could be loaded in different stacks. Thus, immediately after visiting the set S ∈Ω,

both delivery locations, n+i and n+ j , could be visited by the vehicle. Let L= {i1, i2, ..., il }

be a sequence of pickup locations for which i1 ≺ . . . ≺ il ≺ n + i1 ≺ . . . ≺ n + il . Items in L
are said to cross each other. Observe that, for a vehicle with K stacks, a sequence L with

K +1 or more items leads to an infeasible solution concerning the LIFO policy.

Côté et al. [2012a] showed how to extend inequalities (3.7) for the case when K ≥ 2.

Consider a set L = {i1, i2, ..., iK+1 ∈ P, i j 6= ik } of pickup locations where each element in

L crosses all other elements. Then, i1 ≺ i2 ≺ ... ≺ iK+1 ≺ n + i1 ≺ ... ≺ n + iK+1 is induced.

The authors propose the following inequalities to forbid paths in which such a situation

occurs:

K∑
h=1

[x(ih ,Sih+1 )+x(Sih+1 )+x(Sih+1 ,n + ih)] ≤
K+1∑
h=2

|Sih |+K −1 (3.8)

where Sih≥2 = {ih , ih+1, ..., iK+1,n+i1, ...,n+ih−2} (n+i0 is defined as iK+1 and the sequence

from n + i1 to iK+1 is empty for h = 2).

An example for a vehicle with two stacks is depicted in Figure 3.1. Inequality (3.8)

forbids all paths from i1 to n+i2 going through sets Si2 = {i2, i3 = n+i0} and Si3 = {i3,n+i1}.

i1 i2 i3 n + i1 n + i2 n + i3

Si2
Si3

Figure 3.1: Example of a forbidden path for a vehicle with K = 2 stacks.

Concerning the stacks capacity, Côté et al. [2012a] derived an adaptation of the clas-

sic rounded capacity inequalities, widely used in the context of the capacitated VRP, con-

sidering the whole vehicle loading area (K ×Q) instead of a single stack capacity, Q. Since

those inequalities are not sufficient to guarantee that the capacity of each stack will not be

exceeded, the authors also propose a set of inequalities of type (3.7), that is, eliminating

all paths from a pickup i ∈ P to n + i ∈ D going through all vertices inside set S, but con-

sidering the case when z(S) >Q(K −1), where z(S) = max{q(π(S)\S),−q(σ(S)\S)}. Items
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crossing item i cannot be loaded in the same stack as i , so they must fit in the remaining

Q(K −1) available space. Also, the authors extend these inequalities to deal with a set con-

taining k items crossing each other, where 2 ≤ k ≤ K −1 items. To reduce the complexity

in the procedure for separating such inequalities, the authors only use values of k = 2 or

3. Again, these inequalities are not sufficient to ensure a solution not violating the stacks

capacity.

To ensure a solution where the capacity of each stack is not exceeded, each time

a tour satisfying the precedence of each pair of pickup and delivery is found, a packing

problem is solved. The solution of this problem is an assignment of each item to a stack,

such that the LIFO policy and the capacity constraints are satisfied. Suppose that the tour

is fixed and known. Let ai r = 1 if item i is loaded inside the vehicle when the location at

position r of the tour is visited and ai r = 0, otherwise. Let zi k = 1 if the vehicle loads item

i in stack k and zi k = 0, otherwise. The packing problem is formulated as:

∑
k∈M

zi k = 1 i ∈ P (3.9)

zi k + z j k ≤ 1 (i , j ) ∈ I ,k ∈ M (3.10)∑
i∈P

ai r qi zi k ≤Q r ∈ {1,2, ...,2n},k ∈ M (3.11)

zi k ∈ {0,1} i ∈ P,k ∈ M (3.12)

where I is the set of all pair of items crossing each other in the given tour (computed

in O(n2) time).

Each item is assigned to just one stack by (3.9). (3.10) impose items crossing each

other to be loaded on different stacks. The capacity of each stack is preserved by (3.11),

stating that at any location of the path p, the total length of items loaded in each stack do

not exceed Q. If the solution of this packing problem is infeasible, an inequality is then

inserted in the model to cut this path form the set of feasible solutions. Otherwise, the

tour is feasible concerning both the LIFO policy and the capacity constraints.

To conclude this section, Côté et al. [2012a] also note that no polynomial time algo-

rithm is expected for the packing problem. Indeed, in the particular case where all items

are picked up before any delivery is made (DTSPMS), the packing problem is NP-Hard

[Toulouse and Wolfler Calvo, 2009; Casazza et al., 2012].
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3.2 The proposed ILP formulation for PDTSPMS

In this section, we propose an alternative ILP formulation for the PDTSPMS in which we

explore model (3.1)-(3.6), adding new variables and constraints to handle the multiple

stacks availability. Our main goal is to facilitate the expression of inequalities for the LIFO

policy within this formulation and to avoid the need of solving a difficult packing problem

to ensure a feasible solution. In particular, the model (3.1)-(3.6) gives the base of our

formulation, providing the set of tours satisfying the PDTSP condition. To state the LIFO

conditions, we utilize a new set of variables.

Consider the following binary variable vector y ∈B|A||M |:

yk
i j =


1 if immediately after visiting location i ∈V , the vehicle loads ( j ∈ P )

or unloads ( j ∈ D) item j to or from stack k

0 otherwise

Using variables yk
i j we have, at each arc (i , j ) ∈ A, information concerning the op-

eration performed by the vehicle when it arrives at location j coming from location i .

Variables yk
i j are linked to variables xi j by the equations:

xi j =
∑

k∈M
yk

i j (i , j ) ∈ A (3.13)

If an item is loaded in stack k, it must be unloaded from this same stack. This con-

straint can be stated through the following equations:

∑
i∈V /{2n+1}

yk
i j =

∑
i∈V /{0,2n+1}

yk
i ,n+ j , j ∈ P, k ∈ M (3.14)

Observe that depot 2n+1 cannot be the predecessor of any location nor depot 0 can be the

predecessor of a delivery location. In both cases, a precedence is violated by the vehicle.

Next, we show how to express the LIFO constraints using yk
i j variables. Instead of

finding a set of K + 1 items that cross each other, thus violating the LIFO policy, and K

subsets (Sh2 , ...,ShK+1 ) to write inequalities (3.8), we adapt inequalities (3.7) using variables

yk
i j to impose that items crossing each other must be loaded on different stacks. Let i , j ∈

P such that i ≺ j ≺ n + i , and S ∈Ω, j ∈ S, i ,n + i ,n + j ∉ S. As noted earlier, a path from

i to n + i through S is LIFO infeasible when the vehicle contains only one stack. On the

other hand, if K ≥ 2 then items i and j must be loaded on different stacks. As we have

information on which stack both items i and j are loaded, we can use variables yk (S, j )

and yk (S,n + i ) to remove from the solution space not all the paths from i to n + i going
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through S, but the paths with a stack configuration that leads to infeasibility (that is, a

configuration where the vehicle loads items i and j on the same stack when traversing

that path).

In Figure 3.2 we depict a graphical representation. Observe that items i and j cross

each other in this example. Thus, if the vehicle goes from i to n + i through S (entering

and leaving S only through i and n+i , respectively) then items i and j must be loaded on

different stacks, or the vehicle must leave and enter S more than once. Using the new set

of variables, we can state this condition with the following inequalities:

x(i ,S\{ j })+x(S,S\{ j })+ yk (S ∪ {i }, j )+ yk (S,n + i ) ≤ |S| S ⊂ P ∪D, i , n + i ∉ S, j ∈ S

(3.15)

k ki j n + i

n + jS

Figure 3.2: A forbidden path where items i and j cross each other.

Therefore, inequalities (3.15) cut all paths from i to n + i in which the vehicle (i)

loads item i on stack k, (ii) goes through the clients in S (without visiting clients outside

S) and, in particular, loads (or unloads) item j on stack k, (iii) leaves S and immediately

unloads item i from stack k at location n + i .

However, we note the following. Consider the example in Figure 3.3, and suppose

that items i and j are in the same stack. In the path from i to n + i going through the set

S, the subpath in between i and j is not infeasible in the loading/unloading sequence. In

other words, even if we change this subpath, the whole path would still be infeasible, as

item i would still be unloaded after the load of item j (and n + j is not in this path). In

fact, that is where the real problem lies: item j is loaded and then the vehicle attempts to

deliver item i before delivering item j . In Figure 3.3a, we illustrate this situation. Instead

of using the set S, we just consider a subset S′ ⊆ S containing j (but not containing i , n+i

or n + j ) in our inequalities.
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i j n + i

n + jS S′

(a)

i n + j n + i

j S′ S

(b)

Figure 3.3: The proposed LIFO inequalities.

Now we describe how the LIFO policy can be imposed within our formulation.

yk (S̄′, j )+x(S′)+ yk (S′,n + i ) ≤ |S′| i ,n + i ,n + j ∉ S′, j ∈ S′, k ∈ M (3.16)

Observe that, for the case where n + j ∈ S and j ∉ S, as we depict in 3.3b, then the

roles of i and j are interchanged in inequalities (3.16).

Variables y are used when we want to state explicitly the stack in which the vehicle

loads an item, and variables x when we just want to specify an arc in the path. More

specifically, we are concerned about the loading/unloading of items i and j in stack k

and not about items in S′\{ j }. Note that when items i or j are not loaded in stack k the

inequality is trivially satisfied assuming all other constraints in (3.1)-(3.6) are in place.

Therefore, inequalities (3.16) cut all paths from j to n + i in which the vehicle (i) loads

item j in stack k, (ii) goes through the clients in S′ (without visiting clients outside S′) and

(iii) unloads item i from stack k at location n + i .

Our proposed ILP model can be seen as composed of two levels. In the upper level,

the PDTSP is formulated and x ∈ B|A| provides a solution for this problem. In the lower

level, we use variables y ∈ B|A|K to model the LIFO policy in the tours. The two levels are

coupled by constraints (3.13).

In Chapter 4 we describe the separation procedure for the class of inequalities (3.16).

3.2.1 Valid Inequalities

Here, we introduce some valid inequalities within our formulation that explore the partic-

ular structure of the PDTSPMS. Valid inequalities used in the context of the PDTSP, that

is, not considering the loading and unloading of the items, are presented in Chapter 4.
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Successor Inequalities

Suppose that item i is loaded on stack k. Then, if the vehicle visits a delivery location

n + j immediately after visiting location i , j 6= i , it cannot perform the delivery operation

through stack k, as the item on the top of stack k is i . That is, the only item loaded on stack

k that can be delivered is i . Then, we can derive the following set of valid inequalities:

yk (V , i )+ yk (i ,D\{n + i }) ≤ 1 i ∈ P,k ∈ M (3.17)

Capacity subtour elimination constraints (CSEC)

Let S ⊂ P ∪ D be a set such that q(π(S)\S) > Q. If the vehicle performs all pickups in

π(S)\S on stack k, it must enter and leave the set S more than once. This holds because,

if the vehicle enters and leaves S just once, when the vehicle enters set S, the items to

be delivered in π(S)\S are all loaded in stack k overloading its capacity. This leads to the

following valid inequality:

x(S ∪ {v},S\∆)+ yk (S ∪ {v},∆) ≤ |S|−1 v ∈ P ∪D, k ∈ M , q(π(S)\S) >Q (3.18)

where set ∆ ⊂ D is composed by the deliveriy locations in S with corresponding pickup

locations outside S, and v ∈ P ∪D is the vertex visited immediately before the vehicle

enters the set S.

Figure 3.4 illustrates the idea of inequalities (3.18). In this example, Q = 10, π(S)\S =
{a,b,c}, qa = qb = 4 and qc = 3, thus q(π(S)\S) = 11 and ∆= {n +a,n +b,n + c}. If vehicle

leaves v , enters and leaves S just once (that is x(S) = |S|−1), items a, b and c can not be

all loaded on the same stack, or the vehicle needs to enter and leave S more than once in

order to satisfy the inequality.

a

b

c

v
n + a n + c

n + b
S

Figure 3.4: A violated capacity subtour elimination constraint. Solid arcs represent unload
operations from stack K .

A similar inequality can be derived for the successors σ(S)\S of a set S when

−q(σ(S)\S) >Q:
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x(S ∪ {v},S\Π)+ yk (S ∪ {v},Π) ≤ |S|−1 v ∈ P ∪D ∪ {0}, k ∈ M , −q(σ(S)\S) >Q (3.19)

where set Π ⊂ P is composed by the pickup locations in S with corresponding delivery

locations outside S.

Infeasible path inequalities

The infeasible path inequalities presented for PDTSPMS in Côté et al. [2012a] are used

for eliminating tours that violate the LIFO loading policy or the stacks capacity. Given an

infeasible path W with |W | arcs, let x(W ) denote the sum of xi j variables representing the

arcs in W . A path inequality is given by:

x(W ) ≤ |W |−1, W ∈Φ (3.20)

whereΦ is the set of paths that violate the LIFO or capacity constraints.

In our formulation, we also use a kind of path inequalities but, since the LIFO policy

is already enforced by inequalities (3.16), we use them just to eliminate tours for which

the capacity of some stack is exceeded. Denote W̄ = {w ∈ W : yk
i w = 1} as the set of items

in W loaded or unloaded on stack k, and Ŵ = {w ∈ W : yk
i w = 0} as the items loaded or

unloaded on some other stack l 6= k. Let yk (W̄ ) be the sum of variables yk
i j such that (i , j )

is an arc in the path W such that j ∈ W̄ , and x(Ŵ ) be the sum of variables xi , j , (i , j ) ∈ W

and j ∈ Ŵ . Our capacity infeasible path inequalities are as follow:

yk (W̄ )+x(Ŵ ) ≤ |W |−1, k ∈ M , W ∈Ψ (3.21)

where Ψ is the set of paths for which q(W̄ ) > Q that is, if the vehicle follows this

path loading items in W̄ on stack k then the capacity of this stack will be exceeded at the

end of the path. An example of an infeasible path inequality is illustrated by figure 3.5.

Consider a vehicle with stack capacity Q = 10, and that items i1 and i3 have length 6 and

item i2 has length 3. In the figure, solid arcs represent operations performed on stack k,

and the dashed ones represent operations done on a different stack. Suppose that the

vehicle arrives at location j1 with stack k empty. Items i1, i2 and i3 are loaded on stack k.

After loading item i2, the total used space is 9. When the vehicle arrives at location i3 the

capacity of stack k is exceeded, since the lengths of items i1 and i3 sum up to 12.

Following the described notation, W̄ = {i1, i2,n + i2, i3}, Ŵ = { j1,n + j1,n + j2} and
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j1

i1 n+ j1 i2 n+ j2 n+ i2

i3

Figure 3.5: Infeasible path inequalities. Dashed arcs correspond to operations performed
on a stack different of k. The total item length load on stack k for this path is qi1 + qi2 −
qi2 +qi3 >Q.

the inequality for this path becomes:

yk
j1,i1

+xi1,n+ j1 + yk
n+ j1,i2

+xi2,n+ j2 + yk
n+ j2,n+i2

+ yk
n+i2,i3

≤ 6−1 = 5

Observe that for the operations performed on stack k, variables yk
i j are used. If the

load/unload operation is performed on another stack, variables xi j are used, meaning

that it does no matter which stack is used, the path is still infeasible.

In Chapter 4 we show that separating path inequalities is easy when the solution is

integral. Note that we do not limit W to be a tour passing through all clients and, in this

way, we may cut infeasible capacity paths of any size that may be part of many infeasible

tours.

3.3 Summary

This chapter presented ILP formulations for the PDTSPMS based on a classical model for

the PDTSP, but adopting rather different approaches for modelling the LIFO policy. In

the formulation proposed by Côté et al. [2012a], the LIFO policy is enforced through in-

equalities that prohibit paths having K +1 or more items crossing each other since, in this

case, no packing of the items is possible. When a feasible PDTSP route is found, a packing

subproblem is solved to ensure a feasible solution to the PDTSPMS, as the inequalities

concerning the capacity of each stack are not sufficient to cut all infeasible solutions.

In our approach, we add more variables to the formulation to tackle the load/unload

operations on each arc. In this way, rather than considering a path with K +1 items cross-

ing each other, the LIFO inequalities in our formulation state that two items crossing each

other need to be loaded on different stacks.

On one hand, the packing subproblem solved in Côté et al. [2012a] is NP-Hard, on

the other hand, our formulation uses more variables and, thus, solving the model may
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be harder. Additional variables are often used to achieve compact formulations (with a

polynomial set of constraints and variables) for the asymmetric TSP [Gouveia and Pires,

2001]. We refer to Gouveia and Pesneau [2006] for an example in which the additional

variables are used in the context of extended formulations to allow a better description

of the problem. The authors used an additional (polynomial) set of precedence variables

to better model the problem and to derive several exponential sets of inequalities used

within a B&C algorithm.

We close this chapter by noting that all the proposed valid inequalities within our

formulation were derived from the particular structure of the PDTSPMS. A more in-depth

analysis of the polyhedral structure of the problem could be interesting for deriving strong

inequalities for the problem using techniques from Integer Programming theory.



Chapter 4

An Exact Algorithm for PDTSPMS

In what follows, we describe the branch-and-cut algorithm used to obtain an exact so-

lution using our proposed formulation for the Pickup and Delivery Travelling Salesman

Problem with Multiple Stacks. Instead of solving a packing subproblem for every feasible

Pickup and Delivery Travelling Salesman Problem tour found during the algorithm and,

in case the packing is infeasible, removing this tour from the solution space, in our ap-

proach we obtain paths leading to infeasible tours concerning the capacity of each stack

from the current integer solution. Hence, besides eliminating the need of solving a poten-

tially hard packing subproblem, we eliminate from the solution space all tours containing

an infeasible subpath.

Valid inequalities concerning the capacity of the stacks and valid inequalities com-

monly used for strengthening the PDTSP polytope are presented in Section 4.2. The sep-

aration procedures for each class of inequalities in our formulation are presented in Sec-

tion 4.3. Decision choices taken during the implementation of the B&C algorithm are

described in Section 4.4, followed by some general remarks in Section 4.5.

4.1 Overview

Polyhedral approaches such as B&C algorithms are among the most successful methods

for solving the asymmetric TSP to optimality [Fischetti and Toth, 1997]. Moreover, con-

sidering the PDTSP, the B&C algorithm proposed by Dumitrescu et al. [2010] is capable

of solving instances not solved by previous approaches. For the PDTSPMS, the first exact

algorithm proposed by Côté et al. [2012a] is also a B&C algorithm.

Considering a minimization problem, cutting planes algorithms start with an ap-

proximation, say Q′, for the problem polytope Q and add ‘cuts’, or inequalities that inter-

sected with Q′ form a better approximation for Q. Within a branch-and-bound scheme,

25
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a series of increasing lower bounds are obtained by solving the relaxation of Q′, and a

series of decreasing upper bounds can be obtained through primal heuristics and the ex-

ploration of the search tree. If the lower and upper bounds coincide, then the optimal

feasible solution for the polytope Q′ is proved to be optimal for Q. These bounds give a

certificate of quality (or gap) of the current solution concerning the optimal solution. For

more detailed content regarding cutting planes and general decomposition techniques,

the reader is referred to Fügenschuh and Martin [2005] and Jünger et al. [1995].

One of the most important aspects in the success of a B&C algorithm is its ability

to generate strong cuts, or inequalities that are among the most effective in providing

a better approximation for the problem polytope and better lower and upper bounds.

Describing valid inequalities that are facet-defining in the polytope can be a hard task.

Polyhedral studies concerning the structure of the asymmetric TSP and PDTSP polytopes

provide results for obtaining such inequalities. In the case of the DTSPMS, Borne et al.

[2012] provided the dimension of the associated polytope and proved that every facet

of the asymmetric TSP polytope also defines a facet in the former. To the best of our

knowledge, no study provides such analysis of the polyhedral structure of the PDTSPMS

or PDTSPL polytopes, and such endeavor is out of the reach of this dissertation.

4.2 Valid inequalities

4.2.1 Inequalities for the PDTSPMS

Valid inequalities within our formulation exploiting the particular structure of the prob-

lem were presented in Chapter 3. In particular, with the successor inequalities (3.17) we

restrict the successor of a given pickup i concerning the LIFO policy, and with (3.18),

(3.19) and the infeasible path inequalities (3.21) we eliminate from the solution space

those tours containing subpaths leading to some infeasibility due to the capacity of the

stacks.

We also include in our model an adaptation of a classical inequality used in the

context of the capacited VRP. The capacity constraint of each vehicle in this problem can

be imposed as follows:

x(S, S̄)+x(S̄,S) ≥ 2r (S) ∀S ⊂ P ∪D (4.1)

Inequalities (4.1) impose that the minimum number of vehicles required to serve

the customers in S, r (S), enter and leave the set (S does not include any of the depots).

The value of r (S) can be computed by solving a bin-packing problem for the item set S,
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each of capacity qi , i ∈ S and bins of capacity Q. Since this problem is NP-Hard, a lower

bound
⌈ |q(S)|

Q

⌉
for r (S) can be used and the inequality remains valid [Cordeau et al., 2007].

Côté et al. [2012a] provided an adaptation of those inequalities for dealing with the

PDTSPMS. Rather than considering each stack individually, the authors ignore the pres-

ence of multiple stacks and take into account the whole vehicle capacity K ×Q, and the

rounded capacity inequalities for the PDTSPMS become:

x(S, S̄)+x(S̄,S) ≥ 2

⌈ |q(S)|
KQ

⌉
∀S ⊂ P ∪D (4.2)

These inequalities are not sufficient to cut all infeasible capacity tours since it is

possible to have a set S for which (4.2) is not violated, but packing the items of the cus-

tomers in S inside the vehicle accordingly to the LIFO policy for a given tour necessarily

violates the capacity of some stack. Note that, within our formulation, inequalities (4.2)

only reference variables xi j that is, those variables used to model the tour ignoring the

LIFO policy.

We also use another class of valid inequalities proposed by Côté et al. [2012a]. The

conflict capacity inequalities are defined as:

x(i ,S)+x(S)+x(S,n + i ) ≤ |S| ∀S ⊂ P ∪D, i ,n + i ∉ S, z(S) >Q(K −1) (4.3)

where z(S) = max{q(π(S)\S),−q(σ(S)\S)}, and π(S)\S are the set of pickup locations not

in S but for which the corresponding delivery is in S, andσ(S)\S) are the delivery locations

not in S for which the pickup is in S (note the minus sign, as a delivery location n + i

has item length −qi ). Recall that items crossing an item i cannot be loaded on the same

stack as i , thus they must fit in the remaining (K −1)Q available space. Hence, if z(S) =
q(π(S)\S) > (K − 1)Q then it is not possible for this vehicle to load item i , then visit the

set S and immediately visit n + i after visiting the set S, since items in π(S)\S cross item i

and, thus, these items should fill at most (K −1)Q space. Observe that an item for which

the pickup is in S but the delivery is outside S also crosses item i (given that i is visited

immediately before S and n+i immediately after S). Thus, if z(S) =−q(σ(S)\S) > (K −1)Q

then those items crossing item i inside S also should fill at most (K −1)Q space.

Côté et al. [2012a] also extend inequalities (4.3) to deal with a set L = {i1, ..., ik } of k

items crossing each other, 2 ≤ k ≤ K −1. The proposed inequalities have the same form as

(3.8), but K is replaced with k, the number of items. Since the calculation of z(Si2 , ...,Sik )

involves computing the intersection of these sets, the authors only use values k = 2 and

k = 3 in order to decrease computational time during the separation procedure. Again,

even if k = K −1, those inequalities are not sufficient to cut all infeasible capacity tours.
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We only use inequalities (4.3), that is for k = 1. Again, within our formulation these

inequalities only refer to variables xi j .

4.2.2 Inequalities for the PDTSP

Being a pickup and delivery problem, PDTSPMS may benefit from valid inequalities for

PDTSP. Balas et al. [1995] introduced a set of inequalities, lifting the sub-tour elimination

constraints, considering the more general problem where each vertex can have multiple

successors or predecessors (not just one successor, for a pickup, or just one predecessor,

for a delivery, as in the PDTSP).

x(S)+x(S, S̄ ∩π(S))+x(S ∩π(S), S̄\π(S)) ≤ |S|−1 S ⊂ P ∪D (4.4)

x(S)+x(S̄ ∩σ(S),S)+x(S̄\σ(S),S ∩σ(S)) ≤ |S|−1 S ⊂ P ∪D (4.5)

where B = {(i , j ) : i ≺ j } is the set of precedences that must be satisfied and π(S) = {i ∈
V \{0} : (i , j ) ∈ B for some j ∈ S} and σ(S) = { j ∈V \{0} : (i , j ) ∈ B for some i ∈ S}. In particu-

lar, if i ≺ j is a precedence that must be satisfied, inequalities (4.6) are also valid:

x( j ,S)+x(S)+x(S, i ) ≤ |S| ∀S ⊆V \{0,2n +1, i , j } (4.6)

(4.4) and (4.5) are referred as predecessor and successor inequalities, respectively. Note

that, for the PDTSP (and for the PDTSPMS), the set of precedences that must be satisfied

is B = {(i ,n + i ) : i ∈ P }, so in (4.6) we replace j by n + i , and the definitions of π and

σ are those described in Chapter 3. In Balas et al. [1995] it is shown that for a set Q ⊂
V \{0,2n + 1, i , j }, if S = Q ∪ { j } then (4.4) strictly dominates (4.6). Similary, if S = Q ∪ {i }

then (4.5) strictly dominates (4.6).

We also consider another set of valid inequalities introduced by Balas et al. [1995].

Let S1, ...Sm ⊂ P ∪D be mutually disjoint subsets such that σ(Si )∩ Si+1 6= ;, Sm+1 = S1,

then the precedence cycle breaking inequalities are valid:

m∑
i=1

x(Si ) ≤
m∑

i=1
|Si |−m −1 (4.7)

For instance, for m = 2 and S1 = {i ,n + j } and S2 = { j ,n + i } in a violated inequality

(4.7) either a cycle occurs inside S1 or S2, or one of the precedences i ≺ n + i , j ≺ n + j is

violated.
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4.3 Separation procedures

We now describe the separation procedures used to find violated constraints for each

exponentially-sized class of inequalities within our formulation. For some classes, exact

approaches are implemented, that is, if a given vector (x∗,y∗) violates any inequality in a

class, the procedure is capable of finding it. In particular, for inequalities (3.4), (3.5), (3.16)

and (3.21) exact procedures are used and we can state whether an integral vector (x∗,y∗) is

a solution to our model. Valid inequalities presented in Section 4.2 are separated through

heuristic procedures, that is, the procedure may terminate without finding any violation

even when the solution does not satisfy an inequality in one of these classes.

Given a vector (x∗,y∗) ∈ R|A|×RK |A| with non-negative entries, the associated sup-

port graph G∗ is the directed graph with vertices V ∗ = P ∪ D ∪ {0,2n + 1} and arcs

A∗ = {(i , j )|x∗
i j > 0}. The exact separation algorithms that we use are those described by

Cordeau et al. [2010]. They basically consist of solving maximum flow problems in G∗

for given source and sink vertices, where the weight of an arc (i , j ) ∈ A∗ is w(i , j ) = x∗
i j .

If the solution of the flow problem falls bellow a given value, a set S ∈ V violating some

inequality is computed using the mincut-maxflow theorem.

We highlight that only the values of x are used in the construction of the support

graph for the separation of the subtour elimination constraints and the PDTSP inequal-

ities, that is, those classes that do not consider the loading aspect of the solution. For

the separation of our proposed inequalities for modelling the LIFO policy, we modify the

support graph with the information provided by the vector y.

When the vector (x∗,y∗) is integral, rather than solving flow problems to find cuts,

in this work we use a different approach and apply specialized algorithms that take ad-

vantage of this special graph structure to solve the separation problem with less effort.

4.3.1 Subtour elimination constraints

Given a non-empty subset S of P ∪D , the subtour inequality (3.4) for S requires that at

most |S|−1 arcs joining vertices in S are used, otherwise a cycle would be formed. Thus,

this inequality can be written as x(S, S̄)+x(S̄,S) ≥ 2, that is, the variables corresponding to

arcs joining vertices in S to vertices outside S and the variables joining vertices outside S

to vertices in S must sum to at least 2. On the other hand, if 0 ∈ S and i ∉ S for some i ∈ P ,

since no arc enters 0 the sum of the variables joining vertices inside S to vertices outside

S (in particular i ) must sum to at least 1, that is x(S, S̄) ≥ 1 (an integer path from 0 to i is

illustrative; note that exactly one arc leaves S). Also, if 2n +1 ∉ S and n + i ∈ S for some

n + i ∈ D , since no arc leaves 2n +1 we have x(S, S̄) ≥ 1 (in an integer path from n + i to
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2n +1, exactly one arc leaves S). Now, observe that if a cycle exist for a subset T ⊂ P ∪D ,

then x(S, S̄) < 1 for some S such that 0 ∈ S i ∈ P, i ∈ T and i ∉ S, or for some S such that

n + i ∈ T , n + i ∈ S, 2n +1 ∉ S.

The exact separation of (3.4) consist of solving a max-flow from 0 to each pickup

i ∈ P , and from each delivery n + i ∈ D to 2n + 1. In both cases, a violated inequality

is found if the flow value is smaller than 1. In the first case, the set S computed by the

mincut-maxflow theorem will contain both 0 and 2n+1 since, because of the degree equa-

tions (3.2) and (3.3), the support graph G∗ will be such that every flow that leaves vertex

0 must reach vertex 2n +1. Accordingly, instead of using S to define the cut, we use S̄. To

avoid generating the same cut for a given vector (x∗,y∗), we do not not run the max-flow

problem when the sink (resp. source) pickup (resp. delivery) location is already included

in previous sets S violating a (3.4) inequality.

In the case of an integral input vector, the separation of (3.4) consist of identifying

the connected components of G∗. In particular, observe that if G∗ violates any inequality

(3.4), then G∗ is induced by a path from 0 to 2n +1 and by C1, ...,Cl cycles, where each Ci ,

1 ≤ i ≤ l , defines a violated SEC. We proceed by identifying the path from 0 to 2n+1. Then,

we choose an arbitrary vertex i not included in this path and follow the path starting at i

until this vertex is visited again, computing Ci and adding an inequality (3.4) for this set.

We continue until all cycles are identified.

4.3.2 PDTSP inequalities

For the exact separation of inequalities (3.5) we proceed as follows. First, for a given set

S ∈ S , an inequality (3.5) for S requires that at most |S| − 2 arcs joining vertices in S are

used, otherwise a path from 0 to a delivery, say, n + i without visiting the correspondent

picku-up i would be formed, thus violating the precedence. Note that this inequality is

equivalent to x(S, S̄) ≥ 2 since if a path starts at 0 and visits all vertices in S (in particular

n + i ), but visits i ∉ S before n + i , then it must leaves the set at least two times (also note

that 2n+1 ∉ S). For each pickup i ∈ P the support graph need to be modified, adding arcs

(0,n+i ) and (i ,2n+1) both with capacity 2. The max-flow from 0 to 2n+1 is computed, if

this value is smaller than 2 then a set S ∈S that violates (3.5) is found (note that i , 2n+1 ∉ S

and 0,n +1 ∈ S by the mincut-maxflow theorem).

For integral vectors, observe that within a cycle it is not possible to define a visiting

order on the vertices, hence a precedence inequality can not be defined. On the other

hand, we can find violated cuts on the path from 0 to 2n +1 since we start the tour at 0.

Starting at the initial depot 0, we visit the vertices in the path until we reach a delivery n+i

for which the corresponding pickup i was not visited yet. The set S = {0, ...,n + i } (that is
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the path from 0 to n + i ), defines a violated inequality (3.5).

Instead of using the heuristic procedures described by Cordeau et al. [2010] for sep-

arating inequalities (4.4) and (4.5), we proceed as follows. An exact algorithm was pro-

posed by the same authors for separating inequalities (4.6) (recall that in the PDTSP the

successor of i is n + i ). A dummy vertex 2n + 2 is inserted in G∗ and connected to ev-

ery other vertex v ∈ P ∪D with arcs of capacity w(2n +2, v) = x∗
n+i ,v + x∗

v,i . The capacity

of arcs (2n + 1, i ), (0, i ) and (n + i , i ) are set to 2. If the max-flow from 2n + 2 to i is less

than 2, then a violated inequality (4.6) is found (note that we discard 2n +2 from S and

0, i ,n + i ,2n +1 ∉ S, according to the definition). Instead of adding this cut to the model,

we extend the set S with {n + i } and {i } for defining violated inequalities (4.4) and (4.5),

respectively, since both inequalities dominates (4.6).

For inequalities (4.7), Cordeau et al. [2010] derived a heuristic approach to separate

them. But the lower bounds at the root node using the obtained inequalities were not

good and they were not included in the final model. We include all inequalities (4.7) for

m = 2 and sets S1 = {i ,n+ j } S2 = { j ,n+ i }, for each pair i , j ∈ P in the initial model. In our

experiments, this approach proved to give overall better results than not including any of

these inequalities.

4.3.3 LIFO inequalities

To separate our proposed inequalities (3.16), we devised the following heuristic algorithm.

For a given pair i , j ∈ P and a stack k, we need to check if there exist a set S such that i ∈ S,

j ,n + j ,n + i ∉ S, for which the vehicle loads item i on stack k, visits the customers in S

and immediately delivery item j from stack k, thus violating the LIFO policy.

Recall inequalities (3.16):

yk (S̄, i )+x(S)+ yk (S,n + j ) ≤ |S| j ,n + j ,n + i ∉ S, i ∈ S, k ∈ M

and note that they are equivalent to:

x(S, S̄)+ ∑
l 6=k

y l (S̄, i )+ yk (S̄,n + j )+ ∑
l 6=k

y l (S,n + j ) ≥ 2 j ,n + j ,n + i ∉ S, i ∈ S, k ∈ M

(4.8)

that is, if (3.16) is satisfied then the vehicle leaves set S at least two times (term x(S, S̄)),

or it loads item i on a stack l 6= k (term y l (S̄, i )), or it does not unload item j from stack

k immediately after visiting the customers in S (term yk (S̄,n + j )) or it unloads item j

immediately after visiting S but does so from a stack l 6= k (term y l (S,n + j )). Given a
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fractional solution (x∗,y∗), we create the support graph G∗ and modify it in the following

way:

1. increase the capacity of arcs (i ,u) by the value yk
u,n+ j , u ∈ (P ∪D)\{i ,n + j };

2. increase the capacity of arc (i , j ) by the value
∑

l 6=k y l (V , i );

3. set the capacity of the arcs ( j ,n + j ), (n + j , j ), (n + j ,n + i ) and (n + i ,n + j ) to 2;

4. solve the max-flow from i to j . If the flow value is smaller than 2 then, by the

mincut-maxflow theorem, we can obtain a set S such that i ∈ S, j ,n + j ,n + i ∉
S. Now, we need to check if for this set S the last part of the expression (4.8),∑

l 6=k y l (S,n+ j ), does not render the inequality satisfied. If not, S defines a violated

inequality (3.16).

Figure 4.1 illustrates the idea behind the modification on the support graph to ob-

tain a violated inequality (3.16). Basically, we aggregate the values
∑

l 6=k y l (V , i ) on x∗
i j , and

yk
u,n+ j on x∗

i ,u , u = 1...2n. Then, when we run the max-flow problem, what we are comput-

ing is exactly x(S, S̄) and this value takes into account the sum
∑

l 6=k y l (S̄, i )+ yk (S̄,n + j ).

Thus, if x(S, S̄) < 2, the set S is a candidate to define a violated (4.8). But we need to check

the last part of the expression, not accounted in the modification of the graph. Observe

that if the set S found does not define a violated inequality, it is still possible that another

set, S∗, defining a cut with capacity greater or equal x(S, S̄) render the inequality violated,

since we may have
∑

l 6=k y l (S∗,n + j ) <∑
l 6=k y l (S,n + j ).

For an integral vector solution, the separation can be performed with a simpler ap-

proach, using the values of yk
i j for each arc in the solution. As in the case of separating

the precedence inequalities, if the solution contains cycles, we do not try to find violated

LIFO inequalities within the cycle, since we can not define a visiting order for the vertices

in the cycle. Thus, we just consider the path from 0 to 2n +1. We start at the first visited

pickup, say i , loaded at some stack k for which n + i is in the path and i ≺ n + i (note that

all this information can be obtained with simply traversing the path in O(V )). Then, we

obtain a path i ,S,n + i , and look inside S for a pickup j loaded at stack k (that is yk
l j = 1

for some l ∈ S ∪ {i }) and for which n + j ∉ S, or for a delivery n + j ∈ S for which j ∉ S

such that yk
l ,n+ j = 1 for some l ∈ S ∪ {i } (that is, item j was loaded on stack k). In the first

case, a violated inequality (3.16) is obtained for the subpath S′ ⊆ S from j to n + i and, in

the second case, for the subpath S′ ⊆ S from i to n + j . Recall figure 3.3 for a better view

of these procedures. We proceed looking for all pickups satisfying the conditions of the

above i ∈ P in the path from 0 to 2n +1.
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i

n+i

n+j

j

u

Figure 4.1: Separation procedure for inequalities (3.16). The solid thick lines represent
arcs in the support graph. For u = 1...2n, we increase the weight of arc (i ,u) by the value
yk

u,n+ j and the weight of arc (i , j ) by
∑

l 6=k y l (V , i ).

4.3.4 Capacity inequalities

Concerning the capacity inequalities, we opt not to use the heuristic procedure used by

Côté et al. [2012a] for the separation of (4.2). The authors note it is relatively easy to find

a set S violating such an inequality. The heuristic is based on some random parameters,

and they run the procedure only five times. In our algorithm, we use the sets already com-

puted by the other separation procedures and check if they define a violated inequality. In

particular, after solving the separation procedures for the subtour elimination constraints

and the inequalities (4.4) and (4.5), if the sets that have been determine do not define vio-

lated cuts, we check if they define a violated inequality (4.2). To avoid including the same

cut more than once, we just add at most one inequality (4.2) for each solution (x∗,y∗).

Inequalities (4.3), are only separated for integral solutions. While separating LIFO

inequalites, if the set S in the path i ,S,n+ i does not define any violated inequality (3.16),

we check if z(S) >Q(K −1). If this is the case, then the set S defines a violated inequality

(4.3).

We search for violated inequalities (3.18) and (3.19) for the same sets as for inequal-

ities (4.2). First we check if q(π(S)\S) > Q and if this is the case, we look for the vertex v

maximizing x(v,S) and check for each k ∈ M whether a violated inequality (3.18) is ob-

tained for v and S. If not, in the case of −q(σ(S)\S) >Q, we perform the same verification

for (3.19).

Finally, the separation of the infeasible path inequalities (3.21), when the solution
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(x∗,y∗) is integral, is done in the following way. If the path from 0 to 2n + 1 does not

contain any invalid precedence (n+i ≺ i ), we follow the path, keeping track of the residual

capacity of each stack. When the vehicle loads an item on some stack k and the total

length exceed Q, we add a path inequality from the last position in which stack k was

empty to this last pickup performed. Observe that the LIFO policy for load and unload

the vehicle are not a concern here, just the total capacity of each stack. That is, the vehicle

unloads item i from stack k even when this item is not on the top of stack k.

4.4 Branch-and-Cut algorithm

We are now in a position to describe the implementation of our B&C algorithm to solve

the proposed formulation for the PDTSPMS.

4.4.1 Preprocessing

Before starting the algorithm, we eliminate some variables from our model. Graph G can

be reduced eliminating some of its arcs that do not appear in any feasible solution. Depot

2n+1 cannot be the successor of a pickup location nor depot 0 can be the predecessor of a

delivery location. Thus, arcs of the form (0, j ), j ∈ D and (i ,2n+1), i ∈ P are removed from

the graph, that is, we do not consider variables x0, j nor xi ,2n+1. Also, as location n + i ∈ D

cannot be the direct predecessor of its corresponding pickup i ∈ P , arcs (n + i , i ) ∀i ∈ P

can also be excluded.

4.4.2 Symmetry breaking

Variables y introduced some degree of symmetry on our formulation. In fact, any feasible

solution has a set of equivalent solutions consisting in the same tour interchanging the

stack assignment of items from two or more stacks.

Note that the vehicle arrives at the final depot 2n +1 with all stacks empty and that

the predecessor of this depot is necessarily a location d ∈ D . Also, observe that the first

location visited by the vehicle immediately after leaving depot 0 is necessarily a location

p ∈ P and that this load operation can be done using any stack. In order to break part of

the symmetry in our model, both operations are fixed to stack 0. Constraints (4.9) and

(4.10) below are added to our formulation:
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∑
j∈P

y0
0, j = 1 (4.9)

∑
i∈D

y0
i ,2n+1 = 1 (4.10)

4.4.3 Initial Model and Cut Pool

The initial model consists in the objective function (3.1), the degree constraints (3.2) and

(3.3), the symmetry constraints (4.9) and (4.10), the coupling constraints (3.13) between

variables x and y, and the constraints (3.14) to ensure that an item is loaded and unloaded

from the same stack. We also include all subtour elimination constraints (3.4) with |S| = 2

and the precedence cycle breaking inequalities (4.7) for m = 2 and S1 = {i ,n + j }, S2 =
{ j ,n + i }. Finally, we include a successor inequality (3.17) for each i ∈ P, k ∈ M .

4.4.4 Separation strategy

Initially, we drop the integrality constraints on x and y, and try to separate violated cuts

by solving the max-flow problems described in previous section using the hierarchical

order illustrated by Algorithm (1). In order to reduce computational time, the algorithm

only tries to find violated LIFO cuts (3.16) for pairs of pickups i , j ∈ P and stack k ∈ M

for which yk (V , i ) > 0.5 and yk (V , j ) > 0.5 that is, for pairs of pickups having more than

50% of the associated items loaded on the same stack k. Also, note that when a violated

inequality (3.16) is found for i , j ∈ P k ∈ M it is valid for all k ′ ∈ K \{k}, even if they are not

violated. Accordingly, if a violated cut is found for a given stack, an inequality is added

∀k ∈ M .

When no violated cut is found, we proceed to the branch-and-cut phase, where the

root node is given by the model returned by Algorithm 1, with solution (x∗,y∗). At each

other node of the branch-and-bound tree, if the associated solution is fractional, the sepa-

ration is performed as in Algorithm 1, but we do not separate the LIFO inequalities (3.16).

In our tests, separating these inequalities at fractional nodes resulted in many violated

cuts and a large model to solve. This approach performed better from a computational

point of view, giving better running times. Also, the cuts are added globally that is, all

inequalities are valid for every node in the tree.

For a node with integral solution, the separation routines are implemented taking

advantage of the special structure of the support graph. In particular, if no violated in-

equality (3.4), (3.5) and (3.16) are found, we only need to check if the capacity of each

stack is not exceeded to have a feasible solution for the PDTSPMS. In the strategy pre-
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Algorithm 1 Computes a LP-solution (x∗,y∗)
.
1: Construct the support graph G∗
2: T ←;
3: for all i ∈ P\T do
4: Run the max-flow from 0 to i and obtain the mincut set S
5: if f low < 1 then
6: A violated cut (3.4) for S̄ has been found, add it to the model.
7: T ← T ∪S
8: else {if no inequality (4.2), (3.18), (3.19) were added for x∗,y∗.}
9: Check if S defines violated inequalities (4.2), (3.18), (3.19) and add then to the model.
10: end if
11: end for
12: T ←;
13: for all i ∈ D\T do
14: Run the max-flow from i to 2n +1 and obtain the mincut set S.
15: if f low < 1 then
16: A violated cut (3.4) for S has been found, add it to the model.
17: T ← T ∪S
18: else {if no inequality (4.2), (3.18), (3.19) were added for x∗,y∗.}
19: Check if S defines violated inequalities (4.2), (3.18), (3.19) and add then to the model.
20: end if
21: end for

22: for all i ∈ P do
23: Modify G∗ accordingly to subsection 4.3.2 and run the maxflow from 0 to 2n +1. Obtain the mincut set S.
24: if f low < 2 then
25: A violated inequality (3.5) has been found, add it to the model.
26: end if
27: Modify G∗ accordingly to subsection 4.3.2 and run the maxflow from 2n +2 to i . Obtain the mincut set S.
28: if f low < 2 then
29: A violated inequality (4.6) has been found.
30: Violated (4.4) and (4.5) are defined for S = S ∪ {n + i } and S = S ∪ {i }, respectively. Add then to the model.
31: else {if no inequality (4.2) were added so far.}
32: Check if S defines a violated inequality (4.2), and add it to the model.
33: end if
34: end for

35: for all i ∈ P do
36: for all j ∈ P\{i } do
37: for all k ∈ M do
38: if yk (V , i ) > 0.5 and yk (V , j ) > 0.5 then
39: Modify G∗ accordingly to subsection 4.3.3 and run the maxflow from i to j . Obtain the mincut set S.
40: if f low +∑

l 6=k y l (S,n + j ) < 2 then
41: A violated inequality (3.16) has been found.
42: Add an inequality (3.16) ∀k ∈ M for the given S, i , j .
43: end if
44: end if
45: end for
46: end for
47: end for
48: if No violated cuts were found then
49: Terminate the LP-solution.
50: else
51: Solve the model again with the new inequalities found and obtain (x∗,y∗).
52: Go back to 1.
53: end if
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sented by Côté et al. [2012a], this is done by solving a packing problem for the tour (not

violating any (3.4) and (3.5)). In the case of a feasible packing solution, the tour is a fea-

sible solution for the PDTSPMS. If not, this tour is eliminated from the solution space

with a path inequality (3.20). In our formulation, we can simulate the load and unload

operations performed by the vehicle using the variables yk
i j , and check whether the tour

violates the capacity of some stack. For each violation found, a path inequality (3.21) is

separated, thus eliminating all tours containing this path.

The separation strategy for an integral solution is depicted in Algorithm 2. Recall

that the support graph is induced by a path W = 0, ...,2n +1, and by cycles C1, ...,Cl , one

for each violated SEC (3.4).

4.4.5 Implementation details

Our algorithm uses CPLEX 12.5 as a B&C framework through the Concert API Library. All

preprocessing, heuristics and automatic cut generation of the solver are turned off. The

callback mechanism is used for the separation of user cuts and lazy constraints. We give

preference to variables xi j over variables yk
i j during branching. In doing this, our aim is

to first obtain a tour and then separate violated LIFO and capacity inequalities. The node

selection, variable and direction for branching are chosen using CPLEX’s default values.

As we consider instances with integer-valued costs, we set the absolute MIP gap tolerance

and the absolute objective difference cut-off parameters of CPLEX to 0.9999.

For the cut separation solving maximum flows problems, we used an implemen-

tation of Dinic’s algorithm [Dinitz, 2006] with worst-case complexity of O(|V ∗|2|A∗|) .

We also tested an implementation of the highest-label preflow-push algorithm of Gold-

berg and Tarjan [1986] available in the open-source Library for Efficient Modelling and

Optimization in Networks (LEMON) [Dezs et al., 2011] with worst-case running time

O(|V ∗|2p|A∗|). An advantage of push-relabel algorithms is that in applications where just

the flow value and the minimum cut set is required (as is the case in the separation pro-

cedures), the implementation can be adjusted to run slightly faster, running just the first

phase of the algorithm.

We performed a set of tests for assessing the empirical performance of both im-

plementations. Six batches of 100 support graphs G∗(V ∗, A∗), with |V ∗| ranging from

28 to 44 and |A∗| from 27 to 103, were submitted to each algorithm and the total time

spent for solving each batch (obtaining the flow and the minimum cut set for each prob-

lem) recorded. Empirically, our implementation of Dinic’s algorithm performed better for

those instances. The data structures used in LEMON are quite more elaborated than the

graph data structures we use in our algorithm. The running times can be explained by
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Algorithm 2 Separation strategy for an integral solution (x∗,y∗)
.
1: Construct the support graph G∗
2: Find the path W = 0, ...,2n +1 and the connected components C1, ...,Cl ⊂ P ∪D . {W = w0 = 0, w1, ..., wr = 2n +1}

3: for all Ci , 1 ≤ i ≤ l do
4: Include a SEC (3.4) for Ci .
5: end for

6: S ← {0}, i ← 1.
7: while wi 6= 2n +1 do
8: S ← S ∪ {wi }.
9: if wi ∈ D and π({wi }) ∉W then
10: A violated inequality (3.5) has been found for S.
11: end if
12: i ← i +1.
13: end while

14: for all i ∈ P : i , n + i ∈W do
15: Find de subpath i ,S,n + i in W .
16: if yk

l j = 1, j ∈ P,n + j ∉W, l ∈ S ∪ {i } or yk
l ,n+ j = 1,n + j ∈ D, j ∉W, l ∈ S ∪ {i } then

17: A violated inequality (3.16) has been found.(with the roles of i and j interchanged accordingly with the case).
18: else {no j ∈ P or n + j ∈ D could be found.}
19: if q(S) > (K −1)Q then
20: A violated inequality (4.3) has been found for S and i ,n + i .
21: end if
22: end if
23: end for

24: if No violated inequality (3.5) was found then
25: load [0], ..., load [K −1] ← 0.
26: st ar t [0], ..., st ar t [K −1] ← 0.
27: i ← 1.
28: while wi 6= 2n +1 do
29: Let k ∈ M such that yk

wi−1wi
= 1.

30: if wi ∈ Pand load [k] = 0 then
31: st ar t [k] ← i −1.
32: end if
33: load [k] ← load [k]+qi .
34: if load [k] >Q then
35: An infeasible inequality for the path starting at wst ar t [k] ending at wi has been found. Add (3.21) for each k ∈ M .
36: end if
37: i ← i +1.
38: end while
39: end if

40: if No violated cut was found then
41: print (x,y) is a feasible solution for PDTSPMS.
42: end if
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the burden incurred in creating such structures. For an overview of the computational

aspects of various maximum flow algorithms, the reader is referred to Ahuja et al. [1997].

4.5 Final remarks

In this chapter, valid inequalities to strengthen the PDTSP polytope and valid inequalities

for PDTSPMS concerning the capacity of the vehicle were presented. The B&C algorithm

relies on separation procedures for the exponentially-sized classes of inequalities based

on max-flow problems, when the solution is fractional, and on specialized algorithms for

integral solutions. In particular, for the proposed LIFO inequalities, we devised a heuristic

procedure when the solution is fractional and an exact procedure for integral solutions.

Some implementation decisions were made in order to improve the running time

of the B&C algorithm. For example, in the case that a separation procedure is able to

find more than one violated inequality, a wide range of strategies to decide which ones

to include in the model can be adopted (the first cut found, all violated inequalities, the

mostly violated among all, orthogonal cuts). In our experiments, the trade-off between

the time for computing all violated cuts for a given solution, and then deciding which

ones to include and the impact that the selected cuts had on the overall performance of

the algorithm did not endorse such approaches. Hence, we use a quite straightforward

strategy as illustrated by Algorithms 1 and 2.

Another implementation issue concerns the size of the support graph G∗ during

the separation procedures. Shrink algorithms [Padberg and Rinaldi, 1990] could be used

to decrease computational time on separation procedures using the max-flow algorithm.

Given the relative small size of the instances considered in this work (from 24 to 44 nodes),

we opt to not use such an approach.





Chapter 5

Computational Results

This chapter presents an experimental evaluation of the proposed B&C algorithm for solv-

ing the ILP formulation for the Pickup and Delivery Travelling Salesman Problem with

Multiple Stacks. Section 5.1 describes the computational scenario for running the ex-

periments and the data sets for benchmark instances. We investigate the impact of the

proposed valid inequalities on the performance of the algorithm in Section 5.2. Next, we

present a comparison with the results available in the literature for the B&C algorithm by

Côté et al. [2012a]. Finally, in Section 5.4, we analyse the results and assess the weaknesses

and advantages of the proposed algorithm.

5.1 Overview

All algorithms described in the previous chapter were implemented in C++ and compiled

using version 4.7.3 of the g++ compiler with -O3 flag activated. The tests were run on an

2.2GHz Intel Xeon E5520 processor with 16GB of RAM running Linux.

The benchmark data set used in our experiments is the set of instances introduced

by Côté et al. [2012a]. The authors generated the instances based on Pickup and Delivery

Travelling Salesman Problem with LIFO Loading benchmark instances in Cordeau et al.

[2010] and Carrabs et al. [2007a,b]. The clients distance matrix of each instance is taken

from one of the following TSP instances from the TSPLIB [Reinelt, 1991]: a280, att532,

brd14051, d15112, d18512, fnl4461, nrw1379, pr1002, ts225. In each file, the location of

the first city is defined as the initial (location 0) and final depots (location 2n + 1). The

smallest instance consist of the first 23 cities and form the base for constructing the larger

instances. For the assignment of the vertices as pick-up or delivery locations, the 22 sub-

sequent cities are paired randomly, obtaining the n = 11 requests. The larger instances

(n = 13,15,17,19,21) are built sequentially by performing a random pairing between the

41
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C1 class C2 class
Instance K Q K Q
a280 2 2 2 12
att532 3 3 2 15
brd14051 2 2 3 11
d15112 3 2 3 10
d18512 2 3 2 14
fnl4461 4 1 3 10
nrw1379 3 2 4 10
pr1002 2 2 3 13
ts225 2 2 2 12

Table 5.1: Benchmark instances for both classes.

new locations added in each step to form the extra pickup and delivery assignments. This

procedure is outlined in Carrabs et al. [2007a] in order to ensure that the solution cost of

a larger instance is always at least as large as the cost of a smaller instance from the same

file.

In that way, 54 instances were generated and divided in nine PDTSP base instances

each with six values for the number of requests, namely, n = 11,13,15,17,19,21 (resp.

24,28,32,36,40,44 locations). Now, two classes of instances for the PDTSPMS are gen-

erated. In the first class, C1, the length of each pickup, qi , is 1, the number of stacks, K , is

a random number between 2 and 4, and the capacity, Q, of each stack is a random num-

ber between 1 and 3. In the second class, C2, the length of items is a random number

between 1 and 10, the number of stacks is a random number between 2 and 4, and the

capacity is a random number between 10 and 15. Those values are justified by Côté et al.

[2012a] in order to obtain difficult instances for which the optimal solution of the PDTSP

for an instance is not an optimal solution to the PDTSPMS. Table 5.1 report the number

of stacks (K ) and the capacity (Q) used to generate each instance within each of the nine

TSPLIB files.

After reading the location of each city in the TSPLIB file, the cost associated with

each arc, ci j , is rounded to the nearest integer. We use an initial upper bound (UB) on the

optimal value of each instance provided by the Large Neighbourhood Search heuristic in

Côté et al. [2012b].
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Model Solved Root Gap Time Cuts Path
Plain 31 5.40% 0.66% 491.2 967.3 610.7
(3.17) 32 5.19% 0.24% 436.8 782.3 539.4

(3.18,3.19) 32 5.14% 0.20% 435.2 895.9 547.6
(3.17,3.18,3.19) 32 5.19% 0.18% 401.0 821.3 546.3

Table 5.2: Model comparison for C1 instances.

Model Solved Root Gap Time Cuts Path
Plain 24 5.31% 0.00% 151.9 570.7 696
(3.17) 24 5.27% 0.00% 183.6 548.3 729

(3.18,3.19) 23 5.31% 0.10% 273.7 626.6 688.8
(3.17,3.18,3.19) 24 5.28% 0.00% 238.8 543.4 556.6

Table 5.3: Model comparison for C2 instances.

5.2 Effectiveness of valid inequalities

In Tables 5.2 and 5.3, we evaluate the contributions of the proposed successor inequal-

ities (3.17), and the capacity subtour elimination constraints (3.18, 3.19) on tackling the

set of of 34 (resp. 24) solved instances on class C1 (resp. C2) by the B&C algorithm in Côté

et al. [2012a]. For these experiments, we also set the maximum computation time to one

hour. In the row Plain, we report the results obtained with our B&C algorithm consid-

ering the initial model described in Section 4.4 without including inequalities (3.17) and

not checking for violated inequalities (3.18, 3.19) during the execution of Algorithm 1. In

the subsequent rows, we add one of these two families of inequalities to the Plain formu-

lation and, in the last row, we add the two families. For each model, we give the num-

ber of solved instances (Solved), the average root node lower bound (Root) computed as

100*(UB-LB)/UB, the average gap (Gap) between the best lower bound and UB (for un-

solved instances), the average CPU time (Time), the average number of cuts of type (3.16)

(LIFO cuts), (4.2), (4.3), (3.18) and (3.19) (capacity cuts) added through the execution of

the algorithm. Finally, in column Path, we report the number of path inequalities (3.21)

generated.

We observe that some classes of inequalities (the precedence and successor in-

equalities (4.4, 4.5), the rounded capacity inequalities (4.2), the LIFO inequalities (3.16)

and the CSEC (3.18, 3.19) ) are not separated exactly during the execution of Algorithm 1,

used to obtain the root lower bound. Thus, although we include all inequalities (3.17), it

is possible that different violated cuts are found for each model. This explains the small

deterioration on the root gap values on the last row of each table, that is, the root gap is
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slightly greater using the two classes than when using just one of the classes.

For class C1, two instances could not be solved (d18512 for n = 15 and fnl4461 for

n = 17) by any of models and the Plain model could neither solve the instance (ts225 for

n = 17). The root gap and the gap on unsolved instances could be slightly improved with

the addition of the inequalities. Also, the number of added cuts to impose the LIFO policy

and assignments that do not violate the capacity of each stack (Cuts) is reduced with the

inclusion of the proposed inequalities.

In the context of C2 instances, only one instance (ts225 for n = 13) could not be

solved by the model including the CSEC inequalities (3.18, 3.19). The root gap could also

be improved with the addition of the inequalities, but the contributions were smaller than

for C1 instances. Nevertheless, the number of added Cuts and the path inequalities could

also be reduced. On the other hand, the CPU time was increased with the inclusion of the

inequalities, mostly likely due to the procedure of identifying cuts of type (3.18, 3.19).

The small contribution of the proposed inequalities on the root node lower bound

can be explained by the fact that these inequalities may only contribute to the packing of

the items, without necessarily changing the tour. For example, on C1 instances att532 for

n = 11,13,15,17, nrw1379 for n = 11 and ts225 for n = 11,13, the optimal PDTSP tour is

feasible concerning the LIFO policy, that is, there is a feasible packing for this tour satisfy-

ing both the loading/unloading operations and the capacity of each stack. Thus, the im-

pact of the proposed inequalities is more significant towards the assignment of the items

in the stacks and not on the modification of the tour.

In the following reports, the model with our proposed inequalities (3.17) and (3.18,

3.19) will be considered.

5.3 Comparison with results from literature

Next, we report a comparative analysis of the results obtained in this work in comparison

with those obtained by the B&C by Côté et al. [2012a] on the PDTSPMS instances. We

note that the authors performed their tests using a 2.2GHz AMD Opteron 275 processor.

Also, the maximum computation time was set to one hour. Accordingly, in running our

experiments, we also set this time limit. The initial upper bound (UB) on both algorithms

are those provided by the LNS heuristic in Côté et al. [2012b].

In Tables1 5.4 and 5.6 we summarize the overall results obtained by both approaches

for each class of instances, C1 and C2, respectively. In each table, we report the number

1The reported values for the average final gap on unsolved instances (Gap) in a class were computed
based on the detailed data available in Côté et al. [2012a]. The Gap value for each class presented in this
latter work did not match the detailed results reported for each instance in a class.
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Method Solved Root Gap Time Path
Côté et al. [2012a] B&C 34 6.1% 6.00% 381.9-1573.8 8.3

Our B&C 33 9.18% 11.2% 212.5-1529.9 506.7

Table 5.4: Overall results on C1 instances.

Côté et al. B&C Our B&C
Instance Solved Root Gap Time Solved Root Gap Time
a280 5 6.20 10.35 499.5 5 11.91 6.19 239.4
att532 6 2.00 – 342.4 6 2.16 – 36.4
brd14051 2 6.15 4.29 19.5 2 16,79 15,76 12,6
d15112 4 7.73 7.54 834.6 4 9,16 8,85 220.5
d18512 3 5.71 6.12 2230.2 2 6.65 4.47 1.05
fnl4461 4 6.22 3.29 30.4 3 11.28 15.57 1004.3
nrw1379 1 10.92 8.46 0.9 1 11.51 9.20 0.5
pr1002 5 3.98 2.31 459.6 6 5.19 – 187.8
ts225 4 5.76 3.92 13.1 4 7.98 3.35 137.2

Table 5.5: Overall results for each instance in class C1.

Method Solved Root Gap Time Path
Côté et al. [2012a] B&C 24 7.8% 6.6% 312.2-2138.8 186.5

Our B&C 25 9.8% 10.2% 224.2-1988.6 460.7

Table 5.6: Overall results on C2 instances.

of instances solved (Solved) over the total of 54, the average root node gap (Root), that

is, the relative value between the objective value achieved before starting the branching

phase of the algorithm (lower bound , LB) and the optimal value (the final UB, in the

case of unsolved instances) computed as 100*(UB-LB)/UB. Next, we report the average

final dual gap (Gap) on unsolved instances. Finally, we show the average CPU time in

seconds (Time), considering just the solved instances and considering all instances, and

the average number of path inequalities (3.20) generated (Path), one for each infeasible

packing subproblem solved by the algorithm of Côté et al. [2012a] and, in the case of our

approach, the average number of violated inequalities (3.21) found for integer solutions.

Tables 5.5 and 5.7 report the overall results obtained on each of the nines base

TSPLIB instances considered, for class C1 and C2, respectively. (The column Time report

the average time on the solved instances). In Appendix A, we show the detailed results

considering each particular instance in both classes.
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Côté et al. B&C Our B&C
Instance Solved Root Gap Time Solved Root Gap Time
a280 4 8.32 9.81 400.9 5 13.11 4.63 195.0
att532 2 7.93 7.00 2.5 2 8,55 6,16 0.5
brd14051 2 6.64 4.60 482.2 2 14,85 17,69 85.0
d15112 3 8.23 5.06 620.0 3 8.49 3.96 324.3
d18512 1 7.23 5.56 70.6 1 12.59 9.74 27.6
fnl4461 3 5.87 6.74 17.3 3 4,21 4,67 32.3
nrw1379 1 9.78 7.05 1.3 1 10.98 8.59 0.5
pr1002 6 3.17 – 324.9 6 2.97 – 60.3
ts225 2 12.77 8.64 493.1 2 17,6 6,74 1425.8

Table 5.7: Overall results for each instance in class C2.

5.3.1 C1 instances

For class C1, our algorithm could solve 33 out of 54 instances, while 34 are solved by the

B&C algorithm by Côté et al. [2012a]. Our algorithm was not capable of solving two in-

stances solved by the latter (d18512 for n = 15 and fnl4461 for n = 17), but on the other

hand, we could provide a new certificate of optimality for an instance not solved before

(pr1002 for n = 21). Except for these cases, the set of solved instances for class C1 are the

same. Although on average the root gap values obtained with the proposed algorithm are

higher, for those sets with the same number of solved instances we could achieve better

execution times and/or smaller values for the final gap on unsolved instances. In partic-

ular, for the benchmark instance att532, our algorithm outperforms the previous results

especially in the larger-sized instance (n = 21). The root node gap value is slightly smaller

(3.53% against 3.60%) but the time to solve this instance is reduced by one order of magni-

tude. We note that, for att532 in C1, the optimal PDTSP tour is also an optimal PDTSPMS

tour for n = 11,13,15,17,19, and after the addition of few LIFO and capacity inequalities, a

feasible assignment of the items in each stack is obtained. On the other hand, for n = 21,

the optimal PDTSP tour needs to be slightly modified to allow the correct sequence of

loads and unloads of the items. Our algorithm achieves this modification after the ad-

dition of less cuts (769 against 3110), while the algorithm by Côté et al. [2012a] needs to

solve at least 32 packing subproblems to cut feasible PDTSP tours rendering an infeasible

packing of the items from the solution space.

We highlight the inability of our proposed algorithm in solving instances brd14051

and fnl4461. For the former, while the time to tackle the two solved instances (n = 11,13)

was smaller than the time for solving these same instances with the B&C algorithm by

Côté et al. [2012a], the final gap on unsolved instances were larger, especially for the in-
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stances with more requests (n = 19,21). In the set fnl4461, we could not solve three in-

stances (n = 17,19,21) and the time to tackle the solved ones were also higher. For in-

stances in this set, the vehicle contains K = 4 stacks and capacity, Q = 1. Our algorithm

generates a larger number of LIFO and capacity inequalities for instances in this set.

Few inequalities (3.20) are generated by the packing subproblem described by Côté

et al. [2012a] for instances in C1, meaning that when a feasible PDTSP tour is found

by their algorithm the packing subproblem is unlikely to be infeasible. Observe that

the average time for tackling all instances is essentially the same for the two algorithms

(1573.8−1529.9).

5.3.2 C2 instances

In the context of instances in class C2, our algorithm was capable of solving instance a280

for n = 19 requests, not previously solved. All other instances solved before (24) were also

solved. Values for the average root gap were higher in our algorithm, but the difference

is smaller than for C1 instances, and for the sets fnl4461 and pr1002 these values were

smaller. Moreover, for the sets with the same number of solved instances, the execution

time and/or the final gap on unsolved instances were improved with our algorithm.

As for class C1, our algorithm performs comparatively worst on the brd14051 and

fnl4461 sets. Although the time to solve the two instances in brd14051 (n = 11,13) is much

smaller (85-482.2secs), the final gap for the larger unsolved instances was too high. For the

set fnl4461 better root lower bound and final gaps on unsolved instances were obtained

using our algorithm, but the time to solve the instances were almost doubled. Again, this

set contains the instances where the vehicle contains the tightest stack capacity (Q = 10).

Class C2 contains the instances in which more path inequalities (3.20) are gener-

ated with the packing procedure by Côté et al. [2012a]. This may explain the difference

on the total execution time of both algorithms. We highlight the difference for solving in-

stance brd14051 with n = 13 requests. While the B&C by Côté et al. [2012a] took 960.4 sec-

onds, solving at least 1820 packing subproblems and generating 5276 LIFO and capacity

cuts, our algorithm took 168.2 seconds, generating only 308 cuts and 297 path inequalities

(3.21).

5.3.3 Analysis

It is worth to mention the impact that the number of stacks, the capacity and the size

of each item have on the tractability of solving a particular instance. For example, while

all instances in set att532 are solved for class C1, for class C2 only the cases n = 11,13 are



48 CHAPTER 5. COMPUTATIONAL RESULTS

solved to optimality. On the other hand, both algorithms take more time to solve instances

in the set pr1002 for class C1 than C2. Also, the B&C by Côté et al. [2012a] could not solve

the instance pr1002 with n = 21 requests in class C1, while all instances in class C2 are

solved. Finally, observe that the cost of optimal tours for pr1002 in class C2 are smaller

than in C1 (our algorithm proved the optimal value of 20150 for n = 21), meaning that

packing the not all unitary items inside this vehicle for feasible PDTSP tours is easier. In

that sense, problem difficulty is largely dependent on the characteristics of the vehicle (K

and Q) and on the size of the items to be transported.

Nevertheless, as noted by Côté et al. [2012a], it seems that if solving the PDTSP is

hard, the same applies to find an optimal PDTSPMS tour. Only the smaller instances

are solved for the sets brd14051 (n = 11,13) and nrw1379 (n = 11) for both classes. For

nrw1379, while it is easy to solve instances with n = 11 requests, for the larger instances

none of the algorithms could not reduce the final gap below 3% .

Concerning the performance of both algorithms on the set of benchmark instances,

our proposed B&C generates a search tree with more nodes. This is due to the extra vari-

ables y ∈ B|A|K . Despite this fact, we could achieve better execution times on several in-

stances for both classes. We emphasize that with the addition of the extra set of variables

y ∈B|A|K , our B&C algorithm can find violations of the LIFO policy and on the capacity of

each stack without the need of solving a hard packing subproblem. Moreover, our algo-

rithm generates less LIFO and capacity inequalities in solving the majority of instances.

5.4 Conclusions

This chapter presented a computational experience with B&C algorithms for solving the

PDTSPMS exactly. Our algorithm relies on a new formulation for the problem, adding a

new set o variables to better describe the LIFO and the capacity inequalities.

Besides the classical arc inclusion variables xi j , we consider an extra set of binary

variables yk
i j that model the loading and unloading operations on each stack. While the

approach in the literature only considers the arc variables and postpone the assignment

of each item to a stack when a feasible PDTSP tour is found, in our approach we use the

new set of variables to simultaneously impose constraints on the tour and on the pack-

ing of the items inside the vehicle. We reported computational results that support this

approach.

We could obtain two new optimality certificates. Also, we could improve the dual

gap for several unsolved instances. The gap values obtained at the root node were worst

for our algorithm on larger instances for which the PDTSP problem is hard to solve. This
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can be explained by the fact that we do not separate violated cuts for one class of valid

inequalities for the PDTSP separated in the B&C algorithm by Côté et al. [2012a]. In future

work, the impact of adding such inequalities should be investigated.





Chapter 6

Conclusion and Future Work

This dissertation addressed the exact solution of the Pickup and Delivery Travelling Sales-

man Problem with Multiple Stacks. This is a difficult combinatorial problem that arises

from the combination of routing and loading aspects on the Vehicle Routing Problem.

For concluding the work, this final chapter assesses the contributions made by this

dissertation. Next, we discuss future work and research possibilities which could further

contribute to the developments of exact algorithms to solve the PDTSPMS.

6.1 Contributions

The main contributions of this dissertation were the introduction of a new ILP formula-

tion for the PDTSPMS and a B&C algorithm for solving this formulation. The algorithm

uses some valid inequalities from previous work, but new valid inequalities within the

new formulation were also proposed. We have applied this algorithm on a set of bench-

mark instances from the literature. Our algorithm was able to solve to optimality two

instances not solved before. Also, the final dual gap for some unsolved instances could be

improved.

The first exact algorithm proposed by Côté et al. [2012a] relies on solving a packing

subproblem for the assignment of the items to a stack for a given tour. As an attempt to

avoid the need of solving such a difficult problem, we introduce a new set of variables to

better model the loading and unloading operations performed by the vehicle. In doing so,

our aim was to couple the routing and loading aspects and derive procedures that could

facilitate the search for violations on the loading and unloading policy of the stacks.

Our computational experiments supported the new approach. Not only could we

obtain new optimality certificates, but we could also solve several instances with less

computational effort. The results also point out that more attention should be paid to
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the separation of valid inequalities for the Pickup and Delivery Travelling Salesman Prob-

lem, as for some cases the root lower bound obtained with our algorithm is still very low,

especially for the larger instances for which the associated PDTSP is difficult to solve.

The work is also of interest since it provided a new approach for solving the

PDTSPMS, confirming the results of the only one exact algorithm for the problem [Côté

et al., 2012a].

6.2 Further work

One source of weakness in this work is that in looking for cuts in some classes, instead of

investigating the structure of the current solution and try to construct a set S ⊂ P∪V defin-

ing a violated inequality, we use the sets computed on separation procedures of other

classes. Despite the fact that we could find several violated cuts using this approach, it

would be interesting to investigate the use of specialized heuristic separation procedures

for these classes.

Another possible investigation concerns the use of our proposed B&C algorithm to

solve the Double Travelling Salesman Problem with Multiple Stacks instances as Côté et al.

[2012a] have done. We plan to adapt our algorithm and evaluate its performance on this

problem.

Finally, polyhedral approaches like B&C algorithms would benefit from a better un-

derstanding of the polyhedral structure of the problem. Findings towards this direction

could provide new insights on the development of stronger formulations and valid in-

equalities that may leverage the efficiency of such approaches.



Appendix A

Detailed results

This appendix reports the detailed results for each benchmark instance proposed by Côté

et al. [2012a]. Recall that the base for each instance consist of the TSPLIB file given in

column Instance, where the assignment of the pickup and deliver locations is performed

as described in Section 5.1. Thus, we have 54 base PDTSP instances divided in nine sets

and six values for the number of requisitions n. Using these instances, two classes of

PDTSPMS instances are generated: in class C1 the items have unitary size and, in class

C2, items have sizes randomly chosen from the set {1,2, ...,10}.

In the following tables, the column Instance report the details of each instance. UB

is the initial upper bound provided by the heuristic of Côté et al. [2012b]. Opt is the op-

timal value. The columns Root, Gap are the same as described in Section 5.1, and Time

is the CPU time in seconds. Column Cuts reports the number of LIFO cuts (3.16), and

capacity cuts (3.18), (3.19), (4.2) and (4.3) added by our proposed B&C algorithm, and, in

the case of the algorithm of Côté et al. [2012a], the number of LIFO cuts (3.8) and capacity

cuts (4.2) and (4.3). Column Nodes reports the number of nodes in the search tree.

For each one of the six instances within a TSPLIB file, the best solution is displayed

in bold. The quality of a solution is measured accordingly with the execution time to

solve the instance, or the final gap for unsolved instances. Tables A.1, A.2 and A.3 refer to

instances in class C1. Tables A.4, A.5 and A.6 refer to instances in class C2.
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