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Abstract

Recommender Systems (RSs) play important role in many Web applications nowa-

days, helping users to find their favorite items amid a huge number of options. Among

numerous open challenges inherent to RSs, this dissertation addressed the challenge

of enhancing the discovery of potentially relevant items for each user. In this sense,

we exploited two algorithmic limitations unaddressed in the literature. First, RSs

fail to bring back items consumed long ago that are potentially relevant for users

nowadays. Second, RSs fail to capture the whole extent on which implicit signals of

preferences observed on past consumption relate to preferences observed on current

consumption. We addressed the first limitation by reviewing the user’s long-term his-

tory and identifying a subset of consumed items forgotten but still re-consumable (i.e.,

forgotten re-consumable items). We mitigated the second limitation by explicitly

modeling the subset of attributes derived from metadata or consumption data (i.e.,

non-content attributes). Finally, we proposed ForNonContent, a hybrid method

that addresses both limitations simultaneously. Besides validating these algorithmic

limitations, offline analysis on four real datasets demonstrated that recommending for-

gotten re-consumable items may bring diversified and novel recommendations. Also,

we found that non-content attributes may enhance recommendations of six major RSs.

Furthermore, we identified a complementary nature of the enhancements associated

to each limitation. Finally, a user study with MovieLens members demonstrated that

users appreciated the recommendations issued by ForNonContent. Thus, this work

pointed out a new and promising direction to enhance the user experience with RSs.
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Chapter 1

Introduction

1.1 Background & Motivation

The huge amount of information available on a range of Web applications generates a

challenging scenario: users face more options than they can effectively handle [Schwartz,

2005; Adomavicius and Tuzhilin, 2005]. Commercial applications, such as Amazon,

Netflix or Last.fm, among others, unwittingly hinder users to find products of their

interest by providing a data collection with thousands or even millions of distinct prod-

ucts. Hence, tools that filter the available information, showing only what is more likely

to be of user interest, are becoming increasingly important. Several studies propose

strategies to recommend products, information and services to customers nowadays

[Abbasse and Mirrokni, 2007]. These Recommender Systems (RSs) aim to estimate

potentially interesting items to users, based on a prior knowledge about user behaviors

and/or about relevant characteristics of the items [Adomavicius and Tuzhilin, 2005].

A permanent challenge for RSs is how to enhance the discovery of items that users

would want to consume while avoid recommending undesired ones [Anderson, 2006a].

The prospect of discovery determines the practical value of RSs in many scenarios,

since RSs are useful to users when presenting potentially relevant items not easily

reachable otherwise. [Vargas and Castells, 2011]. For instance, recommending new

holiday destinations would be more useful than recommending favorite destinations.

However, the former case is risky because there are several destinations the target

user is not willing to visit at a given moment. Since users are usually interested and

able to consume only a tiny portion of the available items in a domain, the challenge

grows as the number of available items increases. The main goal of this dissertation

is to propose new and effective RSs to enhance the discovery of potentially relevant

items for each user in various domains.

1
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Current efforts to address this challenge focus on proposing hybrid methods,

which combine the strengths of distinct RSs while mitigate their weakness [Ricci et al.,

2011]. As each existing RS has different strengths and weaknesses, researchers pro-

posed a large number of combination strategies [Burke, 2002]. In general, Collabo-

rative Filtering (CF) methods, which correlate user ratings with items, are combined

to Content-based (CB) methods, which correlate user ratings with item attributes

[Adomavicius and Tuzhilin, 2005; Ekstrand et al., 2011]. This particular combination

has provided significant improvements due to exploiting simultaneously different per-

spectives of the user behavior. While CF methods assume that users with similar

consumption history would share common interests, CB methods conjecture that each

user exhibits a systematic preference correlated with some item attributes [Ricci et al.,

2011]. Despite all advances on hybrid methods, there is still room to make them

more effective or applicable to a wider range of scenarios, such as trip advice, finan-

cial services, among others [Konstan and Riedl, 2012]. This work assumes that further

enhancements on hybrid methods require, at first, identifying and understanding limita-

tions that impact the quality of the underlying RSs used to build new hybrid strategies.

Indeed, there are several limitations related to recommender systems [Ricci et al.,

2011]. RSs are fundamentally based on detecting recurrent behaviors, existing on

previously acquired data, and replicating these behaviors in order to predict future

ones. As the human behavior and taste do not follow strict and easily predictable

patterns over time, there are bounds of prediction inherent to RSs. Further, RSs

face data constraints in several recommendation domains, lacking samples of data

representative enough to derive adequate models [Schein et al., 2002]. Finally, we

point out algorithmic limitations related to state-of-the-art RSs. As argued by Burke

[2002], all of the known recommendation techniques have strengths and weaknesses,

and there is no single model to handle the whole complexity of user behavior. While

hybrid methods may handle the complexity of modeling distinct pieces of the user

behavior due to combining different perspectives of analysis, we believe there still are

pieces of such behavior uncovered by current RSs. Instead of refining the way existing

hybrid methods address and combine pieces already covered by RSs, we identify and

address novel pieces of user behavior unaddressed in the literature.

1.2 Thesis Statement

In the light of this context, we investigated two distinct algorithmic limitations, not

perceived by the literature, through the following thesis statement:
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State-of-the-art recommenders underexploit two types of information useful to

enhance the discovery of relevant items: the long-term history and implicit signals of

preference observed on past consumption of each user.

A closer look at the foregoing statement allows us to evince the main assumptions

hereby adopted. First, although current RSs focus on discovering unknown items

to users [Ricci et al., 2011], in several domains, users may be particularly interested

in consuming items they have already consumed in the past, but not recently (e.g.,

music). Thus, the first limitation we address is to recommend known items, since they

would match a piece of the current user’s taste neglected by several RSs. Second,

user preferences may stem from usual content-related data, such as genres or movie

actors [Jannach et al., 2010], but they may also come implicitly from metadata or

consumption attributes that are not handled as“content”, such as popularity or recency

of consumption. Hence, as second limitation, we investigate whether these implicit

signals of preference are properly captured by RSs, once these methods do not model

explicitly such signals. This work validates our statement in real scenarios; quantifies

its impact on recommendations; and proposes a new hybrid method to address both

limitations simultaneously, enhancing the discovery of potentially relevant items.

Aiming to handle the complexity inherent to this dissertation, we split our thesis

statement into three main underlying hypotheses, which are being investigated in

order, as follows:

• Hypothesis 1: State-of-the-art RSs fail to bring back items consumed long ago

that are potentially relevant for users nowadays.

• Hypothesis 2: State-of-the-art RSs fail to capture the whole extent on which

implicit signals of preferences observed on past consumption relate to preferences

observed on current consumption.

• Hypothesis 3: The two aforementioned algorithmic limitations, when addressed

simultaneously, provide complementary enhancements to RSs.

Again, the motivation to raise and address hypothesis 1 comes from the obser-

vation that users may be particularly interested in re-consuming items they already

know. The challenge in this case is how to recommend properly known items when

there are reasons to believe such items are no longer relevant. Instead of identifying

the whole set of re-consumable items, which requires a complex modeling of user

behavior and domain evolution over time, we focus on a subset easier to identify. We

consolidate a new source of re-consumable items by reviewing the user’s long-term
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history and identifying the subset of consumed items forgotten but still re-consumable

(i.e., forgotten re-consumable items). Forgotten items comprise a promising

source of re-consumable ones, since some of the former may still be related to the

current taste of each user. While it is desirable to rescue forgotten and re-consumable

items, we cannot recommend forgotten but not re-consumable ones. Formally, we

define this compromise as the Oblivion Problem. This problem is particularly

relevant for our goal of enhancing the discovery of items because RSs frequently neglect

forgotten items over time [Mourão et al., 2011b]. For instance, in many scenarios RSs

assume that recent data are more relevant as a consequence of a user’s taste drifting

and the emergence of new items over time.

In turn, hypothesis 2 derives from four observations. First, each user exhibits a

systematic preference correlated with some item’s attributes [Jannach et al., 2010]. For

instance, users in a movie domain may be interested in watching movies from a specific

genre (e.g., comedy). Second, a subset of these attributes may come from metadata or

consumption attributes that are not usually handled as “content” (i.e., non-content

attributes) [Mourão et al., 2013]. Considering again movie domains, a user might

watch only blockbusters, which means he/she watches only popular movies. Third,

non-content attributes are not explicitly modeled by state-of-the-art RSs. Fourth,

non-content attributes may not be properly captured and exploited by state-of-the-art

RSs. Such as expected for users, we assume that RSs prioritize a specific range of

values for each non-content attribute, since they are based on inductive premises that

make some assertions about items or users. Hence, a relevant question concerns the

match between user non-content preference and his/her recommendation’s non-content

attributes. Aiming to evaluate such match, we define Preference Mismatching, a

metric that quantifies the difference between the actual user’s non-content preference

and the recommendation’s non-content attributes. Enhancing this match would mean

more accurate recommendations in practice, as well as the discovery of new items with

attribute values close to the user’s preferences.

The third hypothesis raises another question in this work: could we combine

the potential enhancements inherent to each limitation, providing even better rec-

ommendations? In order to answer this question, we propose ForNonContent, a new

hybrid method that combines methods proposed to address each limitation (Figure

1.1 ). First, ForNonContent issues a list LFor of Top-N forgotten re-consumable

items for each target user u. Also, it executes a given CF method, providing another

ordered recommendation list LCF of size M ≫ N for u. It derives item attributes

based on three non-content attributes: popularity, recency, and similarity. These

derived attributes conform a vector space V where each item from LCF is represented.
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Later, ForNonContent builds a CB model for u considering attribute space V and

determines a new score for each item from LCF , based on the preference mismatching

metric. Then, it combines the CF score with the CB score and issues another list

LNonC of Top-N items that mitigate u’s non-content preference mismatching. Finally,

ForNonContent combines LFor with LNonC , intercalating the distinct items of each list

and issuing a final Top-N recommendation list.

Figure 1.1: ForNonContent: the hybrid method that exploits simultaneously forgotten
re-consumable items and non-content attributes.

1.3 Main Contributions

The investigation of our thesis statement represents concrete contributions for the

area, pointing out a new and relevant research direction for RSs by which significant

enhancements may be achieved. Further, the formalization of some concepts and

problems, as well as the consolidation of new methods for addressing the raised

problems and challenges are of great relevance. Hence, as main contributions of this

dissertation, we highlight:

1. the formalization of a new problem in recommendation domains, namely the

Oblivion Problem;

2. the proposal of distinct strategies to identify and recommend forgotten re-

consumable items in real domains;

3. the modeling and use of information that, so far, has not been completely ex-

ploited by RSs, namely the non-content attributes;
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4. the proposal of a hybrid method that explicitly incorporates non-content prefer-

ences into CB models;

5. the proposal of a hybrid method that exploits simultaneously non-content pref-

erences and forgotten re-consumable items;

6. in-depth offline analyses on real domains to show the complementary benefits of

addressing each limitation with regard to the discovery of items; and

7. a live study with real users that confirms the usefulness of addressing these algo-

rithmic limitations for sake of user satisfaction.

Finally, to the best of our knowledge, this work is the first effort that effectively ex-

ploits each of the aforementioned algorithmic limitations in recommendation domains.

1.4 Outline

The remainder of this dissertation is organized as follows. Chapter 2 presents basic

concepts and summarizes the main related work. Chapter 3 discusses the main issues of

the Oblivion Problem, strategies to identify and recommend forgotten re-consumable

items, as well as offline evaluations of the proposed strategies. Chapter 4 describes

the non-content attributes and the systematic mismatching between current recom-

mendations and the actual user taste with respect to these attributes. This chapter

also introduces a hybrid method to mitigate this mismatching and discusses offline

evaluations of this method. Chapter 5 presents and evaluates ForNonContent, our

new hybrid method that combines solutions for the Oblivion Problem and non-content

Preference Mismatching. Chapter 6 describes a live study conducted with real users to

contrast the proposed methods against some state-of-the-art RSs. Finally, Chapter 7

points out the main conclusions and identifies relevant future directions for this study.



Chapter 2

Background Concepts & Related Work

In this chapter we present the general recommendation problem, as well as a summary

of its main studies in the literature. Aiming at a clearer placement of this dissertation

against previous works, we divide such studies according to key perspectives of analysis

strongly related to it. First, we formalize the recommendation problem and discuss

some tasks inherent to it. Then, we take into account some quality requirements

related to our goal of enhancing discovery of relevant items in RSs. Later, we review

the recommendation methods close to the proposed ones. Next, we summarize the set

of studies most related to the Oblivion Problem, which comprise works on temporal

evolution in recommendation domains. Thereafter, we present the main works about

user behavior modeling, which are related to modeling user’s non-content preference.

Finally, we summarize the main differences between this work and previous ones,

regarding all these perspectives.

2.1 Recommendation Problem

Recommendation plays important roles in e-commerce nowadays, helping users to find

their favorite items and services [Abbasse and Mirrokni, 2007; Resnick and Varian,

1997; Burke, 2002]. The recommendation goal is usually defined as finding, among a

potentially large number of items, those items that better suit individual interests of

each user. More formally, let U be the set of all users and let I be the set of all existing

items of a domain (e.g., books, movies, or songs). Let f(u, i) be a utility function that

measures the usefulness of each item i ∈ I to user u ∈ U . Let also consider that each

user u would demand to consume at most N distinct items, since it is not feasible to

assume that users would consume an infinite number of items. Thus, we could state

the recommendation problem as identifying a subset of items Ru ⊂ I of size N (i.e.,

7
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|Ru| = N) that maximizes the utility f(u, i) for each user u ∈ U and item i ∈ Ru

[Adomavicius and Tuzhilin, 2005], as shown by Equation 2.1.

Ru = argmax
i∈I

f(u, i) (2.1)

Recommender Systems (RSs) could be defined as any system designed to deal

with the recommendation problem, producing individualized recommendations as

output, or guiding users through a huge variety of options [Burke, 2002; Hoashi et al.,

2003]. In RSs, the utility of an item is usually represented by a numerical rating,

which indicates to what extent a given user likes a particular item. The main problem

of RSs is that the utility f(u, i) is usually defined only for a restricted subset of the

whole space U × I. It means that f(u, i) needs to be extrapolated to the whole space

U × I, as argued in [Herlocker et al., 2004].

When taking into account the end-users goals, the recommendation problem could

derive distinct tasks [Herlocker et al., 2004]. The most common tasks are Annotation

in Context and Find Good Items. Annotation in Context, or alternatively the Rating

Prediction task, aims to predict the proper rating value f(u, i) that a user u would give

to each unseen item i [Resnick et al., 1994]. On the other hand, Find Good Items, or

Top-N Recommendation, aims to provide a ranked list of items that each user u would

mostly like, not concerning to predict the actual rating values f(u, i). Herlocker et al.

[2004] argues that Find Good Items is the core recommendation task and it recurs in

a range of research and commercial domains. Given such relevance, this dissertation

focuses on the Top-N Recommendation task, concerning with ranking accuracy

only. Thus, for sake of notation simplicity, in the following sections and chapters all

mentions to recommendation refers specifically to the Top-N Recommendation task.

2.2 Quality Requirements

As discussed in Chapter 1, the main goal of this dissertation is to enhance the discovery

of items potentially relevant for each user. Major developments of discovery in RSs

describe this goal through three main quality requirements: usefulness, diversity and

novelty. Usefulness is the primary goal of RSs and refers to the capability of RSs to

identify and present to users items that match their interest [Herlocker et al., 2004].

Thus, adequate recommendation lists should contain items familiar to the user con-

sumption habits. Diversity is related to how distinct each item in a recommendation

list is with respect to the others [Vargas and Castells, 2011]. Although the domains

where RSs operate have a wide variety of items, recommendations are, in general,
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poorly diversified [Zhou et al., 2010; McSherry, 2002]. In turn, novelty refers to how

different a piece of information is from “what has been previously seen” by a specific

user [McGinty and Smyth, 2003]. Some works assume that an RS is valuable if it is

able to provide new items or information to users [Sarwar et al., 2001; Kawamae, 2010].

Fulfilling these three requirements simultaneously has an appealing relevance,

since it allows RSs to match properly demands of consumption with existing offers, in-

creasing both the sales ratio and the satisfaction of users with RSs. However, previous

works state diversity and novelty as requirements diametrically opposite to the notion

of “familiarity” represented by usefulness [Zhang et al., 2012; Herlocker et al., 2004].

Improving usefulness, novelty and diversity simultaneously is a constant challenge for a

wide range of applications [Lathia et al., 2010; Zhou et al., 2010]. A main contribution

of this work relies exactly on pointing out a new direction for such achievement.

Several works in the literature pursue simultaneous gains with respect to these

three requirements [Smyth and McClave, 2001; McGinty and Smyth, 2003; McSherry,

2002]. For instance, Zhang et al. [2012] combined distinct RSs, balancing usefulness,

diversity, novelty and serendipity. Zhou et al. [2010] also presented a combination

strategy for RSs based on a bipartite user-object graph and heat spreading diffusion.

Ribeiro et al. [2012] modeled this challenge as a multi-objective optimization problem

and applied the Strength Pareto approach to solve it. Zhang and Hurley [2008] defined

the diversification goal as a binary optimization problem and relaxed it to a trust-region

problem to determine a solution. Further, McGinty and Smyth [2003] clarified the role

of diversity in traditional RSs, highlighting the pitfalls of naively incorporating current

diversity enhancing techniques into existing RSs. We also found studies that discuss

the relationship between diversity and novelty. Vargas and Castells [2011] argued that

diversity is closely related to novelty in the sense that when a set is diverse, each item

is “novel” with respect to the others. On the other hand, RSs that recommend novel

items also tend to promote a global diversity over time.

Our proposal differs from previous ones by exploiting two novel types of infor-

mation that may affect usefulness, diversity and novelty. Matching implicit signals of

user preferences observed on past consumption affects directly the usefulness of recom-

mendations, since we filter out items that do not suit such preferences. On the other

hand, recommending potentially relevant items consumed long ago affects diversity

and usefulness. Some new user wishes might be met by old relevant items forgotten

through time, improving diversity while keeping usefulness stable. Regarding novelty,

we argue that relevant items consumed long ago may represent, in some sense, a degree

of novelty, since users might not remember by themselves most of these “lost” items.

Finally, we should mention that evaluating user experience on RSs through qual-
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ity requirements, such as in the foregoing discussions, represents a pure algorithmic

evaluation strategy. Most studies in RSs use a metric to quantify the aforementioned

requirements and perform empirical assessments on existing data [Konstan and Riedl,

2012]. For instance, distinct works quantify usefulness through the accuracy metric

[Herlocker et al., 2004; Meyer et al., 2012], which measure how close the ranking of

items issued by an RS is from the user’s true ranking in the Top-N recommendation

task. However, this sort of measure does not quantify whether RSs can recommend

truly valuable items previously unknown to the users [Ge et al., 2010; McNee et al.,

2006; Adomavicius and Zhang, 2012]. Further, user experience includes, besides the

delivery of personalized recommendations to users, the interaction of each user with

those recommendations [Konstan and Riedl, 2012].

Despite not evaluating properly user experience, pure algorithmic evaluation

strategies became a common choice since they allow us to generate and replicate

results easily. Measuring user experience requires developing a complete system,

which includes algorithms and user interface, and carrying out field studies with real

users [Konstan and Riedl, 2012]. Recent efforts have demonstrated the value of these

field studies in order to clarify the actual value of RSs for users [Cosley et al., 2003;

Knijnenburg et al., 2012]. In this sense, Pu et al. [2011] synthesized and organized

the accumulation of existing questionnaires and developed a well-balanced framework

for live experiments in recommendation domains. Knijnenburg et al. [2012] extended

and tested a user-centric evaluation framework for recommender systems proposed in

[Knijnenburg et al., 2010]. Also, Konstan and Riedl [2012] presented a survey of the

most important developments related to the user experience in RSs. In this work,

besides pure algorithmic assessments, we contrast the proposed algorithms against

some state-of-the-art methods in live experiments with real users.

2.3 Recommendation Methods

In this section, we briefly discuss the main methods belonging to the three classes of

RSs most related to this work, namely Content-based (CB), Collaborative Filtering

(CF) and Hybrid Methods. Broader surveys of methods related to distinct classes of

RSs are presented in [Jannach et al., 2010; Candillier et al., 2009; Ricci et al., 2011].

2.3.1 Content-Based Methods

CB methods estimate the previously described utility function f(u, i) of item i to user

u using the known utilities f(u, j) assigned by user u to each item j “similar” to i. This
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similarity measure is usually defined by comparing distinct N-dimensional vectors of

attributes that describe each item [Adomavicius and Tuzhilin, 2005; Mooney and Roy,

2000]. Thus, CB methods conjecture that each user exhibits a systematic preference

correlated with some item attributes [Ricci et al., 2011]. Lops et al. [2011] presented

detailed explanations of state-of-the-art content-based methods.

Content-based methods are strongly rooted by the Information Retrieval area, in

the sense that both are based on the availability of item descriptions and a profile that

assigns importance to each description [Jannach et al., 2010]. The common assumption

is that users are able to formulate queries that express their interests or information

needs in terms of intrinsic attributes of items [Hofmann, 2004]. However, it may be

difficult, in some contexts, to identify suitable descriptors such as keywords, topics and

genres, among others, that may be used to accurately describe interests.

As main advantages of this class of methods we highlight: (1) the user inde-

pendence, since only ratings from the target user of recommendation are exploited;

(2) transparency, since it is clear how recommendations are provided; and (3) ability

to cope with the so-called Cold Start problem1, once items are represented through

describing attributes. On the other hand, the main disadvantages are related to over-

specialized recommendations, since very similar items are always recommended to the

same users, damaging novelty and diversity.

2.3.2 Collaborative Filtering

Collaborative Filtering methods assume that users with similar consumption history

would share common interests. These methods may be classified into four distinct

classes, according to the strategy and data source used, as shown by Table 2.1.

Table 2.1: Collaborative Filtering Methods Classification.

Methodology Strategy
Memory-based Model-based

User-oriented Combines the preferences of
the K most like-minded users,
with similar or correlated be-
havior.

Exploits the user preference
history to train models that
estimate unknown user prefer-
ences.

Data source Item-oriented Combines the ratings of the K
most similar items, consider-
ing all users.

Uses past item ratings to train
models that estimate unknown
user ratings.

1Cold Start refers to the difficulty in making recommendations on new items or for new users, since
there is little information in the system about such items and users [Schein et al., 2002; Lam et al.,
2008].
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User-oriented Memory-based CF methods assume that people trust the recom-

mendations from like-minded people [Yu et al., 2004]. Typically, these methods deter-

mine for each user a group of “nearest neighbor” users whose past ratings are similar,

or highly correlated, with the user ratings. Scores for unseen items are predicted based

on a combination of the scores known from the nearest neighbors. Recently, Said et al.

[2013] proposed K-furthest neighbors (KFN), a KNN-based method that exploits the

most dissimilar neighbors. As these Memory-based CF methods are based primarily

on clusters of users, their effectiveness depends on the generated clusters express high

correlations between users. Fuzzy methods [Wu and Li, 2008] were recently used to al-

low users belong to distinct clusters, reflecting the fact that users exhibit a mixture of

tastes. Also, some studies extended these methods for items, since the number of dis-

tinct items is smaller than the number of distinct users in several domains [Sarwar et al.,

2001; Deshpande and Karypis, 2004]. Thus, Item-oriented Memory-based CF defines,

for each item, a group of the most similarly evaluated items, considering all users in

the domain. Later, scores for unseen items are derived from scores given for similar

items by the target user of the recommendations. A drawback is that memory-based

methods do not scale well in terms of memory and computer time [Hofmann, 2004].

Model-based CF methods learn a descriptive model of user preferences and then

use it to generate ratings [Yu et al., 2004]. Many of these methods are inspired on

machine learning algorithms, such as neural network classifiers [Billsus and Pazzani,

1998], induction rule learning [Basu et al., 1998], Bayesian networks [Breese et al.,

1998] and latent factor models [Koren, 2008]. Latent factor methods represent one of

the most efficient and popular approaches in Model-based CF, since they are generally

effective at estimating overall structure that relates, simultaneously, most or all items

[Koren et al., 2009; Sarwar et al., 2000]. For instance, Hofmann [2004] adapted a

probabilistic latent semantic analysis to the recommendation task. These techniques

have proven to be efficient in recommender systems when predicting user preferences

from known user-item ratings [Takács et al., 2008]. However, computational costs

involved in training the models tends to be high.

A survey for CF methods was presented in [Su and Khoshgoftaar, 2009;

Ekstrand et al., 2011]. Also, Cacheda et al. [2011] presented a comparative study

among distinct CF techniques. Rafter et al. [2009] evaluated the limitations of

neighborhood-based estimates to predict the actual taste of the users. Pennock et al.

[2000] discussed axiomatic foundations of collaborative filtering based on social choice

theory. In [Yu et al., 2004; Koren, 2008], the authors showed that CF methods present

many advantages over CB methods such as simplicity and generality. Further, CF

methods do not require us to tune many parameters neither perform extensive training
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stages. In addition, these methods offer the potential to uncover implicit patterns

that would be difficult or impossible to profile using CB techniques [Bell and Koren,

2007]. We also highlight their ability to achieve novel and unexpected items through

neighbor users, improving novelty and diversity in RSs. As the main disadvantages

of CF methods, we point out: (1) inability to cope with the Cold Start Problem; and

(2) biased recommendations to popular items. Since users tend to consume mostly

popular items, user similarities are heavily defined by these items.

2.3.3 Hybrid Methods

Aiming to overcome individual limitations of RSs, an increasing number of re-

searches combine existing RSs, defining the so-called hybrid methods. In most of

the cases, CF methods are combined with CB ones [Adomavicius and Tuzhilin, 2005;

Balabanović and Shoham, 1997]. Thus, hybrid methods are able to attenuate the

limitations of both while exploiting simultaneously the strengths for recommendation

[Schein et al., 2002; Ricci et al., 2011].

Distinct strategies of hybridization could be found in the literature.

Li and Murata [2012] presented a hybrid approach that incorporates multidimensional

clustering into CF recommendation models. Ribeiro et al. [2012] presented an evolu-

tionary search for hybrid models following the Strength Pareto approach, which iden-

tifies hybrid models that are in the Pareto frontier. In [Zhang et al., 2012], the authors

proposed a hybrid framework that attempts to balance distinct quality requirements by

combining the rank outputs of three algorithms: Artist-based LDA, Listener Diversity

and Declustering. Another hybrid model, based on a bipartite user-object graph and

heat spreading diffusion, is proposed in [Zhou et al., 2010]. [McAuley and Leskovec,

2013] proposed a new hybrid statistical model that combines latent dimensions in rat-

ing data, which is a CF model, with hidden topics in review texts, a CB model. Also,

[Khrouf and Troncy, 2013] presented a hybrid method for event recommendations. Be-

sides a CB system that overcomes the data sparsity, this method includes a CF model

to model social aspects. Burke [2007] discussed and contrasted distinct hybridization

techniques. In [Jannach et al., 2010], the authors stated that although many recom-

mender applications are actually hybrids, little theoretical work has focused on how

to hybridize algorithms. Burke [2002] presents a broad survey on hybrid methods.

Despite all advances in RSs, mainly on hybrid methods, we believe that

opportunities for improvements exist, since even state-of-the-art RSs are unable to

provide adequate recommendations in different real scenarios [Herlocker et al., 2004;

Rafter et al., 2009]. This dissertation proposes a new hybrid method that exploits two
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of these opportunities simultaneously. First, through the Oblivion Problem, we exploit

the long-term history of each user. To the best of our knowledge, this is the first effort

on this direction. The set of studies most related to the Oblivion Problem refers to

temporal dynamics in RSs, which we discuss in the next section. Second, by taking into

account the non-content attributes, we model implicit signals of preferences. Again,

we did not identify any work in literature that has identified and modeled explicitly

these attributes for sake of user experience in RSs. Section 2.5 presents the set of

studies about user behavior modeling most related to the non-content preferences.

2.4 Temporal Evolution

RSs are based on the premise that past user behavior repeats in the future, which is

not always true. The consolidation of user preference models need to find a balance

between penalizing time effects that have low impact on future behavior, while

capturing trends that reflect inherent recurrent patterns in the data. Thus, numerous

studies started to consider a temporal constraint t on the aforementioned utility f(u, i),

realizing that users would present distinct demands at different moments [Xiang et al.,

2010; Lathia et al., 2010; Rana and Jain, 2012]. Distinct works on temporal evolution

in recommendation domains assessed the quality of RSs over time [Campos et al.,

2011]. For instance, Lathia et al. [2009] evaluated the impact of temporal dynamics

on recommendations. In [Zhang and Hurley, 2008], the authors measured how the

diversity of recommendations is affected over time.

Recently, most works propose new strategies to deal with this problem for sake

of accuracy [Lathia et al., 2010; Campos et al., 2013; Cremonesi and Turrin, 2010].

Such strategies are recognized in the literature by distinct names, such as Adaptive

Information Server (AIS) [Billsus and Pazzani, 2000], Dynamic Recommender Sys-

tems (DRS) [Rana and Jain, 2012] or Time-Aware Recommender Systems (TARS)

[Anand and Mobasher, 2007]. All of these works agree that static user profiles, which

is the prevalent methodology in traditional RSs, cannot assess properly the preference

of users over a period of time [Gauch et al., 2007]. Thus, temporal dynamics is mod-

eled in terms of user preferences that evolve or item contents that change due to the

addition of new items or deletion of older ones. Koren [2009] argued that proposing

recommendation models that take time into consideration tend to be more effective

than proposing complex models. Therefore, variations on the user profiles over time

have been incorporated to RSs [Stern et al., 2009]. Tang and Zhou [2013] proposed

a set of dynamic features for describing the evolving behavior based on time series
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analysis. Ding and Li [2005] presented a novel algorithm for computing the temporal

weights of items so that older items get smaller values. Rana and Jain [2012] argued

that dynamics is much more complex and should be addressed in a multidimensional

factor analysis model. While many time-evolving models introduced time as a universal

dimension shared by all users [Sun et al., 2007], Xiang et al. [2010] argued that time is

a local effect and should not be used for comparison among users. However, most of

these studies constantly update the user profiles by looking at recently consumed items,

adapting the input information of RSs to the most recent data [Cebrián et al., 2010].

In this work, we exploit temporal dynamics through a new strategy that

enhances diversity in RSs by using the subset of items consumed by users in the

remote past (i.e., forgotten items). We argue that forgotten items are promising

since some user needs might be met by old items in some domains. In this sense,

we evaluate distinct strategies to identify and recommend properly forgotten items.

These strategies are based on ACT-R (Adaptive Control of Thought-Rational), a

well-known cognitive architecture that models the human memory [Mellon et al.,

2007]. We should mention that the use of psychology studies in recommendation is

not novel. Indeed, ACT-R have been evaluated previously in the context of paper

recommendations [Van Maanen et al., 2010; van Maanen and Marewski, 2009]. Also,

Anand and Mobasher [2007] presented a novel approach to incorporate user temporal

context within the recommendation process based on human memory models proposed

in psychology. However, this is the first work where such models are used for evaluating

forgetfulness in the context of recommendation.

2.5 User Behavior Modeling

A proper modeling of the user behavior is crucial for the success of RSs [Jannach et al.,

2010]. This is a complex task given the combinatorial nature of representing each

user through a subset of information available in a domain. As we are dealing with an

extrapolation problem, ranking items with unknown utility, a bigger and more diversi-

fied amount of information tends to help us in this process [Adomavicius and Tuzhilin,

2001; Adomavicius et al., 2005]. Indeed, some recent studies realized the need of

defining broader and more informative profiles [Belloǵın et al., 2014]. However, many

efforts on user modeling are still simplistic and do not take into consideration some

relevant characteristics of the user behavior [Li and Kim, 2004].

Several works in RSs restrict themselves to propose increasingly complex user

behavior models, such as LDA or tensors, to represent all signals of past user prefer-
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ences [Xu et al., 2008; Ricci et al., 2011]. For instance, Jung et al. [2005] presented a

preference model using mutual information in a statistical framework aligned with a

method that combines joint features to alleviate data sparsity. Also, Liu and Jiang

[2011] proposed a probabilistic matrix factorization (IPMF) algorithm that explicitly

models user and item rating bias via Gaussian distributions. Such methods are

usually based on content attributes from the items, such as price, or on rating

information. Besides these content attributes, we assume that systematic preferences

of each user may be correlated to non-content attributes derived from metadata or

consumption, such as popularity. As such correlation is not modeled explicitly by RSs,

we hypothesize that they are under-captured in practice. Thus, we model explicitly

these correlations through CB models that are combined with traditional CF methods,

in order to exploit complementary information available in the consumption data.

Specifically, we take into account three non-content attributes. The first

one is the consumption popularity of each item. Popularity is a relevant type of

information, since recommendation domains define scenarios of skewed consumption,

where few items become popular whereas most of the remaining ones are never

consumed [Anderson, 2006b; Fleder and Hosanagar, 2007]. Levy and Bosteels [2010],

for instance, observed that RSs tend to reinforce popular artists, at the expense

of discarding less played songs, in the Last.fm system. This conclusion was even

reinforced by Yin et al. [2012], where the authors found that RSs are more prone

to recommend popular items. In turn, Jambor and Wang [2010] argued that when

recommending long tail items2, we must take into account personalized demands of

users. In this sense, the authors proposed a method that issues popular items to users

interested in these items, while it provides alternative choices for users who are more

prone to consume unpopular ones. Analogously to this last work, we take popularity

as an item feature that should match individual preferences of each user.

The second non-content attribute is the mean pairwise similarity of all items

consumed by each user. Almost all recommender systems exploit somehow the concept

of similarity among users or among items [Pennock et al., 2000]. The recommendation

idea is based on the premise that users trust like-minded user recommendations and

interests or that future user behaviors and interests would be similar to past ones

[Yu et al., 2004]. Otherwise, it would be hard to perform predictions. Hence, the

search for information is biased to similar behaviors. Adomavicius and Tuzhilin [2005]

found that most state-of-the-art CF methods consider solely information provided

by the most similar individuals to each person in order to issue recommendations.

2Long tail items are a large number of distinct items, each one with a relatively small consumption
demand [Anderson, 2006a; Park and Tuzhilin, 2008].
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Also, [Herlocker et al., 2002] conducted extensive analyses about the impact of

similar neighbors on RSs. None of these works, however, measure to what extent the

consumption behavior of each user is affected by similar items. By taking similarity

as a non-content preference, we assume that each user has individualized demands on

consuming a less or more diversified set of items.

Finally, the third non-content attribute refers to the mean recency of the items

consumed by each user. By recency we mean how long an item is available in a domain.

Recent studies try to characterize items and users along distinct moments, defining tem-

poral contexts that are able to determine local behaviors or needs. Xiang et al. [2010]

and Yang et al. [2012], for example, distinguished short and long-term recommenda-

tions, arguing that the global needs of users would differ from some instantaneous needs.

Analogously, Cebrián et al. [2010] defined ‘microprofiles’ that capture the concrete

time situation of each user request. Again, we assume that such ‘local needs’ represent

a feature inherent to individual preferences. Whereas some users are more interested in

consuming recent items, other users would like to consume old ones or items belonging

to a specific period of time (e.g., songs from ’80s). Through non-content attributes,

we explicitly quantify this information and incorporate it into user behavior models.

2.6 Summary

We started this chapter by formally presenting the general recommendation problem, as

well as its inherent tasks. Besides proposing recommendation as the problem of finding

a set of items that maximize an individual utility function, we restrict this dissertation

scope to the Top-N recommendation task, being concerned with ranking accuracy.

Later, we discussed the main quality requirements related to our main goal of

enhancing the discovery of items potentially relevant for each user in RSs. This goal is

intrinsically related to the challenge of fulfilling simultaneously usefulness, diversity

and novelty. A main contribution of this dissertation relies exactly on pointing out a

new direction for such achievement. Our proposal differs from previous ones by exploit-

ing two types of information (i.e., forgotten re-consumable items and non-content at-

tributes) that may affect these three requirements. Also, aiming at broader assessments

of user experience, besides pure algorithm evaluations through these requirements, we

adopted live experiments with real users to evaluate the proposed methods.

Next, we reviewed the main methods belonging to the three classes of RSs

most related to this work, namely Content-based (CB), Collaborative Filtering (CF)

and Hybrid Methods. This dissertation proposes a new hybrid method that exploits
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two opportunities for enhancements unaddressed in the literature. This new hybrid

method combines CB scores with CF scores to take into account simultaneously the

long-term history (i.e., the Oblivion Problem) and implicit signals of preference (i.e.,

non-content attribute preferences) of each user. To the best of our knowledge, this

work is the first effort that effectively exploits these two issues.

Thereafter, we summarized the main works related to temporal dynamics in RSs,

which are the set of studies most related to the Oblivion Problem. We exploit temporal

dynamics through a new strategy that enhances diversity in RSs by using the subset

of items consumed by users in the remote past. In this sense, we evaluate distinct

strategies to identify and recommend properly forgotten items. These strategies are

based on ACT-R (Adaptive Control of Thought-Rational), a cognitive architecture

that models the human memory. Despite psychology studies already being used in

the recommendation context, this is the first work where such models are used for

evaluating forgetfulness in this context.

Finally, we presented the set of studies about user behavior modeling most re-

lated to the non-content preferences. The main hypothesis with respect to non-content

attributes is that RSs may under-capture them, since RSs do not model explicitly such

information. Thus, we model explicitly these correlations through CB models that are

combined with traditional CF methods, in order to exploit complementary information

available in the consumption data. Specifically, this work takes into account three

non-content attributes: consumption popularity, similarity among items and recency

of each item in the system. By taking these attributes as a non-content preference, we

assume that each user has individualized demands related to each of them.



Chapter 3

Forgotten Re-consumable Items

This chapter confirms our first working hypothesis: State-of-the-art RSs fail to bring

back items consumed long ago that are potentially relevant for users nowadays. In this

sense, first, we formally define the Oblivion Problem. Next, we discuss the motivations

to raise and address this new problem. Later, we present two perspectives for the

Oblivion Problem based on a straightforward distinction between the target user for

recommendation and the user, or set of users, who have forgotten the items. Then, we

discuss the scope of relevance for this problem and present a characterization methodol-

ogy to assess its relevance on real domains. Next, we apply the proposed methodology

to real domains and conduct traditional offline evaluations of RSs to acquire further

understanding about the information we used to model forgetfulness. Finally, we

summarize the main concepts, methods and conclusions discussed in this chapter.

3.1 Problem Definition

3.1.1 The Oblivion Problem

We start by defining forgotten items as any item that a particular user u, or subset of

users, have consumed long ago and it is unlikely to be remembered or recommended to

u at a recent moment t. Note that ‘be remembered’ and ‘be recommended’ are distinct

concepts. While the former refers to cases where u by himself/herself, or affected

by any factor external to the system, remembers an item, the latter comprises cases

where the system, based on the RS or interface design, explicitly displays an item to

u. These concepts raise two main issues: (1) how to measure the probability of an

item be remembered by u at t? ; (2) how to measure the probability of an item be

recommended to u at t?

19
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Figure 3.1: Representation of the item space along two dimensions: re-consumption
and forgetfulness. We are interested in recommending the items that fit in the shaded
area.

We also define re-consumable items as the subset of items that u have

consumed and would like to re-consume at a moment t. Thus, an item might be

forgotten but not necessarily re-consumable at a given moment. Furthermore, the

subset of re-consumable items may include items that were not necessarily forgotten.

The main issue in this case is how to measure the probability of a user re-consuming

an item at t? Figure 3.1 depicts the relation between forgotten and re-consumable

items. Note that we do not need to concern with remembered and not re-consumable

items, since users are not interested in them anymore. Further, it is not necessary to

propose RSs for remembered and re-consumable items because users can reach these

items by themselves. We are really concerned with items that are forgotten at a given

moment, which is the main difference between this work and typical music streaming

RSs [Song et al., 2012]. Observe that while it is desirable to rescue forgotten and

re-consumable items, we cannot recommend forgotten but not re-consumable ones.

We state this compromise as the Oblivion Problem:

Definition 1. The Oblivion Problem is the problem of recommending the subset of

forgotten items that are also re-consumable for a target user u at a given moment t.

Addressing the Oblivion Problem involves two main steps:

1. Set up a model to predict whether an item is likely to have been forgotten at a

given moment.

2. Set up a model to predict which forgotten items should be recommended because

they are most likely to be re-consumable at a given time.

Although we may use the same information to set up both models, these steps

cannot be merged into a single one since they represent non-aligned goals. For

instance, whereas forgotten items tend to be those less correlated to items currently

consumed by each user, re-consumable ones need to be more correlated to these items.

This work proposes and evaluates distinct modeling strategies.
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3.1.2 Motivation

The motivation for addressing the Oblivion Problem stems from the observation that,

in many domains, users are particularly interested in re-consuming items. Our main

hypothesis, however, is that there are scenarios where current RSs fail to bring back

enjoyed items consumed long ago.

We point out at least three distinct scenarios that support this assumption.

Aiming to depict the first one, suppose a user u has watched and enjoyed a movie m 10

years ago and eventually forgot it. Also, since re-consumption in this domain happens

occasionally, new items emerge and user taste evolves, m will not be showed again to

u, disregarding whether u would like to re-consume it or not. In this case, m remains

forgotten because RSs assume that recent data is more relevant and will not display m

anymore to u. The second scenario happens when users explicitly say to RSs that they

do not want to consume an item. For instance, in music domains, popular and enjoyed

songs are played many times in short periods of time. A user u may become ‘saturated’

soon and, by removing an item s from his/her playlist, says explicitly to RSs that s is

no longer interesting. However, one year later, u would like to re-consume s, but most

of the RSs believe that u still does not like s. The problem in this case is related to

rating expiration. The final scenario arises when RSs automatically learn that users do

not like an item. Suppose that u has been to Vegas two years ago and, since that time,

RSs have been issuing to u deals of Vegas but he/she has never answered. RSs figure

out that u is not interested in coming back to Vegas and stop recommending it. How-

ever, one year later, u is again willing to visit Vegas, but RSs still believe that Vegas

is not a good recommendation. We say it is a scenario of wrong model consolidation.

Finally, we highlight that forgotten re-consumable items are promising for our

goal of enhancing discovery in RSs due to three main reasons. First, the past relevance

of forgotten items comprises useful evidence about the user taste. Second, some

forgotten items may still be related to the current taste of each user. Third, the

probability of a user to reach forgotten items within the system is small.

3.1.3 Perspectives of Oblivion

Based on the definition of forgotten items, presented in Section 3.1.1, we raise an

important question: Who forgot the items? We have at least two different answers for

this question, defining two distinct perspectives for the Oblivion Problem.

From an individual perspective, we provide to each target user u the items

forgotten by himself/herself. Thus, we should evaluate the relevance of the Oblivion

Problem individually, taking into account only the consumption history of each user
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u. Hence, an item i might become relevant at different moments for distinct users, or

even not be relevant for others. Rescuing forgotten items, in this case, improves the

ability of personalizing recommendation services.

A second perspective is the collective one, in which items become forgotten by a

subset of users and we aim to recommend these items to a target user u who have never

consumed them. In this case, we define the relevance of the Oblivion Problem taking

into account the aggregated consumption history of subsets of users. For instance, by

considering the aggregated consumption of the X-nearest neighbors of a target user

u, we can recommend novel items to u that were forgotten by his/her neighbors.

Furthermore, the collective perspective allows defining items globally forgotten

by a domain, taking into account all users. Globally forgotten items may be useful to

rescue “classic” items, previously desirable, but no longer consumed. Such items might

interest new users in the domain.

3.2 Scope of Relevance

A fundamental concern with the Oblivion Problem refers to its applicability. We are

not assuming that this problem is relevant for all domains. For instance, in book

recommendations, hardly a user is interested in a book he/she has read and enjoyed in

the past. Given a subset S of users from a domain (S ⊆ U), we measure the relevance

of the Oblivion Problem for S at a given moment t through three properties:

• Property 1: The average probability that S at t forgets items consumed long ago;

• Property 2: The average probability of items issued by an RS to S at t comprise

only items non-forgotten by S;

• Property 3: The average probability of items consumed long ago to be re-

consumable to S at t.

We state that the Oblivion Problem is as relevant as the smallest property value.

For example, the Oblivion Problem has low relevance for systems that exhibit all

consumed items to each user, helping them to not forget items (i.e., present low value

for Property 1).

Based on these properties, we propose a characterization methodology that

quantifies the relevance of the Oblivion Problem in real domains. Our methodology is

based on straightforward answers to five main issues:

1. What kind of average?
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We select the median since it is more robust to outliers, besides being more

informative in the absence of further knowledge about a distribution.

2. What do we mean by ‘consumed long ago’?

For simplicity, we say that an item ‘consumed last time long ago’ is a bygone

one. We assume that an item becomes bygone when a population is not willing

to consume it anymore. In this work, we approximate the minimum time interval

Tbygone necessary to any item become bygone as the median time to popular

items become non-popular in a domain. The premises are that (1) popular

items require a time interval longer than non-popular ones to become bygone;

(2) popular items become bygone when they are no longer popular. Formally,

Tbygone is given as follows:

Tbygone = Tpop + 1 + Tnpop

where, Tpop refers to the median time interval between the first occurrence of

popular items in a domain and the moment they become popular; Tnpop is the

median time interval to popular items become back non-popular. An item i is

popular at a given moment l if i is for the first time in the head of a distribution

of items ordered decreasingly by the number of distinct users who have consumed

them at l (i.e., a consumption distribution). In turn, a popular item i becomes

non-popular at the first moment c > l in which i is in the tail of the consumption

distribution defined at c.

3. How to measure the probability that S forgets bygone items at t?

We approximate this probability using a well-known psychological model of

the human memory, named ACT-R (Adaptive Control of Thought-Rational)

[Anderson and Schooler, 1991; Pavlik and Anderson, 2005]. ACT-R models

memory as a network in which specific nodes are activated (i.e., are remembered)

at a given moment and the activation spreads to linked nodes. Further details

about this model are presented in Section 3.3.1. Thus, for each item deemed as

bygone at t, we define its probability of being remembered by S as the Probability

Retrieval equation1 proposed by ACT-R. Then, we sorted all probabilities and

retrieve the complement of the median value.

1The Probability Retrieval Equation (Prob) is defined as Prob = 1/(1+e(−Ai−τ)/s) [Mellon et al.,
2007], where Ai is called Activation Score of information i; τ is a threshold that distinguishes activated
information from the rest; s is the noise level of the model and embeds uncertainty in it.
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4. How to measure the probability of an RS issue to S at t only items non-forgotten

by S?

Distinct methods recommend different subset of items, which may or may not

include bygone items. Thus, measurements on this issue require us to provide

a recommendation list for S at t, based on a specific method, and evaluate the

probability of S remember of each recommended item. Again, we use the Proba-

bility Retrieval equation of each item. Then, we consider each item with retrieval

probability higher than a threshold τ as non-forgotten by U. Items not consumed

by S are also deemed as non-forgotten ones. We approximate the desired

probability by the percentage of recommended items deemed as non-forgotten.

5. How to measure the probability of bygone items to be re-consumable to S at t?

We approximate this probability by the observed percentage of re-consumption

over time. For each item i deemed as bygone at each time unit l <= t, first, we

determine the temporal distance ∆ between the last moment i was consumed

by S before l. Then, we calculate the percentage RecRatei,∆ of users in the

domain who have re-consumed i within a period of time with size at least equal

to ∆. Next, we determine the mean MeanRecRate∆ of the RecRatei,∆ values

found for all bygone items i with temporal distance ∆. We also calculate the

percentage PercentageRecItems∆ of distinct items that have been re-consumed

within a temporal distance ∆ by at least one user. Thus, the probability

of re-consumption associated to each item i at each moment l is defined as

the product PercentageRecItems∆ × MeanRecRate∆. Finally, we sort these

probabilities and retrieve the median value.

This methodology does not take into account how the system display the items to

each user, since it is difficult to quantify automatically this kind of information. Thus,

a more complete analysis of relevance would, in some cases, require an inspection of

the system’s interfaces and whether or not the whole history of each user is exhibited

to himself/herself. We evaluate the usefulness of this methodology by contrasting its

results on real domains wherein the Oblivion Problem could be promptly recognized

as relevant or not by common sense.

Besides a quantitative analysis on the scope of relevance of the Oblivion Problem,

a qualitative analysis would reveal important aspects that describe this problem,

helping to point out how it emerges over time. Appendix A presents a preliminary

study wherein we discuss some existential conditions related to the Oblivion Problem.
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3.3 Addressing the Oblivion Problem

As discussed in Section 3.1.1, addressing the Oblivion Problem involves two distinct

steps. In the following subsections, we discuss the main issues related to each step

and present intuitive strategies to perform them.

3.3.1 Identifying Forgotten Items

The key concept for identifying forgotten items is the memory retrievability

(mem-ret) of items at each moment. In recommendation domains, we define

mem-ret(u, i, t) as the chances2 of a user u to retrieve (i.e., remember by him-

self/herself) at a given moment t a specific item i from the set of all items consumed

by him/her. The smaller the mem-ret, the higher the chances of i be forgotten by

u at t. We propose four distinct strategies to quantify mem-ret based on intuitive

information used by a well-know cognitive architecture for memory modeling.

3.3.1.1 Less Recently Accessed (LRA)

A simple assumption is to consider that items consumed long ago have smaller

mem-ret than recently consumed ones. Although it does not hold for all items, we

expect that most of the recently consumed items may be remembered by a user. Thus,

we define mem-ret(u, i, t) as shown by Equation 3.1, where Tu,i denotes the set of all

distinct moments l < t in which u consumed i. In this equation, a small difference

between the test moment t and each moment l defines a high mem-ret score, due

to the negative exponential. We sum the logarithms of the differences instead of the

difference values themselves in order to smooth large values.

mem-ret(u, i, t) =
∑

l∈Tu,i

[log(t− l)]−1 (3.1)

3.3.1.2 Less Frequently Accessed (LFA)

Another intuitive assumption is that less frequently consumed items or with small

utility f(u, i) are less relevant for a user and consequently, over time, exhibit small

mem-ret. In this case, we define mem-ret(u, i, t) as the sum of the utility f(u, i, l)

assigned to i at each time l < t it was consumed by u, as shown by Equation 3.2. Such

as discussed in Chapter 2, f(u, i, l) indicates to what extent u liked i at l. In practice,

2We use the general term ‘chances’ instead of ‘probability’ because our strategies to quantify
mem-ret do not define true probabilities (i.e., do not sum up to 1).
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this utility refers to the frequency u consumed i or the rating explicitly assigned by u

to i in scenarios where there is no re-consumption. Again, Tu,i is the set of all distinct

moments l < t in which u consumed i. Since we assume that f(u, i, l) is a positive

value higher than or equal to 1, in order to avoid zeros in the log(f(u, i, l)), we add

one to the utility value before applying the logarithm.

mem-ret(u, i, t) =
∑

l∈Tu,i

log (f(u, i, l) + 1) (3.2)

3.3.1.3 Less Correlated to Current Context (LCCC)

Considering the set of items consumed by u during his/her c most recent training

moments as his/her current context Cu,c, we expect that items less similar to this

context present small mem-ret. This assumption stems from the observation that

the human memory is associative by nature, which means we find items mostly based

on associations with items currently available [Mellon et al., 2007]. In this sense,

Equation 3.3 defines mem-ret(u, i, t) as a weighted sum of the associations between

i and each distinct item j belonging to the current context Cu,c. We measure each

association through the conditional probability of i given j in the whole training set,

divided by the occurrence probability of j. This is the classical Data Mining definition

of confidence that measures the co-occurrence probability of two items [Hipp et al.,

2000]. In Equation 3.3, we define the utility of each item j ∈ Cu,c as the sum of all

its utility values f(u, j, l) assigned by u at each moment c ≤ l < t. Also, we normalize

the utility of j by the maximum utility value max u(Cu,c) found among items of Cu.

mem-ret(u, i, t) =
∑

j∈Cu,c

∑t

l=c f(u, j, l)

max u(Cu,c)
× log

(

prob(i | j)
prob(j)

)

(3.3)

3.3.1.4 A Cognitive Architecture for Memory Modeling (ACT-R)

The three foregoing strategies are simultaneously considered in a well-known

psychological model of the human memory, named ACT-R (Adaptive Control of

Thought-Rational) [Anderson and Schooler, 1991; Pavlik and Anderson, 2005]. ACT-

R considers that information is stored in our long-term memory in a web-type pattern

with concepts linked to each other by association. For instance, while watching the

movie ‘Inception’, users would remember of ‘Titanic’ since the protagonist in both is

Leonardo DiCaprio. Further, ACT-R assumes that the retrieval of a specific informa-

tion involves an ‘activation process’. Specific nodes of the network are activated (i.e.,
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are remembered) and the activation spreads to the linked nodes. ACT-R states that

three main factors affect this activation process.

The first factor is the temporal interval between the current moment and the

last time a piece of information was accessed, defined as Retention Function. The

larger this temporal interval, the harder it is to activate a piece of information again.

The second factor is the frequency of consumption of a piece of information in the

past. The higher this frequency, the higher the chances of a piece of information be

activated. In psychological studies, such factor is commonly referenced as Practice

Function [Anderson et al., 1999]. Note that the Retention and Practice Functions

are related to the LRA and LFA strategies, respectively. The third factor refers to

the current context, that is, the set of information currently ‘consumed’ by a person.

Given the associative nature of human memory, context is sometimes more important

than the past history [Mellon et al., 2007]. Thus, the higher the association between a

piece of information and the current context, the higher its chances of being activated.

Based on these assumptions, distinct activation process models were proposed,

refined and validated for the human learning process [Mellon et al., 2007]. Through

these models, it is possible to define the chances of each known information be acti-

vated or not. Our fourth strategy uses one of these models to define mem-ret(u, i, t),

such as given by Equation 3.4.

mem-ret(u, i, t) = log





∑

l∈Tu,i

[t− l]−d



+
∑

j∈Cu,c

∑t

l=c f(u, j, l)

max u(Cu,c)
× log

(

prob(i | j)
prob(j)

)

(3.4)

Equation 3.4 modifies the original formula defined in the human learning context

[Anderson et al., 1999] by normalizing the utility of each item belonging to the context

Cu,c. The Retention and Practice functions are simultaneously addressed in the first

part of this equation. The context information is assessed in the second part. Again,

Tu,i refers to all distinct moments that u consumed i; Cu,c denotes the set of distinct

items consumed by u during his/her c most recent training moments; f(u, j, l) is

the utility value assigned by u to j at the moment l; max u(Cu,c) is the maximum

utility value found among items of Cu,c; d is the parameter for memory decay over

time. Through empirical evaluations, the value 0.5 has emerged as d’s default value in

several applications [Mellon et al., 2007].
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3.3.2 Recommending Forgotten Re-consumable Items

Once the forgotten items have been identified, we need to distinguish re-consumable

ones from the rest. Given user taste shifts, as well as the changes in the system as

a whole, not all forgotten items remain re-consumable, and consequently useful for

recommendation. The key concept to identify re-consumable items is the relevance

score of the items at each moment. The higher the score related to an item, the

higher its probability of being a re-consumable item. We propose four strategies to

define the relevance score of each forgotten item. The goal is to recommend for each

user only the Top N items, deemed as the re-consumable ones.

3.3.2.1 Context Aware Recommendation

A simple strategy is to consider that the higher the association of a forgotten item i

with the current context Cu,c of a user u, the more relevant i is for u. As done by

LCCC in Section 3.3.1, the final relevance score assigned to i for u at the moment t is

given as the weighted sum of the association of i with each distinct item j belonging

to Cu,c, as shown by Equation 3.5. Note that we define this score exactly like the

mem-ret in Equation 3.3. However, while we are interested in the highest score values,

we aim at the lowest mem-ret values. Thus, we sort the items in descending order by

this score and recommend the Top N items.

score(u, i, t) =
∑

j∈Cu,c

∑t

l=c f(u, j, l)

max u(Cu,c)
× log

(

prob(i | j)
prob(j)

)

(3.5)

3.3.2.2 Temporal Distance Recommendation

Our second strategy is based on recommending items that have been forgotten for long

intervals. We assume that users are more willing to re-consume items that they have

consumed long ago. The longer the period an item has been forgotten, the higher its

final relevance score. We define the score of each item i as the interval between the test

moment t and the most recent moment that u consumed i in the training set. Then,

we sort the items in descending order by this score and recommend the Top N items.

3.3.2.3 Traditional RS

Another straightforward strategy is to determine the score of each forgotten item using

traditional RSs. In this sense, we use the set of identified forgotten items as input for

the UserKNN method. UserKNN will define the K-nearest neighbors of the target

user u and derive for each forgotten item i a score based on the mean score assigned to
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it by the neighbors of u in the training set. Then, the items are sorted in descending

order by such score and the Top N items are issued. We implemented our version

of UserKNN using the Cosine measure as similarity function, such as presented in

[Adomavicius and Tuzhilin, 2005]. This version also incorporates the sample bias

regularization approach, with the original parameters, proposed in MyMediaLite

[Gantner et al., 2011].

3.3.2.4 ACT-R Based Recommendation

Finally, we define the relevance score taking into account simultaneously the three

main factors modeled by ACT-R, such as shown by Equation 3.6. As originally stated,

we consider that the higher the practice in the past (second part of the equation) and

the higher the association with the current context (third part of the equation), the

more relevant an item is for u. However, we assume that users are more willing to

re-consume items that they have consumed long ago. Thus, we take into account the

retention function in a different way (first part of the equation). Instead of defining

the retention function using the test moment t as basis, we consider the first moment f

that u consumed any item in the training set. Thus, items consumed in the long-term

history have a higher relevance than items consumed recently. Again, we sort the

items in descending order by this score and recommend the Top N items.

score(u, i, t) = log
(

∑

l∈Tu,i
[l − f ]−d

)

+ log
(

∑

l∈Tu,i

f(u,i,l)
t−l

)

+
∑

j∈Cu,c

∑t
l=c f(u,j,l)

max u(Cu,c)
× log

(

prob(i|j)
prob(j)

) (3.6)

3.4 Case Studies

Through offline analysis, we cannot verify the effectiveness of our strategies in identify-

ing forgotten re-consumable items. A proper evaluation would require asking explicitly

to users whether or not they remember and would like to consume each recommended

item. Nevertheless, offline analyses are still relevant to acquire further understanding

about the information we used to model forgetfulness (step 1) and re-consumption

(step 2). In this section, we discuss the necessary chances on traditional experimental

design and metrics adopted in the literature to achieve such understanding, as well as

our main findings.
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3.4.1 Datasets

Aiming to conduct assessments on the scope of relevance and offline analysis on Top-N

recommendations of forgotten re-consumable items, we used four distinct real data

collections. As the first collection, we employed data collected from the LastFm sys-

tem3, which is a UK-based Internet radio and music community website. This sample

was collected through an API provided by Last.fm4. Our second dataset, ML-10M,

comprises rating data samples from MovieLens5, gathered and made available for

research purposes by GroupLens Research. As the third collection, ML-Tags, we chose

a sample of tag assignment data from the MovieLens dataset. In this dataset, each

user assigned a set of tags to each watched movie. Finally, we used the well-known

Netflix dataset from movie domain as our fourth dataset [Bennett and Lanning, 2007].

Netflix 6 is an online rental movie service that made available, for research purposes

on recommendation, a dataset with information about its movies and users. Table 3.1

summarizes the main features of the evaluated datasets.

Table 3.1: Dataset information.

LastFm ML-10M ML-Tags Netflix

# Users 35,000 72,000 4,000 480,189

# Items 4 million 10,000 15,260 17,770

# Actions 85 million 10 million 95,580 100 million

# Time 281 weeks 671 weeks 157 weeks 310 weeks

Type play count rating binary rating

Domain songs movies tags movies

3.4.2 Analysis of Scope

We quantified the relevance of the Oblivion Problem in our datasets by applying the

characterization methodology presented in Section 3.2. The idea is to contrast the

results found by this methodology against the common sense and further knowledge

about each domain, acquired by previous works [Song et al., 2012; Resnick and Varian,

1997]. We expect the Oblivion Problem to be relevant for music domains, since users

tend to listen to their favorite songs many times. Also, given the huge number of

available songs, we do not expect users would remember songs they used to enjoy long

3http://www.last.fm/
4http://www.last.fm/api
5http://movielens.umn.edu
6http://www.netflix.com
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ago. The Oblivion Problem might be relevant for tag domains as well, since this kind

of domain exhibits strong skewness towards recency and popularity, prioritizing to

display in the system popular and recently used tags [Golder and Huberman, 2006].

Further, as tag re-consumption is the primary goal of this domain, some forgotten

relevant tags might become relevant again over time. Finally, we expect movie domains

to be less adherent to the Oblivion Problem. Users are more willing to watch new

movies than rewatch known ones.

Tables 3.2 and 3.3 present our methodology’s results for each dataset, consider-

ing individual and collective perspectives discussed in Section 3.1.3, respectively. We

derived the values related to ‘Property 2’ in these tables using the UserKNN method,

as described in Section 3.3.2.3. We set K = 80 for this algorithm in our experiments,

which is the default value used by MyMediaLite. Analyses on the individual perspective

require defining only the parameters related to ACT-R. For all datasets, we used the de-

fault parameter values of ACT-R established in the literature [Lebiere, 1999]. That is,

we set the decay factor d = 0.5 and the noise level s = 0.25. [Lebiere, 1999] argued that,

while varying parameter values within a reasonable range will result in different quan-

titative predictions, ACT-R’s qualitative predictions are left unaltered. Thus, in order

to set the parameter τ , we varied by 0.5 its value from −5.0 to −2.0 (the default search

range). We set τ as the value that activates7 the highest number of items consumed

by each user in his/her current context, which we defined as the last week of each user

history. Additionally, analyses on the collection perspective require consolidating an

aggregated consumption history for each target user u by merging the history of his/her

X-nearest neighbors as a multiset. Aiming to avoid huge aggregated histories, we set X

equals to 10 and selected the 10-nearest neighbors using again the UserKNN method.

Table 3.2: Analysis of relevance for the individual perspective of the Oblivion Problem.

LastFm ML-10M ML-Tags Netflix

Property 1 0.1856 0.8181 0.0329 0.6236

Property 2 1 1 1 1

Property 3 0.1186 0 0.0220 0

Results related to the individual perspective show that the Oblivion Problem

is more relevant for LastFm, followed by ML-Tags and by the collections related to

movies. The probability of re-consumption is zero for movies in our datasets. Also, we

observed low probability of forgetfulness and re-consumption in the ML-Tags dataset.

7According to ACT-R, an item is activated whether its activation score is higher than τ
[Mellon et al., 2007].
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Table 3.3: Analysis of relevance for the collective perspective of the Oblivion Problem.

LastFm ML-10M ML-Tags Netflix

Property 1 0.0817 0.1544 0.5252 0.1198

Property 2 1 1 1 1

Property 3 0.4932 0.2921 0.0225 0.3569

We explain these values by the particular characteristics of the evaluated tagging sam-

ple. Table 3.1 points out this sample as the collection with the least amount of actions,

provided by few users about many distinct tags. Hence, each user has a short pro-

file with no reuse of tags, which results in low re-consumption probability. Since it is

easy to remember each individual tag of a small set, we also found low probabilities of

forgetfulness. A large sample of tag usage would reveal that users actually employ a

larger number of tags, improving the probability of forgetfulness, and re-use more often

a subset of tags that better represent their point of view, improving the re-consumption

probability [Lipczak, 2008].

The collection perspective, on the other hand, shows that the Oblivion Prob-

lem becomes relevant even for movie domains. We observed an increment on the

probability of re-consumption in all collections. Again, small increments observed in

ML-Tags are related to the short and diversified profile of each user. Since MovieLens

is characterized by short profiles and tags assigned by users are mostly user-specific

(i.e., tags represent user points of view), profiles rarely overlap. Finally, we observed

that in both perspectives a traditional UserKNN recommendation method does

not rescue forgotten re-consumable items. It mostly issues to users unknown items.

This result demonstrates our first working hypothesis for UserKNN methods. The

proposed methodology allows us to extend such analysis to any traditional RS by

simply adopting it to generate values for Property 2.

3.4.3 Experimental Design

We evaluated the recommendation of forgotten re-consumable items on the task

of Top-N recommendations, considering the individual perspective of the Oblivion

Problem. Thus, we intended to recommend for each user items that himself/herself

has forgotten. As the individual perspective of the Oblivion Problem is relevant only

for LastFm and ML-Tags, we restricted our analysis to these datasets. We analyzed

how well the used information models forgetfulness through error measures that assess

the capability of each proposed method to distinguish potentially forgotten items
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from items deemed as non-forgotten. Next, we derived preliminary evidences about

how ‘re-consumable’ are the recommended items by using the subset of items actually

re-consumed in our datasets. In both cases, we proposed specific measurements more

appropriate for evaluating forgotten re-consumable items, as described in the following

sections. Finally, we investigated the diversity and novelty of recommended items. In

this case, it is possible to properly evaluate diversity and novelty by offline analysis.

We measured these two quality dimensions through a formal framework of analysis

presented in [Vargas and Castells, 2011].

Our analyses employed the traditional training/test partition. We used 30% of the

most recent weeks of each user’s history as test set and the remaining weeks as training

set. We adopted a training/test partition instead of an n-fold cross validation since the

latter would require a complex and careful design in temporally ordered data, in order

to maintain the temporal properties of each dataset. Regarding parameter settings,

most of the evaluated strategies do not require any parameter. Only strategies that

exploit the information of context require us to define context as a parameter. For sim-

plicity, we defined the context of each user as one single time unit, specifically, the most

recent time unit of his/her training set (e.g., day, week, month – defined accordingly to

each domain). Also, we set 80 as the maximum number of neighbors in the UserKNN

method used to identify forgotten items that are re-consumable, which is presented

in Section 3.3.2.3. This is the default value adopted by MyMediaLite to KNN-based

RSs, since this value enabled proper results in many scenarios [Gantner et al., 2011].

3.4.4 Exploiting Forgotten Re-consumable Items

3.4.4.1 Identifying Forgotten Items

Although we cannot measure the accuracy of our strategies, it is possible to evaluate

how often our strategies misidentify items as forgotten. We can define error measures

to assess how well the used information distinguishes potentially forgotten items from

a subset of non-forgotten ones. If an item i, consumed by a user u in the training

set, was re-consumed in the test set, i was not forgotten by u during the time period

spanning the test set. Hence, by assigning a mem-ret value for each item consumed by

a specific user in the training set, and then ranking increasingly such items, according

to mem-ret, the re-consumed items should appear at the end of this ordered list.

Based on this observation, we designed the following experiment. First, for each

user u, we ranked his/her training items arranging all items not re-consumed in the

test set ahead of the re-consumed ones. Then, these re-consumed items were sorted in

ascending order by the utility value assigned to them by u. Moreover, we assigned to
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each training item a mem-ret value using each strategy presented in Section 3.3.1 and

generated another list sorted in ascending order according to mem-ret. Later, for each

item re-consumed by u in the test set, we calculated the difference between its rank

position in both lists. Aiming to make these differences comparable for distinct users,

who have lists of distinct sizes, we normalized each value of rank difference by the list

size. We repeated this process for all users and counted the frequency of occurrence of

each rank difference. Finally, we derived the probability of occurrence of each difference

and plot a probability distribution, such as shown by Figure 3.2. In these plots, a neg-

ative difference means that our strategies are assigning a mem-ret value smaller than

the expected, arranging re-consumed items ahead of not re-consumed ones in the rank.

We observed that LFA presented the best performance, exhibiting higher probabilities

of rank differences close to zero in both datasets. All other strategies underestimated

the mem-ret of re-consumed items. Thus, frequency or rating information, exploited

by LFA, seems to be more effective to recognize re-consumed items as non-forgotten.
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Figure 3.2: Probability distribution of normalized rank difference values between train-
ing items ranked by utility and training items ranked by mem-ret. A negative differ-
ence means that our strategies are assigning a mem-ret value smaller than expected for
re-consumed items. Among all strategies, LFA presented higher probabilities of rank
differences close to zero, which means that frequency or rating information is more
effective to recognize re-consumed items as non-forgotten.

Further, we investigated whether there are strong correlations between the utility

values assigned by users to each item re-consumed in the test set and the mem-ret

value found for these items. We calculated the Pearson Correlation coefficient between

the rank positions of each item in both lists generated for all users, shown by Table

3.4. First, almost all strategies presented significant correlation values (i.e., higher

than 0.5) in both datasets. This fact reveals that the three types of information

(recency, utility and association with a context) are useful to distinguish forgotten
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items from re-consumed ones. Second, the information of past utility, used by LFA,

presented the highest correlations, confirming that such information better predicts

the current mem-ret of items. Since ACT-R did not exhibit gains against each of these

types of information individually, other strategies for combining recency, utility and

context association should be investigated. ACT-R is effective for describing learning

processes, however, it must be adapted to model ‘consumption processes’ existing in

recommendation domains.

In summary, we found that re-consumption is significantly correlated to three

factors: information of past utility, recency of consumption, and association with cur-

rent consumption. Further, past utility is more promising to differentiate re-consumed

items from potentially forgotten ones. This result suggests that the most relevant

items are less likely to become forgotten over time. Finally, other strategies to combine

these three types of information should be investigated, since, individually, each type

is correlated to the current utility of re-consumed items.

Table 3.4: Pearson Correlation coefficient between rank position of re-consumed items
in the utility-based rank and the mem-ret-based one. The best values for each dataset
are shaded.

LastFm ML-Tags

LRA 0.4891 0.4815

LFA 0.6596 0.7510

LCCC 0.5234 0.5452

ACT-R 0.5387 0.5587

3.4.4.2 Recommending Forgotten Re-consumable Items

This section has two distinct goals. First, we aim to raise preliminary evidences about

how ‘re-consumable’ are the recommended items. Again, using the subset of items

actually re-consumed in our datasets, we can derive meaningful analysis on the data

used to model re-consumption. Second, we aim to evaluate the diversity and novelty

of recommended items. Differently from re-consumption, we can evaluate diversity

and novelty through offline analysis.

Analysis of re-consumption - We propose two distinct analyses based on items

re-consumed in the test set. The first one refers to the recall of these items. Note that

among the training items of each user, there are (1) forgotten items; (2) non-forgotten

ones that users re-consumed in the test set; and (3) non-forgotten items that users

did not re-consume, due to any reason. Given the whole training set as input, a

recommender should assign high scores to the re-consumed items. This analysis shows
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the capability of our proposals to identify items effectively re-consumed, but not to

identify forgotten items potentially re-consumable. Hence, as the second analysis, we

measure how ‘re-consumable’ the recommended items are, considering all users. We

examine re-consumption by tallying the percentage of users who consumed an item

once and then re-consumed it after x time units. We assumed that the higher this

percentage, which we name re-consumption rate (rerate), the higher the probability of

this item to be a forgotten re-consumable item after x time units. Thus, a recommender

of forgotten items should present simultaneously high recall and rerate levels.

We evaluated the recall of re-consumed items through the following experiment.

First, we used the whole training set of each user as input for each proposed recom-

mendation strategy. Then, we retrieved as output recommendations of each strategy

for each user u the Top-N items with the highest final scores. We set N as a variable

value equals to 10% of the training set of u. We adopted a variable list size rather

than a fixed one for all users (e.g., Top-100) since users present training and test

sets with distinct sizes. Finally, for each user, we calculated the percentage of items

re-consumed in the test set rescued by each strategy. In turn, we defined the rerate

values as follows. After issuing recommendations using only the training set as input

for each strategy, we merged the test and training data composing a single dataset D

used only for this measurement. Then, we defined for each item i ∈ D the percentage

of users who have consumed and re-consumed it within x time units. Next, for each

item r recommended to each target user u, we calculated the time interval t between

the test moment of u and the last time unit in his/her training set that u consumed

r. We assigned to r the rerate value previously calculated for the time interval t.

Table 3.5: Analysis of mean recall of re-consumed items and re-consumable rate (rerate)
of recommended items. The best values for each metric are shaded. These results point
out TempDistance as the most promising strategy for recommending forgotten items,
since it presented the highest recall levels aligned with high rerate levels.

LastFm ML-Tags
recall rerate recall rerate

CxtAware 0.1180 0.0827 0.0517 0.0164

TempDistance 0.1967 0.1015 0.1791 0.0499

UserKNN 0.0575 0.1171 0.0836 0.0473

ACT-R 0.1197 0.0826 0.0703 0.0273

Table 3.5 presents the mean recall and rerate values found for all users. The

Temporal Distance strategy presented the best results with respect to both recall and

rerate in both datasets. Besides recovering significant percentages of re-consumed

items, this strategy identified items ‘more re-consumable’ by the whole set of users
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in each collection. Further, ACT-R could not improve the individual information of

recency, pointing out the approach used to weight and combine recency, utility and

context diverges between learning and consumption scenarios. We also evaluated how

recall and rerate vary according to the time interval since the last consumption of each

item in the training set of each user, such as shown by Figures 3.3 and 3.4. As each

dataset presents distinct number of time units, we normalized time intervals by the

total number of time units of each collection, making the plots comparable. Taking into

account recall, all recommendation strategies presented high values for items consumed

long ago. This represents an important finding, since we focus on recommending

relevant items that users have not consumed for a long time. On the other hand, rerate

results showed that recommended items consumed recently are ‘more re-consumable’

by a whole set of users. Peaks on these plots, such as those observed on LastFm, are

related to the underlying distribution of actions per time unit of each dataset.
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Figure 3.3: Analysis of mean recall for re-consumed items per time interval between
the test moment and their last consumption in the training data. All recommendation
strategies present significantly higher recall values for items consumed long ago (i.e.,
with larger time intervals).

This analysis demonstrates that recency of consumption allows us to recover a sig-

nificant percentage of re-consumed items, while it provides forgotten items potentially

‘re-consumable’ by the whole user set of each domain. Further, all evaluated recom-

mendation strategies are more effective in recommending items consumed long ago.

Diversity and Novelty - Although offline analysis does not assess the effectiveness

of recommending forgotten re-consumable items, we still can evaluate other issues

such as the diversity and novelty achieved by the proposed strategies. In this sense,

we employed a formal framework of analysis presented in [Vargas and Castells, 2011].
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Figure 3.4: Analysis of mean rerate for recommended items per time interval between
the test moment and their last consumption in the training data. Items consumed
more recently (i.e., with smaller time intervals) tend to be more ‘re-consumable’ in
both datasets.

Specifically, we used EPC and EILD to measure novelty and diversity, respectively,

considering in both cases the discount function (disc(K)) equals to 0.85k−1 for

relevance aware analysis and Pearson correlation as similarity distance measure

[Vargas and Castells, 2011]. While EPC measures the complement of the expected

popularity for the relevant recommended items, EILD generalizes the average intra-list

distance with the introduction of rank-sensitivity and relevance. We applied these met-

rics to the output recommendations of each proposed strategy, whose size corresponds

to 10% of the training set of each target user. Further, we proposed as a gold standard

the diversity and novelty levels found in the test set of each user, since these levels

were defined by the actual user behavior. Aiming to ensure that the gold standard has

the same number of items that was recommended to each user, we randomly selected

a subset of each user’s test set of size equals to 10% of his/her training set.

Table 3.6 presents the results for each metric. Considering diversity, strategies

that use information about context association (i.e., CxtAware and ACT-R) presented

higher values of diversity than the others. This result shows that, although both

strategies focus on recovering items more similar to the current context of each user,

the rescued items are more distinct from each other. Regarding novelty, TempDistance

and UserKNN exhibited the best results in both collections, pointing out that these

techniques rescue some unpopular items. As expected, novelty values related to the

recommendations were smaller than those related to the gold standard, since we are

recommending items already known by each user. However, we found meaningful

values showing that forgotten items may be considered somehow novel in the present.
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Table 3.6: Results on novelty and diversity metrics for different recommendation strate-
gies. We take relevance and rank discount considering the discount with base 0.85, as
done in [Vargas and Castells, 2011]. The best values for each metric are shaded.

No relevance Relevance

LastFm ML-Tags LastFm ML-Tags
Metric EPC EILD EPC EILD EPC EILD EPC EILD

CxtAware 0.9997 0.4174 0.9980 0.1969 0.0005 0.0071 0.0023 0.0002

TempDistance 0.9997 0.3842 0.9980 0.1743 0.0010 0.0063 0.0024 0.0002

UserKNN 0.9997 0.3971 0.9971 0.2000 0.0009 0.0060 0.0024 0.0002

ACT-R 0.9997 0.4175 0.9980 0.1940 0.0005 0.0071 0.0023 0.0002

Test set 0.9999 0.4202 0.9986 0.2640 0.0025 0.0151 0.0036 0.0005

3.5 Summary

We started this chapter by formalizing the main concepts related to the Oblivion Prob-

lem. Besides delimiting the differences between forgotten and re-consumable items,

we formalized the Oblivion Problem as the problem of recommending the subset of

forgotten items that are also re-consumable for a target user u at a given moment t.

Next, we depicted some scenarios where users are particularly interested in

re-consuming items but current RSs may fail to bring back enjoyed items consumed

long ago. These scenarios represent the motivation to raise and address the Oblivion

Problem.

Later, based on the distinction between the target user and the set of users

who forgot the items, we discussed the individual and collective perspectives of the

Oblivion Problem. While addressing the individual perspective improves the ability

of personalizing recommendation services, the collective one allows presenting to users

items enjoyed in a remote past as novel recommendations.

Concerning with the applicability of the Oblivion Problem, we also discussed

its scope of relevance on real domains. Based on properties inherent to the problem

definition, we proposed a characterization methodology that quantifies the relevance

of the Oblivion Problem in distinct domains.

Thereafter, we described intuitive strategies to address the two main steps

related to the Oblivion Problem. The first step refers to predict whether an item is

likely to have been forgotten at a given moment. In the second step, we need to predict

which forgotten items should be recommended because they are most likely to be re-

consumable at a given time. The proposed models for both steps are based on intuitive

information used by a well-known cognitive architecture for memory modeling.

Finally, we evaluated the proposed methodology and models through offline
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analysis considering four datasets. First, the methodology demonstrated our first

working hypothesis. Also, we acquired further understanding about the information

we used to model forgetfulness (step 1) and re-consumption (step 2). While past

relevance is a more promising information for identifying forgotten items, recency of

consumption allows us to recover high percentages of re-consumed and re-consumable

items. Additionally, we found that besides enhancing diversity, the recommendation

of forgotten re-consumable items may bring items deemed as novel in the present,

since they are not consumed for a long time.



Chapter 4

Non-Content Preference Mismatching

This chapter evaluates our second working hypothesis: State-of-the-art RSs fail to

capture the whole extent on which implicit signals of preferences observed on past con-

sumption relate to preferences observed on current consumption. We start by defining

formally non-content preference attributes and the Preference Mismatching metric.

This metric quantifies how the recommendations provided by a given CF match the

user previous consumption with respect to the values along non-content attributes.

Also, we discuss the motivation to raise and address this working hypothesis. Next, we

present a characterization methodology to evaluate the preference mismatching metric

for any CF method in real domains. Later, we propose a method to build CB models by

using non-content attribute information and combine these new models with existing

CF methods to produce better recommendations. Then, we validate our working

hypothesis and evaluate the proposed method in real domains. The chapter ends with

a summary of the main conclusions and contributions related to non-content attributes.

4.1 Problem Definition

4.1.1 Non-Content Preference Attributes

A formal description of the Preference Mismatching requires, first, to define non-

content preference attributes. A non-content preference attribute is derived from

previous consumption data and quantifies a criterion by which an item might have

been chosen previously. For instance, how long an item has been consumed in a

domain or the item’s popularity are non-content preference attributes available in

almost all domains. Specifically, such attributes fulfill three requirements:

41
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1. The consumption data are enough for allowing the computation of the attribute

values;

2. There is a function that maps the represented criterion to a numeric spectrum

of values, so that it is possible to assign a value to each item in the population;

3. The per user consumption must be related to a short range of values along the

spectrum. In practice, we focus on attributes that may be exploited for sake of

prediction. For instance, the last moment at which an item was consumed in

a domain would not be relevant whether the user consumption disregards this

information.

4.1.2 Preference Mismatching

Aiming to measure how well RSs capture a specific non-content preference attribute,

we describe each item by |D| non-content attributes and define the statistical measure

Expected Value (E(Da)) for any subset of items along each attribute Da. In practice,

we can approximate this expected value by the mean value observed in training data.

Thus, we mathematically define user’s preference in recommendation domains through

Definition 2.

Definition 2. The user’s preference is a |D|-dimensional vector that quantifies,

for each attribute Da, the relative difference between the expected value E(Da|Cu),

given the subset Cu of items consumed by a specific user u, and the expected value

E(Da|I), given the entire item set I.

More formally, let E(Da|Cu) be the expected value of the set Cu for each Da ∈ D.

The preference Preference[u,Da] is given by Equation 4.1.

Preference[u,Da] =







E(Da|Cu)−E(Da|I)
E(Da|I)

, if E(Da|I) 6= 0

lim
E(Da|I)→0

E(Da|Cu)
E(Da|I)

, otherwise
(4.1)

We assume that consumption is not random and users present a systematic

preference on items from a specific range of values for distinct non-content attributes.

Therefore, explicitly considering such non-content preference allows us to refine the

identification of user interests. For instance, the information that a specific user’s

preference is towards old and unpopular items allows selecting a subset of items that

better suit his/her interests.

Analogously, we define the per user recommendation’s non-content description.

Let E(Di|RAn,u) be the expected value of the subset RAn,u of items recommended by a
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given method An to the user u, along each Da ∈ D. The description Desc[An(u), Da]

is the relative difference between the expected value E(Da|RAn,u) of the subset RAn,u

and the expected value E(Da|I) of the entire item set I, such as given by Equation 4.2.

Desc[An(u), Da] =







E(Da|RAn,u)−E(Da|I)

E(Da|I)
, if E(Da|I) 6= 0

lim
E(Da|I)→0

E(Da|RAn,u)

E(Da|I)
, otherwise

(4.2)

Such as expected for users, we assume that recommenders prioritize a specific

range of values for each non-content attribute, since they are based on inductive

premises that make some assertions about items or users. Based on this perspective,

a relevant question concerns the match between user non-content preference and

recommendation non-content attributes. Aiming to evaluate such match, we define a

metric named Preference Mismatching that measures the difference between our

mathematical definition of user’s preference and the recommendation’s non-content

description. Figure 4.1 depicts the concepts of user’s preference, recommendation’s

description and Preference Mismatching hereby introduced.

Figure 4.1: Visual Representation of Preference Mismatching along three non-content
attributes (i.e., popularity, similarity and recency). Preference Mismatching quantifies
the distance between the vector that represents user’s preference and the vector that
represents recommendation’s non-content description.

Therefore, we assume that this difference can be calculated using different

approaches and it is significant when its absolute value is higher than a minimum

positive value ǫ that determines whether a recommendation description is similar to

a user preference in a given domain. Therefore, a relevant hypothesis to be assessed

is whether Preference Mismatching is usually significant in real domains.
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4.1.3 Motivation

The motivation to evaluate and address Preference Mismatching stems from two ob-

servations: (1) non-content preferences might influence the behavior of some users; (2)

state-of-the-art RSs do not guarantee the issued recommendations are aligned with

such preferences. Current RSs do not exploit explicitly non-content attributes. CB

methods consider only attributes related to the items, disregarding further informa-

tion about consumption. Correlations modeled by these methods are restricted to the

set of attributes explicitly used to describe each item. Hence, correlations involving

non-content attributes remain hidden in the data. CF methods, on the other hand, use

consumption information to model user behaviors. However, there is no evidence in the

literature whether non-content attributes are somehow captured by CF models. Since

consumption information is modeled by CF methods, we restricted our analyses about

non-content attributes derived from consumption and metadata to this type of RSs.

4.2 Assessing Preference Mismatching

Aiming to verify the existence of non-content preference mismatching in real domains,

we present a characterization methodology that answers some crucial questions:

1. Is the user consumption associated with a short range of values for each attribute Da?

2. What is the user’s preference with respect to each attribute Da?

3. Does the user consumption present high variability on his/her individual preference

for each attribute Da?

4. What is the recommendation’s non-content description with regard to each attribute

Da?

5. What is the preference mismatching with respect to each attribute Da?

We conduct analyses related to each of these questions on a set of transactions

T , which comprises the transactional history of users in a domain. Further, we divide

T into two disjoint sets, a training set Ta and a test set Te, such that T = Ta ∪ Te.

In all steps, we use only the test set Te to calculate the expected values and all other

measures related to each non-content attribute. In turn, we use the training set Ta to

assign to each test item the values of each attribute Da. For instance, the popularity

inherent to each test item is defined as its prior popularity on Ta.

We evaluate the correlation between the user consumption and a given non-

content attribute Da through the Normalized Standard Deviation (NSD) defined for
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each user u, as described in Equation 4.3, where σ(Da|Cu) denotes the standard

deviation of Da values in the set of consumed items Cu. This metric assumes that a

non-content attribute provides predictive relationship with respect to user consump-

tion whether the dispersion of values observed for the consumed items is significantly

smaller than the dispersion observed in the whole spectrum of values. Thus, the

smaller the NSD , the more the user consumption is correlated to a subset of values.

NSD(u) =
σ(Da|Cu)

|max(Da)−min(Da)|
(4.3)

Considering assessments of non-content preference in real domains, we measure,

for each user u, his/her Preference[u,Da] for each attribute Da, as described by

Equation 4.1. Besides preference, the consumption variability exhibited by each user

is also relevant. Predicting consumption of attributes that present small variability

with regard to its values tends to be easier, since the consumption becomes similar to

the user preference. Conversely, when this variability is more pronounced, information

about expected values becomes less useful and predicting future consumption becomes

more challenging. We measure the contribution of each attribute Da to the user

consumption variability through the Relative Standard Deviation (RSD) defined for

each user u, as presented in Equation 4.4. The higher the RSD , the higher the

variability that Da brings to u consumption.

RSD(u) =
σ(Da|Cu)

E(Da|Cu)
(4.4)

Similarly to measurements of user preferences, we measure the per user recom-

mendation’s non-content description through Desc[an(u), Da], defined by Equation

4.2. Finally, we evaluate the Preference Mismatching for each user u as the difference

between Desc[an(u), Da] and Preference[u,Da]. Thus, we can verify whether CF

models fail to incorporate accurate information about non-content preferences. The

relevance of such analysis is that whenever the per user recommendation’s non-content

description differs significantly from the user consumption, the user interests are not

satisfied, affecting the quality of the recommendations.

4.3 Exploiting Preference Mismatching

In this section, we present our hybrid recommendation method for the Top-N

recommendation task that combines rating information, assigned by traditional CF

models to items, with the score defined by CB models that represent how well an item
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matches the user non-content preference. In this sense, we assume that the smaller

the preference mismatching value, the better an item matches the user non-content

preference. Therefore, explicitly approximating the recommendation non-content

description to the user preference would mean a significant recommendation improve-

ment. From this perspective, an item should be recommended to a specific user

whenever, besides exhibiting a high rating, it has a high probability of matching this

user non-content preference for a set of selected attributes.

4.3.1 The proposed Hybrid Method

Our method consists of four main steps. First, we execute a given CF method An,

such as Matrix Factorization, in order to obtain an initial list of M items deemed

as relevant by the CF model, such that M ≫ N . In the second step, we derive

non-content attribute values and define a vector attribute space composed of these

derived attributes. Then, we represent each item present in the An’s list within this

space by computing the item value along each attribute. In this dissertation, we

derived three attributes: popularity, similarity and recency. We selected these

attributes based on some economic and social theories currently employed in RSs

[Anderson, 2006a], which suggest that similarity, recency and popularity may be

related to the user’s taste. Further, previous studies have pointed out evidences of

systematic trends along these attributes, reinforcing their relevance for this study. For

instance, Yin et al. [2012] argued that RSs are more apt to recommend popular items,

while recommending unpopular ones remains a challenge.

Formally, popularity refers to the receptivity of items in a domain, with respect

to the desire of consumption. We measure its values as the percentage of distinct

users who have consumed each item, regardless when, in a data sample. Similarity

measures to what extent the items consumed by each user u are similar to each

other, using the pairwise cosine distance of the item consumption vectors. The u’s

preference for similarity is then computed as the mean of the similarity scores of all

pairwise combinations of items consumed by u. When assessing an item i that is

candidate for recommendation, its similarity score is the mean of the similarity scores

of i with all items already consumed by u. Finally, recency refers to how long an item

is available in a domain. We measure its values as the difference between a reference

timestamp and the timestamp when the item was first consumed in a domain. By

these definitions, it is straightforward that the selected non-content attributes fulfill

the two first requirements discussed in Section 4.1.1. Since the third requirement is

domain dependent, we evaluate it in the case study section.
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In the third step, we define a CB model for preference on the vector space using a

multivariate Gaussian because of its computational simplicity and the lack of evidences

to adopt a more specific model. Thus, the non-content preference of each user u is a

function N (µu, σ
2
u) derived from the user non-content preference information. Along

each attribute, we define the mean value of all items already consumed by u as the mean

µu. We also derive the covariance matrix σ2
u from u’s consumption history. Then, for

each item i issued by An in the first step, we define a new score that quantifies the pref-

erence mismatching between the item representation and the user preference model. In

this case, such score is simply the probability defined by the function N (µu, σ
2
u) at the

point defined by the vector that represents i. The adoption of a probabilistic perspec-

tive for measuring preference mismatching in this case stems from the need of models to

take into account distinct attributes simultaneously. Also, we need to capture both the

user non-content preference and the variability around this preference. Differently from

the characterization methodology, where we calculate preference mismatching through

an Euclidean perspective with the single goal of measuring the mismatching along each

attribute, individually, we use a more robust perspective of analysis.

The last step combines the rating information provided byAn with this probabilis-

tic score, generating a final score used to re-rank the recommendations. Among the pos-

sible combination strategies, we choose a simple linear combination between ratings and

probabilities to define the final score of each item i, such as presented in Equation 4.5.

Score(u, i, t) = α× fAn
(u, i, t)

max u(RAn,u)
+ (1− α)× N (µu, σ

2
u)i

max [N (µu, σ2
u)]

(4.5)

where fAn
(u, i, t) denotes the utility (e.g., the rating) predicted by An to item i at the

test moment t, considering the target user u; RAn,u is the set of items recommended

by An to u; max u(RAn,u) represents the maximum utility assigned by An to any item

belonging to RAn,u; N (µu, σ
2
u)i refers to the score assigned by u’s preference model

to item i; and α represents a weighting factor in the linear combination. Aiming to

evaluate the relevance of the non-content preference information on this combination,

we perform an exhaustive evaluation of several α values between 0 and 1. Also,

given the complexity of evaluating individual α values for each user, we adopted

a single global α for all users, although it is expected that distinct users require

different combination weights. Furthermore, we normalize each rating fAn
(u, i, t) and

probability N (µu, σ
2
u)i, since they vary on distinct scale of values.
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4.3.2 Rationale for the proposed method

We employ a somewhat unusual approach to compute our CB scores, in the third step,

to reflect the fact that CF recommendations may or may not adequately represent user’s

preferences in the dimensions we model. Instead of directly computing a CB score, and

then a hybrid recommender mix the CF and CB scores, we compute a CB delta score

that already has built into it a reflection of the degree to which the CF recommendation

reflects the modeled user preference. Hence, if a highly-ranked item already reflects the

user’s preferences in non-content attributes, the CB delta will leave this item where it is

in the recommendation list. But if an item is over or under recommended relative to the

preference dimensions, the CB recommendation may move it down or up as appropriate.

Additionally, we highlight that such hybrid method can be easily incorporated to

the traditional recommendation process, regardless the domain or adopted CF method.

Whenever it is possible to identify any significant non-content attribute that users

follow, our approach is able to incorporate it explicitly into the recommendations.

Also, we can apply distinct strategies for building preference models, calculating

preference mismatching and combining CF and CB scores.

4.4 Case Studies

4.4.1 Datasets

We performed empirical evaluations considering five real data collections. Be-

sides the three dataset used to evaluate the first hypothesis in Chapter 3,

namely Netflix, LastFm and ML-10M, we adopted two other datasets, ML-

1M and Million. ML-1M is another rating data sample from MovieLens

(http://movielens.umn.edu), gathered and made available for research purposes

by GroupLens Research. Million is a random sample from the Million Song Dataset

(http://labrosa.ee.columbia.edu/millionsong/tasteprofile) [Bertin-Mahieux et al.,

2011], made available recently for research purposes on recommendation. We did not

use the dataset ML-Tags in the following experiments on account of its restricted

amount of binary data, which hinders consolidating non-content attributes from

consumption. Table 4.1 summarizes the main features of each evaluated dataset.

As Million does not provide temporal information about user actions, we cannot

evaluate the non-content attribute of recency on it. Further, for the calculation of

each non-content attribute, rating based datasets were transformed into consumption

data simply by considering all ratings as consumption, disregarding the rating.
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Table 4.1: Dataset information.

Netflix LastFm ML-1M ML-10M Million

# Users 480,189 35,000 6,000 72,000 200,000

# Items 17,770 4 million 4,000 10,000 348,360

# Actions 100 million 85 million 1 million 10 million 19 million

# Time 310 weeks 281 weeks 149 weeks 671 weeks -

Type rating play count rating rating play count

Domain movies songs movies movies songs

4.4.2 Evaluated Recommenders

Our analyses took into account six representative CF techniques, both memory-based

and model-based, for the Top-N recommending task. Specifically, the set A of

evaluated methods comprises the algorithms Matrix Factorization (MF), Latent

Feature Log Linear Model (LF), Biased Matrix Factorization (BMF), SVDPlusPlus

(SVD) implemented and distributed by the MyMediaLite project [Gantner et al.,

2011]. For simplicity of analysis, we used the default parameters of each algorithm in

the library on all evaluations. Furthermore, since the memory-based implementations

of MyMediaLite were not able to handle the analyzed datasets, we implemented

our versions of the traditional algorithms UserKNN and ItemKNN using the Cosine

measure as similarity function, such as presented in [Adomavicius and Tuzhilin,

2005]. Also, for both algorithms, we incorporated the sample bias regularization with

the original parameters used in MyMediaLite and 80 as the maximum number of

neighbors. Our experiments were performed in octa-core machines with 96 GB of

RAM. However, these machines were not able to run LF, SVD and ItemKNN methods

on LastFm neither LF on our MillionSongs data sample, on account of the inability of

these methods to scale to huge volumes of data.

4.4.3 Existence of Preference Mismatching

Starting our analyses by the measurements of consumption correlation, we plotted a

Complementary Cumulative Distribution Function (CCDF) of the NSD values found

for each user. This distribution shows that, in general, users consume items belonging

to a restricted range of values along each attribute. In all datasets, we observed that

more than 80% of the users exhibit a normalized standard deviation smaller than 25%,

30% and 15% for popularity, recency and similarity, respectively. Thus, the variability

of consumption exhibited by each user usually relies on a range of values smaller
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than one quarter of the whole spectrum. Despite not being sufficient for determining

accurate preferences for each user, values in each of these non-content attributes may

help to filter out irrelevant items.

By taking into account the user preference analysis, we plotted a CCDF of the

Preference[u,Da] values found for each user in our data collections, such as presented

by Figure 4.2. This distribution shows that users exhibit distinct preferences for each

attribute. Further, the absence of gaps in these plots evinces that there is no predom-

inant preference in the evaluated attributes. We observed low probabilities related

even to zero, marked as dashed lines in the plots, although there is a concentration of

preferences in a range near to zero (−0.5 and 0.5) in almost all cases. This behavior

points out that user non-content preferences mostly deviate from a single and global

expected value E(Da) half of the E(Da) value, for each attribute. Therefore, a single

expected value is not enough to describe accurately all users. Finally, we highlight

that users exhibited a slightly higher interest towards more popular, similar and

recent items than the expected in almost all datasets, since the probability of positive

preference values along popularity and similarity is 60% and negative preference values

along recency is 65%.
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Figure 4.2: Analysis of user preferences. Users exhibited a slightly higher interest
towards more popular, similar and recent items than the expected in almost all datasets.

By plotting a CCDF of the RSD values found for each user, we evinced large vari-

abilities in all evaluated datasets, for the three selected attributes, as shown by Figure

4.3. Variabilities larger than 50% had probabilities of occurrence higher than 70%

for almost all datasets and attributes. For some cases, we observed variabilities even

larger than the expected value estimated from user consumption histories (i.e., larger

than 100% in the plots). Thus, besides presenting distinct preference values, users

also consume a range of items with different characteristics regarding each attribute.

Based on these results, we conclude that users are not strongly tied to their individual

preferences, presenting high variability of consumption in all evaluated collections.
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Figure 4.3: Distributions of relative standard deviations of user consumption. These
plots show that users consumed a range of items with different characteristics with
regard to each non-content attribute in the evaluated datasets.

In order to assess the recommendation non-content description values in the

evaluated datasets, we plotted a CCDF of Desc[An(u), Da] for each user u. Similarly

to users, RSs provided distinct non-content descriptions, which also vary according to

each dataset. Starting by recency, despite presenting distinct descriptions, we observed

almost consensual behaviors among the six evaluated RSs. Most of them prioritized

recent items, presenting over than 60% of probability for negative description values.

For popularity and similarity, we observed a more diversified scenario. The same

methods exhibited distinct behaviors on different datasets. For instance, whereas LF

and SVD presented positive popularity and similarity description values in ML-1M and

ML-10, they exhibited negative ones in Netflix. Further, most of these non-content

description values lay between −0.5 and 1.0 for both attributes, demonstrating a

high diversity of descriptions. Also, the results showed an unexpected behavior for

UserKNN and ItemKNN with respect to popularity and similarity. Differently from

previously stated [Rafter et al., 2009], KNN-based methods prioritized items less

popular and similar than those usually consumed by each user, exhibiting negative

popularity and similarity description values. Such divergence stems from the fact

that the consolidation of neighborhoods is heavily based on more popular and similar

items, since similarity is usually defined over a consumption intersection between user

transactions. However, the items actually recommended, which are outside of this

intersection, tend to be less popular and similar.

Finally, analyses on the preference mismatching demonstrated that all evaluated

methods provided recommendations that systematically deviate from the user prefer-

ences. Figure 4.4 shows a CCDF of the difference Desc[An(u), Da]− Preference[u,Da]

defined for each user u. We observed a high concentration of difference values near

to zero within ranges of ±1, ±0.5 and ±0.05 for popularity, similarity and recency,

respectively. Thus, an ǫ value of 0.33, for instance, would be enough to define a sig-
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Figure 4.4: Analysis of preference mismatching. All evaluated methods provided rec-
ommendations that systematically deviate from the actual user preferences.

nificant preference mismatching along similarity for more than half of users in almost

all datasets, methods and attributes. Indeed, these are expressive differences when we

take into account the expected values. For example, for a user who exhibits a similar-

ity preference of 0.30, such a difference means that RSs usually recommend items with

non-content description from 0.20 to 0.40. Considering each attribute individually,

through recency we observed that, besides presenting description values towards recent

items (i.e., negative values), most RSs presented recommendation descriptions stronger

than the user preferences, recommending to them items more recent than they usually

consume. For popularity and similarity, RSs presented diversified behaviors. Whereas

we observed positive description values in some datasets, for the same RSs, we ob-

served negative ones in other datasets. We believe these behaviors result from inherent

characteristics of each dataset and a deeper analysis in this direction would be required.

4.4.4 Experimental Design

Besides demonstrating the existence of significant non-content preference mismatching

in real domains, we need to verify the utility of reducing this mismatching towards bet-

ter recommendations. In this sense, we evaluated the proposed hybrid method. Since
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a proper n-fold cross validation design would require a careful design in temporally or-

dered data and demand huge execution time for the evaluated datasets and algorithms,

the following analyses employed a traditional training (70%) / test (30%) partition.

Aligned with the main goal of this dissertation of enhancing the discovery of

relevant items in the recommendations, our analyses took into account three distinct

quality dimensions for the Top-50 recommendation task: accuracy, novelty and diver-

sity. Assessments on accuracy were based on the classical Precision@50 and precision

was measured by counting the number of distinct items of the Top-50 recommendation

that appears in the per user test set. Such as done in Chapter 3, we measured novelty

and diversity through a formal framework of analysis presented in [Vargas and Castells,

2011]. Specifically, we used the EPC rank, and the EILD for measuring novelty and

diversity, respectively, considering in both cases the discount function (disc(K)) equals

to 0.85k−1, Pearson correlation as similarity distance measure and relevance aware

recommendations [Vargas and Castells, 2011]. Also, we set the parameter M given

as input for our hybrid method to 500, aiming to exploit significantly larger lists of

items than the final recommendation list (ten times larger in this case) while keeping

computationally feasible the experimentation. Finally, we point out that our strategy

of analysis was based on contrasting the results of each original CF method An against

the results of our hybrid model when performed with An. Our primary goal is to

identify the relevance of non-content preference attributes for improving traditional

CF methods, rather than contrasting it against other hybrid methods.

4.4.5 Exploiting Preference Mismatching

We started our analyses by investigating the individual usefulness of each selected

non-content attribute, for providing better recommendations. Figure 4.5 shows the

gains and loses of Precision@50 when building a probabilistic model for each attribute

individually and using distinct combination weights. We observed expressive gains

when exploiting popularity in MF, BMF, UserKNN and ItemKNN for all datasets.

However, the methods LF and SVD, which exhibited the highest popularity preference

mismatching values in Figure 4.4, could not be improved through this attribute. As

they exhibited such a strong deviation towards popular items, reducing preference

mismatching among the 500 recommended items was not enough to improve the

results. Taking into account similarity and recency, we could not improve the CF

results in most cases. In summary, our hybrid method was not able to effectively

exploit alone each of these attributes in order to improve recommendations.

An immediate question is what happens when we take into account the three se-
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Figure 4.5: Analysis of Precision@50 gains|loses by exploiting, individually, popular-
ity, similarity and recency. While we achieved expressive gains when exploiting pop-
ularity in MF, BMF, UserKNN and ItemKNN for all datasets, we could not improve
the CF results when exploiting similarity and recency, individually.

lected attributes simultaneously. Figure 4.6 answers this question regarding accuracy,

novelty and diversity. Besides even higher gains in terms of accuracy in almost all CF

algorithms and datasets, we also achieved simultaneous gains regarding novelty and

diversity. In general, the most expressive gains were observed in CF methods with the

worse performance in each dataset. For instance, we observed gains over than 200% on

LastFm and Million datasets. In these cases, the original CF results were actually not

significant. However, among the Top-500, the CF methods rescued several relevant

items for each user and the non-content preference information was enough to identify

these items. On the other hand, gains around 10% were consistently related to CF

methods focused on suggesting items more popular, similar and older than the user

expected interest (i.e., LF and SVD). Although they could achieve high accuracy rates,

several items recommended by these methods not necessarily suit the user non-content

preference. This fact explains why the gains in these cases were not as expressive as

for the other methods. As the lists provided by LF and SVD exhibited non-content

descriptions far from the non-content preferences of each user u, items closer to the

user preference in the Top-500 were still far from the actual preference of u.
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Figure 4.6: Analysis of quality gains|loses by exploiting, simultaneously, popularity,
similarity and recency. In this case, we achieved simultaneous gains with regard to
accuracy, novelty and diversity in almost all methods and datasets.

Besides verifying the strength of the improvements provided by exploiting non-

content preference in RSs, it is also important to investigate how often these gains hap-

pen. In this sense, we evaluated the percentage of users in each database for whom our

hybrid method was able to produce any improvement in a Top-N recommendation, in

terms of accuracy. As our method processes a prior recommendation list of sizeM ≫ N

provided by a CF method for each user, such percentage is limited by the percentage of

these prior lists that contain more relevant items than those present among its N first

items. Figure 4.7 presents the percentage of possible improvements as the number of

distinct users for whom our hybrid method made enhancements, divided by the number

of users for whom the recommendation list provided by each CF could be improved.

Our method, even adopting a global linear combination weight, was able to improve

recommendation for more than 40% of these users in most cases. Further, the percent-

age of users for whom our method produced losses was at most 10% in all datasets.

In summary, our hybrid method allowed us to verify the relevance of user

non-content preferences in practical scenarios. By exploiting this type of information,

we provided expressive gains in terms of accuracy, novelty and diversity for six major
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Figure 4.7: Percentage of users for whom the non-content preference information
produced any improvement. Besides improving recommendation for more than 40% of
the users in all datasets, the proposed method produced losses for at most 10% of the
users.

CF methods, considering the Top-50 recommendation task. We explain these gains

by the fact that non-content preference information is able to filter out items that

seem to suit user preferences, but mismatch non-content characteristics from the items

usually consumed by each user. Aiming to evince the existence of such mismatch

items among the sorted Top-N list originally recommended by each CF method,

we calculated the non-content preference mismatching, such as performed in our

methodology, but considering now each rank in this list. For sake of brevity, we show

the mean of this deviation per rank among all users for one dataset (ML-10M), such

as presented in Figure 4.8, although the same behavior was observed in all other

collections. The preference mismatching varied significantly along the ranks, not

presenting any monotonic behavior. It reinforces that CF recommendations do not

capture the systematic preference existing along each non-content attribute.
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Figure 4.8: Analysis of mean preference mismatching per rank in CF recommendation
lists. The preference mismatching varied significantly along the ranks, not presenting
any monotonic behavior.

Additionally, we evaluated to what extent Gaussian functions are appropriate
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for modeling user non-content preferences for the selected attributes. By plotting the

probability distribution of the mean expected value of all users, along each attribute,

and its standard deviation, we found that, indeed, the global behavior in our domains

presents a Gaussian shape. However, these distributions point out two main issues.

First, users exhibited behavior significantly distinct from each other, demonstrated

by high standard deviations in all points. Hence, distinct users would require, besides

different parameters, different model functions. For instance, while a set of users

exhibit a Gaussian-like behavior with respect to the preference, others would present

a power law like. In this case, non-parametric solutions may be applied. Second, the

evaluated attributes do not vary in the same way, requiring distinct models. While

recency seems much more an exponential function, popularity and similarity present

a Gaussian shape. Therefore, besides all gains achieved by our simple method, these

issues point out a room for even more improvements.

4.5 Summary

Aiming to evaluate our second working hypothesis, in this chapter, we formally defined

the non-content preference attributes, as well as the Preference Mismatching metric.

We introduced this metric to measure the difference between mathematical definitions

of user’s preference and the recommendation description along non-content attributes.

We also discussed the motivation to evaluate and address Preference Mismatching,

which stems, first, from the fact that non-content preferences might influence the behav-

ior of some users. Second, we observed that state-of-the-art RSs do not guarantee the

issued recommendations are aligned with such preferences derived from consumption or

metadata. Since consumption information is modeled by CF methods, we restricted our

analyses about non-content attributes and Preference Mismatching to this type of RSs.

Thereafter, the chapter described a characterization methodology to verify the

existence of non-content preference mismatching in real domains. This methodology

answers crucial questions related to our definition of non-content preference, using

traditional statistics metrics of data variability and dispersion along each non-content

attributed selected for analysis.

Later, we proposed a hybrid method to build CB models by using non-content

attribute information and combine these new models with existing CF methods to

produce better recommendations. This methods assumes that an item should be

recommended to a specific user whenever, besides exhibiting a high rating, it has a high

probability of matching this user non-content preference for a set of selected attributes.
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Thus, whenever it is possible to identify any significant non-content attribute that

users follow, our approach is able to incorporate it explicitly into the recommendations.

Next, using five real collections, we validated two main issues related to

Preference Mismatching: its existence and usefulness for recommendation. By

exploiting non-content preferences explicitly, we provided expressive gains regarding

accuracy, novelty and diversity in six major CF methods, considering the Top-50

recommendation task. We explain these gains by the fact that non-content prefer-

ence information filters out items that seem to suit user preferences but mismatch

non-content characteristics from items consumed by each user.



Chapter 5

Combining Forgotten items and

Non-content preference

This chapter discusses our third working hypothesis: The limitations related to forgot-

ten re-consumable items and non-content preference, when addressed simultaneously,

provide complementary enhancements to RSs. We start by presenting the motivation

to combine solutions proposed for each limitation individually. Thereafter, we

introduce Remembrall, a method that consolidates the further knowledge we acquired

about exploiting forgotten re-consumable items. Next, we present NonContent, a

novel hybrid method that refines the method proposed in Section 4.3 to mitigate

Preference Mismatching. Later, we describe ForNonContent, a hybrid method that

combines Remembrall and NonContent. Then, we evaluate the complementarity

between recommendation lists provided by Remembrall and NonContent. Finally, we

summarize the main discussions and conclusions raised in this chapter.

5.1 Motivation

Chapters 3 and 4 demonstrated our hypotheses about two unaddressed algorithmic

limitations in RSs: the Oblivion Problem and non-content preference mismatching.

While we verified, in Chapter 3, that UserKNN fails to bring back forgotten re-

consumable items, Chapter 4 demonstrated the existence of non-content Preference

Mismatching on the recommendations of UserKNN and other five major RSs. Actually,

we can show these five RSs also fail to bring back forgotten re-consumable items. Table

5.1 presents the probability of RSs issue non-forgotten items. This probability is the

Property 2 of the methodology proposed in Section 3.2. In this experiment, we used:

(1) the six RSs evaluated in Chapter 4 (Section 4.4.2); (2) the datasets used to study

59
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the Oblivion Problem (Section 3.4.1); (3) and the methodology’s parameters adopted

in Section 3.4.2. All evaluated methods presented high probability of recommending

only items non-forgotten by the target user in the present.

Table 5.1: Probability of RSs issue non-forgotten items to the users. All evaluated
methods present high probability of recommending non-forgotten items, confirming
our first working hypothesis.

LastFm ML-10M ML-Tags Netflix

UserKNN 1 1 1 1

ItemKNN - 1 1 1

MF 0.99 0.85 1 0.96

LF - 0.78 0.99 0.97

BMF 0.99 0.82 1 0.97

SVD - 0.75 0.99 0.96

Besides validating our hypotheses, we proposed and evaluated different strategies

to model forgetfulness and re-consumption in recommendation domains. Also, we

characterized Preference Mismatching in real domains and proposed a novel hybrid

method that mitigates existing mismatching. Although each of these proposals

provided significant enhancements on the Top-N recommendation task, we raise a

question in this chapter: could such enhancements be combined, providing even better

recommendations?

This question stems from further knowledge we acquired about both limitations.

The definitions of forgotten re-consumable items and non-content attributes show no

direct correlation with each other. While the former relies on individual consumption of

each single item over time, by each user u, non-content attributes refer to common char-

acteristics observed among the whole set of items consumed by u. On the other hand,

both concepts are not orthogonal, since recency of consumption is somehow related to

the consumption of individual items over time. Furthermore, the strategies we proposed

to address each limitation exploit portions of the item space of each domain that, al-

though overlap, are not the same. Addressing the Oblivion Problem requires exploiting

the long history of u. Conversely, mitigating Preference Mismatching includes recom-

mending items not known by u. Thus, addressing one limitation does not necessarily

represent to cope with the other. As this dissertation considers that both limitations

may affect the discovery of items in RSs, we intend to address them simultaneously.

Therefore, we propose in this chapter ForNonContent, a new hybrid method

that exploits simultaneously the long-term history, through forgotten re-consumable
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items, and implicit preference signals, using non-content preferences. We designed

ForNonContent to perform the Top-N recommendation task through three main steps:

1. Issue a list of Top-N forgotten re-consumable items;

2. Issue a list of Top-N items with reduced non-content preference mismatching;

3. Combine the previous two lists providing a single Top-N recommendation list.

Based on our main findings about forgotten re-consumable items and non-

content attributes, we proposed efficient methods to handle each of these three steps

in practice. The following sections describe in details each method.

5.2 Remembrall: A recommender of forgotten

re-consumable items

As discussed in Chapter 3, recommending forgotten re-consumable items involves

two steps with non-aligned goals: (1) identify the set of forgotten items; and (2)

identify the subset of re-consumable ones. Remembrall uses the concept of memory

retrievability (mem-ret) to perform the first step, such as defined by Equation 5.1.

Since we realized ACT-R should be adapted to better model consumption domains,

we evaluated distinct strategies to combine recency of consumption, past utility and

association with currently consumed items (i.e., context). For sake of simplicity, this

work restricted the search for proper combinations to linear models of these three

types of information, taken two by two or all together. An exhaustive analysis on

all linear combinations pointed out the combination of recency of consumption and

context as the best one for most of the datasets described in Section 3.4.1. Hence,

Equation 5.1 assumes that the less recently consumed and the less correlated to a

current context, the higher the changes of an item be forgotten. However, these two

types of information might not be equally important to predict these chances.

mem-ret(u, i, t) = α×
[

log
(

∑

l∈Tu,i
[t− l]

)]

+

(1− α)×
[

∑

j∈Cu,c

∑t
l=c f(u,i,l)

max u(Cu,c)
× log

(

prob(i|j)
prob(j)

)] (5.1)

where, Tu,i refers to all distinct moments that u consumed i; Cu,c denotes the set of

distinct items consumed by u during his/her c most recent training moments; f(u, i, l)
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is the utility value assigned by u to i at the moment l; max u(Cu,c) is the maximum

utility value found among items of Cu,c.

In the second step, given the set of selected forgotten items, Remembrall

derives a relevance score to distinguish the subset of re-consumable ones, such as

shown by Equation 5.2. The higher this score, the higher the chances of an item be

re-consumable. Again, we evaluated the best linear combination of recency of con-

sumption, past utility and context. In this case, the combination of recency and past

utility presented the best results for most of the evaluated datasets. Hence, Equation

5.2 assumes that the less recently consumed and the higher its past utility, the higher

the chances of an item be re-consumable. However, both types of information have

different relevance to derive each item score.

score(u, i, t)] = α×



log





∑

l∈Tu,i

[t− l]







+ (1− α)×
[

log

(

t−1
∑

l=c

f(u, i, l)

t− l

)]

(5.2)

5.3 NonContent: Mitigating non-content preference

mismatching

This section introduces NonContent, a hybrid method that refines the method

proposed in Section 4.3 to mitigate Preference Mismatching. NonContent determines

to what extent non-content preference mismatching affects users in a personalized

manner. Such as the original method, NonContent has four main steps. The three

first steps are identical in both methods. Thus, NonContent first executes a given CF

method An in order to obtain an initial list of M ≫ N items deemed as relevant by

An. This CF method could be seen as a parameter of NonContent and any known

method could be used. In the second step, NonContent derives three non-content

attribute values (popularity, similarity and recency). We presented a formal

definition of these attributes in Section 4.3. Again, these three attributes compose a

multidimensional vector space used in the next steps.

The third step defines a CB model for preference on the defined vector space

using a multivariate Gaussian. The non-content preference of each user u is a function

N (µu,Σu
) derived from the user non-content preference information. The mean

value µu along each attribute and the covariance matrix Σu are derived from u’s

consumption history. Then, for each item i issued by An in the first step, we define a
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new score that quantifies the preference mismatching between the item representation

and the user preference model. This score is simply the probability defined by function

N (µu,Σu) at the point defined by the vector that represents i.

The last step combines the rating information provided by An with this proba-

bilistic score, generating a final score used for re-ranking the recommendations. We use

a linear combination between ratings and probabilities to define the final score of each

item i. The original method adopts a global linear combination weight for all users.

NonContent modifies this strategy by determining an individual weight αu for each user

u. We define αu as the Hellinger Distance between the multivariate Gaussian function

N (µu,Σu) that models u’s non-content preference and the Gaussian function N (µ,Σ)

that models the non-content attributes of all items, such as shown by Equations 5.3

to 5.51. This metric quantifies the similarity between two probability distributions

[Liese and Miescke, 2008]. We assume that non-content attributes are useful for mod-

eling u’s preference when they allow us to differentiate u’s past consumption from no

consumed items. Thus, the more distinct the two distributions are, the more useful

non-content attributes are for modeling u and higher should be αu.

ΣM =
Σ + Σu

2
(5.3)

BC = exp

(

1

8
(µ− µu)

TΣ−1
M (µ− µu) +

1

2
ln(

det ΣM√
det Σdet Σu

)

)−1

(5.4)

αu =
√
1− BC (5.5)

Equation 5.6 presents the linear combination used to derive ForNonContent’s

final score. We issue the Top-N items with the highest score to each target user u.

Score(u, i, t) = αu ×
fAn

(u, i, t)

max u(RAn,u)
+ (1− αu)×

N (µu, σ
2
u)i

max [N (µu, σ2
u)]

(5.6)

where fAn
(u, i, t) denotes the utility (e.g., the rating) predicted by An to item i at the

test moment t, considering the target user u; RAn,u is the set of items recommended

by An to u; max u(RAn,u) represents the maximum utility assigned by An to any item

belonging to RAn,u; N (µu, σ
2
u)i refers to the score assigned by u’s preference model to

item i; and αu represents a personalized weighting factor in the linear combination.

We normalize each rating fAn
(u, i, t) and probability N (µu, σ

2
u)i, since they vary on

distinct scale of values.

1 In Equation 5.4, BC stands for the Bhattacharyya Coefficient.



64Chapter 5. Combining Forgotten items and Non-content preference

5.4 ForNonContent: Combining Remembrall and

NonContent

Once we have issued a Top-N list of forgotten re-consumable items and another

one of items that reduce the mismatching with regard to non-content preferences,

we need to combine both lists. Although forgotten items comprise a promising

source of recommendation, we are aware that users are not interested in consuming

only known items. On the other hand, the refined recommendations provided by

NonContent do not allow us to rediscover known items, since most of the CF methods

neglect forgotten items. Our intent is to enhance simultaneously the discovery of

known and unknown items potentially relevant for each user. ForNonContent adopts

straightforward answers for three main issues related to this goal.

The first issue is How do we combine known and unknown recommended items?

Basically, there are two strategies. In the first one, we could combine numerically

the scores derived by Remembrall and NonContent for each item. This strategy,

however, presents several drawbacks. First, the scores provided by each method are in

different numeric scales. Second, the variability and distribution of values may also be

different. Third, it is hard to determine a semantic correspondence between scores on

these two scales. For instance, could we state that the item with the highest score for

Remembrall is as important as the item with the highest score for NonContent? Thus,

defining a robust numeric combination of both scores is a difficult task. The second

strategy is to consider the recommendation lists as ordered lists that we want to merge

somehow, like in a Merge-sort algorithm. Hence, we need to define a sort function

that determines the relative order of each pair of items. ForNonContent adopts this

second strategy because it avoids the aforementioned problems of comparing scores.

Our second issue is How to determine this sort function for merging the lists

of items. Actually, the item ordering plays an important role for user experience in

RSs. Knijnenburg et al. [2012] argued that the order in which the items are presented

to users affect the user’s perception of quality with respect to the issued recommen-

dations. Further, Hu and Pu [2011] argued that categorizing the recommendations

leads to higher satisfaction and decision confidence. However, the effects of the order

in which recommendations are presented are unclear and a further understanding

requires detailed evaluations about user experience when presented to distinct ordering

alternatives. Since it goes beyond the scope of this work, we restricted ForNonContent

to a simple merge of the two recommendation lists. First, we remove duplicate items,

maintaining the best ranked occurrence only. Then, we intercalate the lists, first
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presenting an item issued by NonContent, followed by a recommendation of Remem-

brall, another one from NonContent and so on. This strategy ensures a homogeneous

balance of both kind of recommendations, not prioritizing one over the other.

Finally, we decide how many forgotten items to recommend for each user. Some

users are more willing to consume a larger amount of forgotten items than others. For

instance, while some users would like to listen again to songs from the ’90s, others

would prefer to listen to this year’s Billboard hits. Determining the proper rate of

forgotten items to recommend is a challenge. Even asking the users directly would

not be enough, since users do not know all items they have forgotten. Further, the

willingness to consume such items would vary over time and according to the items

available at each moment. This work defines a heuristic to determine this rate, based

on the percentage of known items actually re-consumed in the test set, as follows.

First, we identify the most recent moment t in the training set of each user u in

which u consumed any of the items deemed as forgotten by him/her (i.e., any item

present in the u’s recommendation list issued by Remembrall). Then, we count the

number Nt of items consumed in the test set that was consumed in the training set

at a moment before or equal to t. We determine the percentage of forgotten items

to be recommended as Nt divided by the total number of test items of u. This rate

represents the percentage of consumed items that are as old as the recommended

forgotten items. The premise is that the recommended forgotten items would work as

substitute items for these ‘old’ consumed items with respect to age. Substitute items

have similar value and fulfill the same user needs [Nicholson and Snyder, 2011].

5.5 Case Studies

5.5.1 Datasets

Since our analyses included the execution of both Remembrall and NonContent meth-

ods, we used datasets that present two properties. First, they must provide temporal

information about user actions, in order to allow us exploit the user history over time.

Second, they must provide enough information to consolidate non-content attributes

from consumption, such as discussed in Section 4.1.1. The subset of datasets used in

our previous analyses that ensure both properties are: Netflix, LastFm, ML-1M and

ML-10M. Further details about these datasets were presented in Section 4.4.1.
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5.5.2 Experimental Design

Our offline analysis intend to demonstrate that both algorithmic limitations bring

complementary enhancements. In this sense, we designed three distinct experiments.

First, we evaluated for each user the intersection between the recommendation lists

issued by Remembrall and NonContent divided by the list size (i.e., the Percentage of

Intersection – PoI ). Then, we determined the median PoI value (MPoI ) found for all

users. Higher intersection values mean that NonContent recommendations include Re-

membrall ones. Second, we calculated the median percentage of items re-consumed in

the test set and recovered by Remembrall that were also recommended by NonContent

for each target user (i.e., Median Percentage of Re-consumed Items – MPoRI ). This

percentage reveals the amount of actually re-consumed items rescued by Remembrall

also identified by NonContent. Finally, we determined an inter-list similarity (ILS ) as

the median similarity of all pairs of items from a Cartesian product of the recommen-

dation lists issued by Remembrall and NonContent for each user. Similarity between

two items was the pairwise Cosine distance of the corresponding consumption vectors.

We summarize the ILS found for all users through the median ILS value (MILS ).

We evaluated Remembrall and NonContent individually, in order to assess the

gains each one could provide on the evaluated datasets. We implemented Remembrall

as described in Section 5.2. The only parameter it requires is the linear combination

weight α. In order to define α, we varied its values by 0.05 from 0.05 to 0.95 and chose

the value that presented the best results in most datasets. Through this process, we

set α = 0.75. In turn, we implemented NonContent according to Section 5.3. This

method does not require any parameter. Finally, we evaluated ForNonContent, which

was implemented as described in Section 5.4. ForNonContent does not require any

other parameter than the parameter α required by Remembrall.

Again, our analyses employed the traditional training/test partition. We used

30% of the most recent weeks of each user history as a test set and the remaining

weeks as a training set. We adopted a training/test partition instead of n-fold cross

validation since the latter would require a complex and careful design in temporally

ordered data, in order to maintain the temporal properties of each dataset.

Finally, we highlight that it is not possible to assess through offline analysis the

gains or losses of ForNonContent over Remembrall and NonContent. On one side,

accuracy measures are not valid for forgotten items, since we expect that users do not

consume them in the test set. On the other hand, recall analysis on recommendations

issued by NonContent are not useful, since, through this method, we aim to present

to users novel items rather than to rescue a large number of known ones. We left such
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analysis for a user study in a real domain, discussed in Chapter 6.

5.5.3 Analysis of Complementarity

Table 5.2 shows the complementarity observed between Remembrall and NonContent

in our data collections. The intersection of items recommended by each method

(MPoI ) is less than 10% for all datasets. Also, the intersection of the subset of

items recommended by Remembrall and NonContent that were re-consumed by each

target user (MPoRI ) is even smaller (i.e., smaller than 1% for all collections). In

large datasets, such as LastFm, the intersection is close to zero. Thus, each method

presented to users distinct sets of items, exploiting different portions of the available

items in each domain. Further, the median similarity among items belonging to

distinct recommendation lists is also small in all datasets (i.e., smaller than 0.1400).

Besides presenting recommendation lists with low intersection, the recommended items

belonging to distinct lists are not similar. These results point out that by combining

Remembrall and NonContent we could improve the diversity of the recommendations.

Through this combination, we also could address distinct pieces of each user taste,

enhancing his/her experience with the recommender system.

Table 5.2: Analysis of complementarity between Remembrall and NonContent. Besides
presenting low intersection of recommended items, the recommendation lists present
low inter-list similarity. These results evince the complementarity of Remembrall’s and
NonContent’s recommendations.

Netflix LastFm ML-1M ML-10M

MPoI MPoRI MILS MPoI MPoRI MILS MPoI MPoRI MILS MPoI MPoRI MILS
MF 0.0183 0.0046 0.0671 0 0 0.0184 0.0342 0.0093 0.0810 0.0210 0.0071 0.0719
LF 0.0089 0.0021 0.0792 - - - 0.0174 0.0061 0.0881 0.0106 0.0049 0.0662

BMF 0.0146 0.0035 0.0709 0 0 0.0197 0.0208 0.0087 0.0653 0.0117 0.0060 0.0574
SVD 0.0097 0.0017 0.0556 - - - 0.0149 0.0059 0.0590 0.0185 0.0051 0.0489

UserKNN 0 0 0.0872 0 0 0.036 0 0 0.1233 0 0 0.1098
ItemKNN 0 0 0.1041 - - - 0 0 0.1304 0 0 0.1175

5.6 Summary

We started this chapter by pointing out that addressing the Oblivion Problem does not

necessarily represent to cope with the Preference Mismatching. Strategies proposed

to address each of these algorithmic limitations exploit portions of the item space

available on each domain that, although overlap, are not the same. As this dissertation

considers that both limitations may affect the discovery of items in RSs, we address

them simultaneously.
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Next, we introduced Remembrall, a novel method that better combines infor-

mation of past utility, recency of consumption and current context of consumption to

model forgetfulness and re-consumption. Since we realized ACT-R should be adapted

to better model consumption domains, we evaluated distinct strategies to combine

these three types of information. Remembrall assumes that the less recently consumed

and the less correlated to a current context, the higher the changes of an item be

forgotten. Also, the more recently consumed and the higher its past utility, the higher

the chances of an item be re-consumable.

Thereafter, we presented NonContent, a hybrid method that refines the method

proposed in Section 4.3 to mitigate Preference Mismatching. NonContent determines to

what extent non-content preference mismatching affects users in a personalized manner.

This method assumes that non-content attributes are useful for modeling u’s preference

whenever they allow us to differentiate u’s past consumption from items not consumed.

Finally, we evaluated the complementarity between Remembrall and NonCon-

tent. Besides presenting recommendation lists with low intersection, the recommended

items belonging to distinct lists are not similar. Thus, by combining both lists we

could address distinct pieces of each user’s taste, enhancing his/her experience with

the recommender system. We leave to online analysis the assessments on gains or

losses of ForNonContent over Remembrall and NonContent, given the inability to

perform such evaluation through offline analysis.
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End-user Study

This chapter discusses the end-user study we conducted in a well-known and relevant

recommendation domain. First, we present the evaluation goals of this study. Then,

we briefly describe the methods compared in our live analysis. Next, we present the

adopted methodology of evaluation. Thereafter, we introduce the web-based system

we implemented for this study. Later, we discuss the main findings on user feedback.

The chapter ends with a summary of the main concepts and findings hereby discussed.

6.1 Evaluation Goals

We conducted a user study to estimate the perceived value of recommendations issued

by the methods proposed in this dissertation. In this sense, we designed a survey

for MovieLens users to evaluate our recommendations. The survey presents to each

participant recommendations issued by five distinct RSs, asks him/her to rate the

movies, compare distinct recommendation lists and fill small questionnaires about the

recommendations and himself/herself. Participants were unaware of how we generated

recommendations. Despite the analysis of scope pointed out that the individual

perspective of the Oblivion Problem has low relevance for MovieLens users, Section

3.4.2, observing how such users would react when exposed to recommendations of

items consumed long ago would be relevant. This is a relevant issue since movie

recommenders, in general, do not issue these items as new recommendations, although

MovieLens’ interfaces allow users to verify their set of rated movies. A positive

feedback in this case would reinforce the usefulness of recommending forgotten items

in several domains where this problem becomes equally or more relevant.

69
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6.2 Evaluated Methods

The study includes recommendations issued by five distinct RSs. The first one is a

matrix factorization method (Latent Feature Log Linear Model - LF). We used the

version of LF implemented and distributed by the MyMediaLite project with its

default parameters [Gantner et al., 2011]. The second RS is STREAM, a well-known

hybrid method [Bao et al., 2009]. We implemented STREAM as a combination of

three distinct methods: LF (a user-based CF), ItemKNN with Pearson Correlation

(an item-based CF) and ItemAttributeKNN with Cosine Distance (a content-based

RS). Again, we used versions of these methods implemented and distributed by

MyMediaLite with their default parameters. Such as suggested by the STREAM’s

authors, we used as content for each movie: title, release year, genres, keywords,

plot, actors, directors, which were gathered from the IMDB dataset1. Further, due to

high computational costs, we adopted the following simplifications. First, we trained

STREAM using a random sample of 25% of the training examples. Second, we

combined the three methods through a multivariate linear regression. Third, we did

not use any ‘runtime metric’ proposed by the authors. As the third RS we implemented

Remembrall such as described in Section 5.2. Our fourth RS is the NonContent method

describe in Section 5.3. Finally, the fifth RS is ForNonContent, the proposed hybrid

method that combines the recommendations issued by Remembrall and NonContent,

Section 5.4. We adopted the same parameter configurations of our offline analysis for

Remembrall, NonContent and ForNonContent, such as discussed in Section 5.5.2.

6.3 Methodology of Evaluation

It is noteworthy that we did not optimize any evaluated RS with the training set

used to issue the recommendations for the survey. Such training set comprises about

17.5 million ratings that 82,000 distinct MovieLens’ users assigned to 21,600 movies.

Aiming to compose the test set, we randomly picked 1,000 distinct users who have

rated at least 50 movies in the system and have signed in MovieLens from 01/01/2013

to 10/01/2013. We sent an email to each selected user with the link for the evaluation

system and gathered along two months all answers willingly submitted by 235 users.

We did not require users to perform all survey tasks.

1http://www.imdb.com/interfaces
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Figure 6.1: Snapshots of the Evaluation System.

6.4 The Web-based Evaluation System

We divided the survey into five distinct steps, such as described below. Figure 6.1

presents some snapshots of the evaluation system.

1. Battle of Recommendation Lists - We presented to each participant two

distinct lists, each one containing 10 recommendations issued by different

methods, and asked him/her to compare the lists. We compared each pair of

methods considering all possibilities of arrangements in order to avoid unwilling

effects related to the order in which the lists were presented in the interface.

So, the pair < LF,Remembrall >, for instance, becomes different from

< Remembrall, LF >. Since we were not interested in contrasting traditional

RSs (i.e., LF and STREAM) against each other, we evaluated 18 distinct pairs

of methods and each one was evaluated by thirteen users.

2. Rating recommended items - We presented to each participant a recommen-

dation list issued by a method picked at random and ask him/her to perform

two tasks. First, we asked the participants to identify recommended movies

previously seen. Second, we asked them to rate each previously watched movie

according to how much he/she liked it. Also, if possible, they should rate each
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unwatched movie based on the best estimate of how much he/she would like it.

Each method was evaluated by 46 distinct users in this step.

3. Questionnaire about the recommendations - We asked each participant to

answer eight questions about the recommendation list presented to him/her in

the previous step. We presented the answers of each question using the Likert

scale [Albaum, 1997]. The whole questionnaire is presented in Appendix B.

4. Ranking recommendation lists - We presented to each participant five dis-

tinct lists, which contained five items recommended to him/her by each evaluated

RS. Then, we asked each participant to assign to each list only one of five possible

rank positions according to how useful he/she thinks each list is for finding movies

he/she might want to watch. We found that 214 users completed this step.

5. Tell us a little about yourself - Finally, we asked each participant to fill a

questionnaire about basic personal and behavioral information, regarding the

activity of watching movies. We present the questionnaire used in this step and

the options for each question in Appendix B. Among all participants, 211 of

them filled the questionnaire.

6.5 User-Centered Results

Analyses on the ‘Battle of Recommendation Lists’, Figure 6.2 (a), show that almost

20% of the participants selected Remembrall as ‘much better’ than any other method.

This value was about 10% higher than the second most voted method, ForNonCon-

tent. Further, both traditional recommenders (LF and STREAM) were pointed less

frequently as a ‘much better’ option. Considering the options ‘much better’ and

‘better’ as positive feedback, we found that Remembrall had the highest percentage

of positive feedback (46%), followed by ForNonContent (41%). Also Remembrall and

ForNonContent had the lowest percentage of negative feedback (less than 25%), where

negative feedback comprises the options ‘much worse’ and ‘worse’. On the other hand,

one third of the evaluated users said that all methods, except STREAM, provided

similar recommendations.

Additionally, Figure 6.2 (b) shows the percentage of predilection for another

method when compared to each baseline. Almost 40% of the participants preferred LF

rather than NonContent, but only 27% of the participants preferred LF rather than

ForNonContent. Thus, the inclusion of forgotten re-consumable items in the recom-

mendation list seems to bring items perceptible and appreciated for some users. Also,
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almost half of the users preferred Remembrall rather than NonContent, which shows an

equilibrium of preferences between these methods. On the other hand, ForNonContent

was lightly preferred over both. Finally, except for STREAM, which was disliked by

most of the users, there was no predominant preference for a single method.

(a) Overall evaluation of each RS. (b) Predilection for a RS rather than a baseline
RS.

Figure 6.2: Results of ‘Battle of Recommendation Lists’.

Through Figure 6.3, we observe that STREAM presented the smallest number of

watched movies per recommendation list. This behavior is sometimes related to ‘risky’

recommendations, providing many new items to users [Ricci et al., 2011]. This would

be an explanation for the poor results found for STREAM in the first step. As expected,

Remembrall presented the highest number of watched movies. However, we also ob-

served that the number of watched movies is not equal to 10. It means that some users

forgot they have watched a movie. We may interpret this fact as an evidence of ‘novelty’

when reintroducing to these users items that they used to like but cannot remember

nowadays. Considering the mean rating of the rated movies, there was no relevant dif-

ference among the evaluated methods. These results show that rating was not adequate

to verify whether users prefer one method over the others, since we have verified, for in-

stance, that most of the users did not like the recommendations provided by STREAM.

The questionnaire about the recommendation lists evinced the perceived value

of our recommendation methods, such as shown by Figure 6.4. Remembrall was the

method with highest percentage of users for whom recommendations matched their

interest (85%). Further, all proposed methods (i.e., Remembrall, NonContent and

ForNonContent) matched the interest of at least 72% of the users. LF matched the

interest of 62% of the users while STREAM matched the interest of less than 30% of

the users. More than half of the users have watched most of the items recommended

by our methods (Remembrall, NonContent and ForNonContent) and by LF. On the

other hand, recommendations of STREAM were mostly new to most participants.
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(a) Mean number of watched and/or rated movies. (b) Mean Rating per Movie.

Figure 6.3: Results of ‘Rating recommended items’.

Also, all evaluated methods presented diversified recommendations. Finally, we found

that over 60% of participants were satisfied and would reuse systems that issue

recommendations based on one the proposed methods. While Remembrall was the

method liked by most participants, ForNonContent was deemed as the most useful

method for finding movies that users might want to watch.

Figure 6.5 shows results related to the step of ‘Ranking recommendation lists’.

Figure 6.5 (a) shows that when taking into account the top-5, Remembrall was

the method that appeared most often in first rank, followed by LF. In the second

rank position, LF and ForNonContent were the most frequently occurring methods.

ForNonContent also was the most frequent one in the third rank position. Thus,

improvements made by NonContent on LF was not perceptible in the top-5 for some

users. Figure 6.5 (b) shows the percentage of time that each method appeared ahead

of a baseline in the ranking defined by the participants. Except for STREAM, which

was most disliked, there was no absolute predilection for a method over any other.

The percentage of times that a given method was ranked ahead of another is around

40% to 50% for most pairs of methods.

Finally, the questionnaire about personal information revealed important charac-

teristics of the participants, such as shown by Figure 6.6. About 60% are between 25

and 44 years old, and 60% use MovieLens at least monthly. Almost half of the partic-

ipants watch movies weekly. Around 70% of the participants re-watch at most 25% of

all movies him/her have watched. Also, only 6% do not re-watch movies. More than

half of the participants reported needing to wait at least one year before re-watching

a movie. Less than 50% of the watched movies are blockbusters for 71% of the eval-

uated users. These statistics show that even for movie recommendations, where the

‘re-consumption’ of items is not common, movies already seen represent recommenda-

tions of interest for more than half of the evaluated users. Moreover, as it represents a
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(a) The items recommended to me matched my
interests.

(b) I was familiar with the recommended movies.

(c) I have watched most of the recommended
movies.

(d) It is a diverse set of movies.

(e) I liked the items recommended to me. (f) These recommendations are useful for finding
movies I might want to watch.

(g) Overall, I am satisfied with the recommenda-
tions.

(h) I am willing to use the system that issued these
recommendations again.

Figure 6.4: Results of ‘Questionnaire about the recommendations’.
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(a) Histogram of ranking assignments. (b) Predilection for a method rather than for the
baseline.

Figure 6.5: Results of ‘Ranking recommendation lists’.

domain with high consumption rate (i.e., weekly for almost half of the users), diversity

becomes an important characteristic. Also, users are open to watch movies that are

not the most popular in the system, allowing RSs to rescue items close to the tail of the

distribution. All of these characteristics demonstrate the usefulness of RSs that address

simultaneously forgotten re-consumable items and non-content preference mismatching.
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(a) Gender (b) Age

(c) How often do you use MovieLens? (d) How often do you watch movies?

(e) What percentage of movies that you watch are
movies that you have seen before?

(f) In general, how long is it after watching a movie
before you would watch it again?

(g) What percentage of movies that you have watched
are blockbusters?

Figure 6.6: Results of the questionnaire about personal information of the users.



78 Chapter 6. End-user Study

6.6 Summary

We discussed in this chapter the user study conducted to estimate the perceived value

of recommendations issued by the methods proposed in this dissertation. We designed

a survey for MovieLens users to contrast the recommendations issued by Remembrall,

NonContent and ForNonContent against traditional RSs.

First, we discussed the motivation for this live study. Then, we briefly described

the evaluated methods, as well as implementation issues and parameter configurations

related to each method. Next, we discussed the methodology of evaluation adopted in

the survey. We did not optimize any evaluated RS with the training set used to issue

the recommendations for the survey. Also, we consolidated the test set by randomly

picking 1,000 distinct users from MovieLens, active in 2013.

Thereafter, we presented the web-based system implemented for this survey.

The system includes five steps by which the users should rate recommended movies,

rank recommendation lists and fill questionnaires about the recommendations and

himself/herself.

Finally, we discussed the main findings on user feedback. While Remembrall was

the method liked by most participants, ForNonContent was deemed as the most useful

method for finding movies that users might want to watch. We also found that even for

movie recommendations, where the ‘re-consumption’ of items is not common, movies

already seen represent recommendations of interest for more than half of the evaluated

users. In summary, the survey demonstrated the usefulness of RSs that address simul-

taneously forgotten re-consumable items and non-content preference mismatching.



Chapter 7

Conclusions & Future Work

We start this chapter by restating our research question, reinforcing its context and

relevance. Then, we provide a synthesis of empirical findings with respect to the

underlying hypotheses evaluated in previous chapters. Next, we summarize the main

contributions of this dissertation. Thereafter, we discuss its main limitations. Then,

we present promising research directions. The chapter ends with our final remarks.

7.1 Restatement of Thesis

Recommender Systems (RSs) play an important role in many Web applications nowa-

days, helping users to find their favorite items among a huge number of options. Despite

recent advances, there still are several open challenges inherent to RSs, such as proper

user taste modeling and data sparsity, among others. This dissertation had as main goal

addressing one of these challenges: how to enhance the discovery of items that users

would want to consume while not recommending undesirable ones. The prospect of

discovery determines the practical value of RSs in many scenarios, since RSs are useful

to users when presenting potentially relevant items not easily reachable otherwise. Cur-

rent efforts to address this challenge focus on proposing hybrid methods, which combine

the strengths of distinct RSs and mitigate their weakness. However, even state-of-the-

art RSs are still unable to provide adequate recommendations in different real scenarios.

Thus, there are opportunities to improve hybrid RSs. We exploited two opportunities

unaddressed in the literature, which we stated through the following thesis statement:

State-of-the-art recommenders underexploit two types of information useful to

enhance the discovery of relevant items: the long-term history and implicit signals of

preference observed on past consumption of each user.
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7.2 Empirical Findings

Aiming to handle the complexity inherent to the above statement, we adopted a

divide-and-conquer investigation strategy, splitting it into three main underlying

hypotheses. We extensively investigated each of these hypotheses in one of the

previous chapters. Thus, our main empirical findings are chapter specific and were

summarized within the respective empirical chapters: Forgotten Re-consumable items;

Non-content Preference Mismatching; Combining Forgotten items and Non-content

preference; and End-user Study. This section synthesizes these findings to validate the

study’s three working hypothesis.

1. State-of-the-art RSs fail to bring back items consumed long ago that are potentially

relevant for users nowadays.

a. The evaluated recommendation methods did not even recommend items con-

sumed long ago in two datasets. Meanwhile, about 25% of the recommended

items were previously consumed by the target users in the other datasets.

b. Analysis of scope confirmed common sense that recommending forgotten

items is more relevant for music domains, followed by tag and movie do-

mains.

c. We could model forgetfulness and re-consumption using three factors: infor-

mation of past utility, recency of consumption, and association with current

consumption.

d. Although the ACT-R framework is effective to describe learning processes, it

cannot model ‘consumption processes’ existing in recommendation domains.

e. Besides enhancing diversity, recommending forgotten re-consumable items

may bring items deemed as novel in the present, since they have not been

consumed for a long time.

2. State-of-the-art RSs fail to capture the whole extent on which implicit signals

of preferences observed on past consumption relate to preferences observed on

current consumption.

a. Users exhibited distinct preferences with high variability along each evalu-

ated non-content attribute. We also found that users demonstrated a slightly

higher interest towards more popular, similar and recent items than the ex-

pected in almost all datasets.
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b. RSs provided recommendations with different biases along each non-content

attribute, which also varied according to each dataset.

c. All evaluated methods provided recommendations that systematically devi-

ate from the observed user preferences. Indeed, RSs presented recommenda-

tion biases stronger than the user preferences, recommending to them items

more recent than they usually consume.

d. By explicitly modeling non-content preferences, we achieved simultaneous

gains with regard to accuracy, novelty and diversity in six major CF meth-

ods.

e. The proposed method improved recommendations for more than 40% of the

users in all datasets, whereas it produced losses for at most 10% of the users.

3. The two aforementioned algorithmic limitations, when addressed simultaneously,

provide complementary enhancements to RSs.

a. The methods proposed to rescue forgotten re-consumable items and mitigate

non-content preference mismatching provided complementary recommenda-

tions in our experiments. Besides low intersection of recommended items,

the recommendation lists presented low inter-list similarity.

b. The inclusion of forgotten re-consumable items in Top-10 recommendation

lists brought items appreciated by users in our live study.

c. All proposed methods provided recommendations that matched the interest

of at least 72% of the evaluated users in the live study.

d. Even for movie recommendations, where the ‘re-consumption’ of items is

not common, movies seen long ago represented recommendations of interest

for more than half of the evaluated users in the live study.

7.3 Summary of Contributions

The main contributions of this dissertation could be classified into three main groups.

• Concepts and Problems: We introduced new concepts and problems inherent

to the recommendation task. We formalized the concepts of forgetfulness and

re-consumption to model the interest of users in a subset of items consumed long

ago. Further, the existence of systematic preferences hidden in metadata and

consumption data inspired the definition of non-content attributes.
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• Methods: We proposed distinct methods to address each of the problems raised

by this dissertation. First, we proposed a novel method that better combines

information of past utility, recency of consumption and current context of

consumption to model forgetfulness and re-consumption. Then, we presented

an approach to incorporate explicitly into the recommendations any significant

non-content attribute that users follow. Finally, we proposed a hybrid method

that combines these two methods.

• Understanding and Knowledge: We acquired further knowledge about how

to model two unaddressed phenomena that affect the user behavior. Offline

and online evaluations evinced the effectiveness of three factors, proposed by

a psychological framework for human memory, to model forgetfulness and

re-consumption. We also found that all proposed methods effectively may

enhance the discovery of potentially relevant items, matching the user interest.

Finally, these evaluations confirmed that users, from a real domain, may perceive

and appreciate the value of recommendations issued by the proposed methods.

Therefore, we point out a new and relevant research direction for RSs by which

significant enhancements may be achieved. To the best of our knowledge, this work is

the first effort that effectively exploits forgotten re-consumable items and non-content

attributes in recommendation domains. We reported all of these findings along distinct

publications [Mourão et al., 2014b,a, 2013, 2011b].

7.4 Limitations of the Work

The study has offered an evaluative perspective on two algorithmic limitations of RSs

unaddressed by the literature. As a direct consequence of this methodology, the study

faced a number of limitations, which need to be discussed.

1. Extent of results: Our findings are purely based on empirical assessments.

Hence, we are unable to make strong claims about the best approach to address

forgotten re-consumable items and no-content preferences. Also, we cannot en-

sure that the achieved results are extensible to all domains. Finally, it is still un-

clear the necessary conditions on which the implemented methods provide gains.

2. Implementation decisions: For sake of efficiency, we adopted several

simplistic decisions that should be refined to handle the actual conditions of

recommendation domains. For instance, we adopted a global linear combination
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weight in the algorithm proposed to recommend forgotten re-consumable items.

Also, gains related to the algorithm that address non-content attributes are

limited by the Top-500 recommendation lists provided by each CF. Whether

the items recommended by a given CF do not cover those with characteristics

similar to the user non-content interests, our method will not be able to bring

improvements. In addition, we need to investigate more elaborate strategies to

combine distinct recommendation lists.

3. Experimental Design: Finally, we point out the need of designing more robust

experiments that balance time demanding and statistical robustness of analysis.

Indeed, the experimental design of temporally ordered data in recommendation

domains is not well established.

7.5 Recommendation for Future Research

Aligned with the foregoing discussion about the limitations of this dissertation, we

highlight as immediate future work three main branches.

1. Theoretical Analysis: Deriving theoretically the extent on which each RS

incorporates forgetfulness, re-consumption and non-content attributes into its

recommendations has important implications. This analysis may allow us to pro-

pose even better strategies to model these three pieces of information. Theoretical

analysis is a powerful tool to enlarge the scope of our results.

2. Temporal Evolution: Although several works agree that static user pro-

files cannot assess properly the preference of users over time, we did not find

studies in recommendation concerned with explaining such temporal evolution

[Gauch et al., 2007]. Understanding this evolution would help us to refine the

proposed methods to handle forgetfulness, re-consumption and changes on non-

content preferences over time. Indeed, we started preliminary studies on these

direction, aiming to define temporally robust user profiles [Cardoso et al., 2011;

Mourão et al., 2011a].

3. Learning to rank: Learning to rank (LTR) provides a framework particu-

larly useful to combine distinct recommendation lists [Liu, 2009; Shi et al., 2010;

Sun et al., 2012]. By using the user histories as training data, LTR based-methods

produce a rank function to better order the subset of items selected by RSs. This

strategy could also be personalized, defining a distinct rank function for each
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user. Thus, we can exploit these methods to combine forgotten re-consumable

items with items that suit the user non-content preferences.

7.6 Final Remarks

In summary, this dissertation showed that discovering potentially relevant items goes

beyond presenting unknown items to users. Known items forgotten over time and

items that better suit preference signals hidden in consumption data are promising

to enhance the discovery capability of RSs. Indeed, online analyses allowed us to

conclude that, when combining these items, we may address distinct pieces of the user

taste, enhancing the user experience with RSs.



Appendix A

Qualitative Analysis of the Oblivion

Problem

Besides quantifying the relevance of the Oblivion Problem in real domains, we are

concerned with the reasons by which it would emerge. Based on the definition of the

Oblivion Problem, presented in Section 3.1.1, we derive three main requirements to

qualify its existence:

1. Usefulness: Recommendation is useful for rescuing items not reachable by users;

2. Oblivion: Users forget consumed items through time;

3. Re-consumption: Users want to re-consume some already known items.

The Usefulness requirement is the basic assertion of recommendation scenarios.

Whether recommendation is not useful at all, rescuing forgotten items also would not

be. The Oblivion requirement refers to the need to handle ‘forgetful’ items, otherwise

there is nothing to be remembered. Finally, users must desire to re-consume what

he/she enjoyed in the past. Aiming to provide a qualitative framework of existence

inspection for the Oblivion Problem, we analyze the strength of each requirement

along a non-exhaustive set of conditions1:

• Usefulness - Recommendation is useful when:

1. The total amount of available items is huge; (e.g., song recommendation)

1This is a preliminary set of conditions related to the characteristics of recommendation domains,
types of available items and ways that users interact with the domain and consume items. We
raised them by revisiting some conclusions, results and characterizations discussed in the literature
[Ricci et al., 2011; Herlocker et al., 2004].
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2. Decision making is difficult due to a large number of variables or to the

technical nature of such variables; (e.g., car recommendation)

3. Users exhibit interest in non-trivial items. (e.g., non-popular landmark rec-

ommendation)

• Oblivion - Users forget items when:

1. Users consume individually a large amount of items over time; (e.g., movie

recommendation)

2. Users exhibit episodic interest about items; (e.g., TV buying recommenda-

tion)

3. The domain exhibits a temporal skewness towards recently consumed or

released items. (e.g., news recommendation)

• Re-consumption - Users want to re-consume some items when:

1. Users are more willing to repeat positive experiences than trying novel ones;

(e.g., hotel recommendation)

2. Items belong to ordinary habits of the users; (e.g., grocery recommendation)

3. A known item is strongly associated to a current context; (e.g., tag recom-

mendation)

4. Specific contexts demand consumption of known items. (e.g., restaurant

recommendation for celebration of a special date)

Although these conditions are intuitive and qualitatively easy to be identified

in distinct domains, we believe that quantifying some of them is a challenging task.

Tables A.1 and A.2 illustrate the evaluation of the proposed conditions on distinct

domains taken as relevant and not relevant for the Oblivion Problem, respectively.
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Table A.1: Domains where the Oblivion Problem presents strong relevance.

Domain Usefulness Oblivion Re-consumption

Songs
Very Strong Very Strong Very Strong
1. Musical domains have
hundreds of thousands or
even millions of distinct
items.
2. Users have no difficulty
in deciding which tracks
they would like to listen.
3. The consumption is
mostly focused on popular
items, although the search
for few non-trivial items is
common as well as the exis-
tence of small and special-
ized niches of non-trivial
items.

1. Users listen to a large set
of tracks.
2. User interest is not
episodic, since users listen
to songs frequently.
3. The domain exhibits
strong skewness towards re-
cency and popularity, mak-
ing more available in the
system new and recently
consumed tracks.

1. Users frequently listen
to songs they like repeatedly.
Some users listen more often
to few distinct tracks than
many different ones.
2. Rather than ordinary
habits, tracks represent mo-
mentary tastes. However, we
may observe seasonal musical
habits, such as listening to
Christmas carols in December
or romantic songs during the
Valentine’s Day.
3. The context defined by an
artist, a band or an album of-
ten affects the desire for re-
listening to known tracks as-
sociated with this context.

Tags
Very Strong Very Strong Strong
1. There is a huge and dy-
namic set of tags since they
comprise free-content gen-
erated by users.
2. The large amount of op-
tions, the need to better or-
ganize items and find tags
easily recognized by other
users as appropriate often
make tagging a challenging
process.
3. Tagging is mostly
based on using most pop-
ular tags. However, non-
trivial tags, related to sub-
jective qualifiers or to non-
trivial items, may be used.

1. As users assign more
than one tag to each con-
sumed item, the total num-
ber of tags used by each
user is even greater than
the number of consumed
items in several domains.
2. Tags are not used episod-
ically, since users assign
tags to a large percentage of
consumed items.
3. These domains exhibit
strong temporal skewness
towards recency and pop-
ularity, prioritizing to dis-
play in the system popular
and recently used tags.

1. Since a main goal of
tags is to connect closely re-
lated items, re-consumption
becomes a primary character-
istic of tag usage.
2. Whether the items be-
ing tagged represent ordinary
habits or are highly corre-
lated to frequently consumed
items, tags would indirectly
represent habits.
3. Tagging is mostly based on
using known tags strongly as-
sociated to a current context.

Grocery
Strong Strong Strong
1. Markets have dozens of
thousands of items usually
related to distinct brands.
2. The decision on
which type of item to
buy is generally related
to well-defined personal
needs. Sometimes there is
a difficulty that stems from
brand choice, given differ-
ences in price, quality, pop-
ularity, among others.
3. Specialized items, such
as exotic culinary or lux-
ury products, are examples
of non-trivial items usually
consumed.

1. Users buy a large num-
ber of items periodically ac-
cording to personal needs.
2. Grocery shopping is not
episodic, however few items
could be bought episodi-
cally (e.g., light bulbs)
3. There is a strong
skewness toward items con-
sumed more often.

1. Users tend to keep buying
known and appreciated items.
Sales and discounts of specific
items, however, would make
users try new products.
2. Most of the consumed
items represent ordinary
habits of consumption.
3. Several products are nat-
urally correlated to others in
the user’s purchases, such as
pasta and sauce, bread and
butter, meat and seasoning.
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Table A.2: Domains where the Oblivion Problem is not relevant.

Domain Usefulness Oblivion Re-consumption

Movies
Very Strong Strong Very Weak
1. Movie domains have
dozens of thousands of dis-
tinct items.
2. Deciding which movie
to watch would be time
consuming, since it usu-
ally involves evaluating
features such as genre, di-
rector, casting, synopsis,
among others.
3. Consumption of non-
trivial items is less com-
mon but possible in this
domain.

1. Users watch several dis-
tinct movies over long pe-
riods of time.
2. User interest is not
episodic, since users watch
movies frequently.
3. The domain exhibits
strong temporal skewness
towards recency and pop-
ularity, prioritizing to dis-
play in the system new
and popular items.

1. Users are more willing to
watch new movies than rewatch
known ones.
2. Rather than an ordinary
habit, movies represent taste.
3. In general, there are asso-
ciations between distinct items,
such as sharing the same direc-
tor, but these associations do
not induce users to re-consume.
4. Specific and infrequent con-
texts, such as Valentine’s Day,
may cause users to watch a
movie again.

News
Very Strong Very Strong Almost Nonexistent
1. There is a huge
and dynamic volume of
news, such as observed in
streaming data.
2. Users easily decide to
read a news report or not
based on the title or asso-
ciated keywords.
3. For sake of credibility,
users usually look for pop-
ular news or those pub-
lished by ‘authorities’ re-
lated to each topic. Thus,
non-trivial news are less
frequently consumed.

1. Users read a huge
amount of distinct news
within short periods of
time.
2. User interest is not
episodic, since users read
news frequently.
3. Domain is com-
pletely skewed towards re-
cency and popularity, pri-
oritizing to display in the
system new and popular
items.

1. News items are highly cor-
related with time, since most
of its value lies in providing
new information. For this rea-
son, users rarely want to re-read
news.
2. News items do not comprise
habits. Although users may ha-
bitually read specific sections,
such as economics, the news ar-
ticles themselves are new.
3. While recent news are com-
monly similar to past ones, this
phenomenon does not reflect
on willingness to reread known
news items.
4.Research contexts or specific
interest in real world entities
or concepts may be seen as
contexts that require re-reading
some already known news.

Courses
Strong Weak Almost Nonexistent
1. There is a large number
of online courses in this
kind of domain.
2. Evaluating the quality
of a course is time consum-
ing and often difficult due
to the limited amount of
available information.
3. In general, users look
for more reputable courses
which consequently be-
come more popular, en-
rolling less frequently in
less popular courses.

1. Users do not enroll in
a large number of courses,
since a course is a time de-
manding activity.
2. Some users exhibit
an episodic interest about
courses.
3. Domain with a strong
skew towards popularity
and authority.

1. Users are more willing to en-
roll in new courses than revisit-
ing known ones.
2. Courses do not comprise
habits.
3. There are strongly connected
courses (e.g., calculus I and cal-
culus II) but such association
does not bring a desire for re-
visiting known courses.
4. In restricted scenarios, such
as new professors consolidating
their teaching material, users
may be interested in enrolling
again in a known course.



Appendix B

Questionnaires Used in the User

Studies

Questionnaire for the third step of the survey:

1. The items recommended to me matched my interests.

2. I was familiar with the recommended movies.

3. I have watched most of the recommended movies.

4. It is a diverse set of movies.

5. I liked the items recommended to me.

6. These recommendations are useful for finding movies I might want to watch.

7. Overall, I am satisfied with the recommendations.

8. I am willing to use the system that issued these recommendations again.

Questionnaire for the fourth step of the survey:

1. Gender

2. Age

3. How often do you use MovieLens?

I prefer not to answer; Daily; Weekly; Biweekly; Monthly Each three months;

Each six months; Never
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4. How often do you watch movies?

I prefer not to answer; Daily; Weekly; Biweekly; Monthly Each three months;

Each six months; Never

5. What percentage of the movies that you watch are movies that you’ve seen before?

I prefer not to answer; I don’t rewatch movies; 10% or fewer of movies that I

watch I’ve seen before; 10-25% of movies that I watch I’ve seen before; 25-50% of

movies that I watch I’ve seen before; 50% or more movies that I watch I’ve seen

before

6. In general, how long is it after watching a movie before you would watch it again?

N/A; I prefer not to answer; Within one week; A few weeks; A few months; Years

7. What percentage of movies that you have watched are blockbusters?

I prefer not to answer; I don’t watch blockbusters; 10% or fewer of movies are

blockbusters; 10-25% of movies are blockbusters; 25-50% of movies are block-

busters; 50% or more movies are blockbusters; I only watch blockbusters
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