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“You can have your own opinions, but you can’t have your owrstatituth is not a
democracy”
(Ricky Gervais)






Resumo

Uma significativa fracado de debates em midias sociais est@entrado em temas que indu-
zem polarizagdo na sociedade — que € o0 processo pelo qualupm gpcial se divide em
dos sub-grupos com visGes opostas sobre um tema. Obserdatpates polarizados em
uma grande gama de temas amplos e relevantes para a socmmtadePolitica, esportes e
politicas publicas. Nesta tese de doutorado, desenvolveortdribuicbes em trés direges:

1. Primeiramente, medimos a intensidade da polarizacaoedss rsociais online que

debatem um tema especifico. Em particular demonstramos mégriga de ciéncia
de rede mais coumumente empregada para este tipo de anéideldridade) ndo é
adequada para discriminar polarizacdo da auséncia dézagi@o; ebtdo propomos e
avaliamos duas métricas adicionais baseadas na estratuedel que, como demons-
traremos, capturam mais precisamente o fendbmenos so@alalezacéo.

. Oferecemos novos métodos para processar e interprétédegpexpressadas em dis-

cussoes polarizadas online a partir do emprego de teomasebtabelecidas na lite-
ratura de psicologia social que descrevem como as pessoatioas suas opinioes.
Usamos estas teorias como fundacgdes para novas sinaishjlitatmemétodos de ana-
lise de sentimento em cenAjrios em que as opinides chegaonma fle fluxos sociais
—um fluxo de opinides evolutivo e dindmico.

A terceira contribuicdo esta relacionada ao fato de queneaitos dominios, mais do
gue dois lados estdo em conflito em relacdo a um tépico, congstemas politicos
multipartidarios. Diferentemente do caso classico delaiacéo, em redes sociais
multipolarizadas observamos rela¢cdées mais complexas,dd&lualidade concordan-
cia e antagonismo. Além de demonstrar as inconsisténcesa&msao percebidas em
analises de redes sociais bipolarizadas, propomos unitaigagyue infere relacdes de
antagonismo entre comunidades neste cenario.

Palavras-chave:Polarizacdo, Analise de Sentimento, Mineracdo de Grafoglidd Soci-

ais.
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Abstract

A significant fraction of debate in social media is conceetleon issues that indugmla-
rization in the society — the process whereby a social group is dividedtwo opposing
sub-groups having conflicting viewpoints. We witness pgatd debate in a wide range of
broad and relevant topics for society, such as PoliticsrtS@mnd public policies. In this
P.hD. dissertation, we develop contributions on three rdattions that analyze and make
sense of “online battles” fought on social media networkesrgolarizing topics:

1. First, wemeasure the strength of polarizationon (online) social networks with res-
pect to a given topic discussion. We demonstrate that theermunetwork science
metric widely used to measure polarization (the well-knowodularity) is not well
suited to discriminate between polarization and absenpelafization; we then pro-
pose and evaluate two additional metrics based on the gwtiabrk structure that, as
we will demonstrate, capture more accurately the sociahpimena of polarization.

2. Second, weffer new methods of processing and interpreting opiniongxpressed
on online polarized discussions by uncovering from theaqsychology literature a
collection of well-established social theories that déschow people form their opi-
nions on polarized discussions. We use these theories addbans for new signals
that enable sentiment analysis methods to operate on thsifatation of sentiment
on opinions that arrive in the form abcial streams- anevolving, bursty andtime-
changingflow of opinions.

3. Our third contribution is related to the observation tloat many domainsye have
more than two viewpoints in conflict with respect to a topi¢ as on multipartisan
political systems. Differently from the classical case ipdbarization of opinions, in
multipolarized social networks we observe more compleati@hships among sides,
rather than the duality support/antagonism. In additionighlighting inconsistencies
that are hidden on bipolarized network analyses, we proposdgorithm that infers
antagonism relationships among social communities in aus#tting.
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Capitulo 1

Introduction

In Social Sciences, polarization is the social process &ea social or political group is
divided into two opposing sub-groups having conflicting aadtrasting positions, goals and
viewpoints, with few individuals remaining neutral or himld an intermediate positiorl {15
74). A typical domain where polarization is witnessed is Reéif163 43], although a range
of other issues are known to induce in the society a divisaleate that often makes a fraction
of people to have very extreme opinions, such as global wayfiilZ], gun control, same-
sex marriage, abortiolP1; 73] and even religion31; 164].

According to this sociological perspective, polarizatgam be formally understood as
a state that “refers to the extent to which opinions on aneisse opposed in relation to
some theoretical maximum”, and, as a process, it is the aserén such opposition over
time [121; 137. A typical sign that polarization is playing a role in a seftyi with regard
to an issue is when opinions become more extreme over time &ter opposing sides
examine thesameevidence 175, as demonstrated on a classical experiment in the 70's,
where people against and in favor of death penalty have beooone convinced of their
conflicting positions after reading treameessay on the topiclP9. In that direction, a
common approach to reason about such setting is to modelolaeization phenomenon
with Bayesian probabilities4[3; 17]: the previous belief each group or individual has on a
topic is theprior, and, if the updated beliefs of the opposing groups beconre digergent
after both examine the same evidence, then it is likely tb&rzation is happening.

Blogs, microblogs and online social networks are now the arymmedium used by
people to express their opinions about all the sort of “buapics that pop up daily on news
media P6; 27; 76; 20], especially those that polarize the society. As an exajrgge in
Figure 1.1 how the U.S. political blogosphere divides fts#b two polarizing, antagonistic
groups (blue group = Democrats, red group = Republicans)ftimat around the online
discussion of political topics.
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Figura 1.1. U.S. Political Blogosphere in 2004, showing the division of the network
into Democrats and Republicans. Nodes are blogs and edges reitg@nts between
two blogs (figure extracted fron3]).

Social and computer scientists are paying increasingtaiteto such polarizing online
discussions, seeking for patterns that unveil the dynaofioslline debate and the bursts of
opinionated content generated in reaction to real-lifees/eStudying polarization as a social
phenomena that takes place on social media platforms isldseft least three reasons:

1. Itis arelevantissue from the sociological point of visimce polarization causes segre-
gation and political conflict in the society, as a conseqaeaiche increase of extreme
opinions over time and the high degree of bias of polarizadiops [L3Z 121]. In a
recent study by Pew Research Center, polarized discussivadvban identified as one
of the top 6 most common conversational structures in Tnité4].

2. Polarization may be a key information for tasks such asiopisentiment analysis. A
biased opinion holder is likely to keep the same, extremaiopiover time, and the
knowledge of the opinion holder bias in a discussion an opitolder is (in favor or
against an issue) can help predict the polarity of his/h@riops expressed on written
text [150, as we will later demonstrate in this dissertation.

3. In polarized debate, the strong bias of opinions suggeatshey should not be taken
into consideration without considerimghois issuing the opinionl[61]. In other words,
two equivalent opinions may have different interpretagiand impact if issued by pe-
ople from opposite sides, and new opinion mining tasks majyyapuch as monitoring
how many people changed their previous viewpoint over atopi

This dissertation focuses on the analysis of “online bsittfeught on social media
networks over polarizing, polemic issues. We develop doutions on three main directions:



1. First, we seek to accurateiyeasurethe strength of polarization on (online) social
networks with respect to a given topic discussion. We demnatesthat the current
network science metric widely used to measure polarizdtioe well-known modula-
rity [125]) is not well suited to discriminate between polarizatiod absence of pola-
rization; we then propose and evaluate two additional &iratnetwork metrics based
on the social network structure that, as we will demonstredpture more accurately
the social phenomena of polarization.

Sociologists usually resort to polls and elections datssess the presence of extreme
opinions on the public opiniorl]. When information on the relationships among pe-
ople is available, polarization is commonly accepted as ragpimg phenomenon if
people can be divided into highly cohesive communities (esigure 1.1); each com-
munity represents a distinct position or preference: fibeersus conservative parties,
pro-gun and anti-gun voices, for instance. In fact, theegafion of people into groups
Is a remarkable characteristic of social networks indugegddbarized debate as an im-
mediate consequence of the homophily principle, whiclesttdtat people with similar
beliefs and opinions tend to establish social ties with éigirobability [L13 175. As a
general concept, a community is cohesive if both the interoanectivity of the group

is high and also the connectivity of members of the group witmbers from outside
the community is low. Group cohesion is usually measurealigin community quality
metrics such asonductancg79] and modularity[125. For instance,181] and [163
argue that modularity may be used to study partisan polaizan U.S. Congress. On
the online world, modularity has been used as evidence oégation between political
groups in a diversity of online media such as blogjsgjnd Twitter [33; 107).

However, these works analyze contexts and domains whicprawously known and
expected to induce polarization — in particular, Politi&s.a consequence, they do not
examine networks from non-polarized domains, and it remxamopen question what
are the necessagnd sufficient conditions for polarization between groups afivn
duals, in terms of the structure of the induced social ndtwadn order to precisely
understand how polarization affects the social netwonkcstire, we need to inspect
both polarized and non-polarized domains, thus avoiding thenfseng bias” of exa-
mining only highly-polarized networks. Previous reseapcbvides strong evidence
that the existence of highly modular groups isexessargondition in order to observe
polarization; our work contributes to the better underdiiag of how polarization af-
fects the structure of social networks by performing a systé&c comparison between
both polarized and non-polarized networks. Instead ofgusiwedularity, we propose
two new measures of polarization based on the analysis sttheture of the boundary
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of two potentially polarizing groups, which we will detaih@ evaluate in Chapter 2.

. Our second major contribution in this dissertation istmnfield ofsentiment analysis
of polarized online discussions. In Computer Science, s@mti analysis (or opinion
mining) is the set of techniques, algorithms and models ¢batbines Data Mining,
Machine Learning, Linguistics, Natural Language Proces$NLP) and Text Analy-
tics whose goal is to analyze text fragments and determaattiiude, belief, emotion,
opinion, evaluation or sentiment of a speaker or a writehwgispect to some topic or
entity [155 131; 76; 36; 148. In its simpler form, sentiment analysis is a text clasaHic
tion task where the goal is to classify textual content inésses{ positive, negative}
regarding an entity of interest. Although still young andhas still lacking reliabi-
lity [ 105, research on sentiment analysis has enjoyed relativeesaaehen applied to
static and well-controlled scenarios, specially analg&rgviews of products and servi-
ces on e-commerce sites. Most works report accuracy rataglaas 80% 131, 155,
which is acceptable given the challenges in making machindsrstand free text.

This work offers new methods of processing and interpretipgpions expressed on
online polarized debate by uncovering from the social psiady literature well-
established theories that describe how people form andesggheir opinions on po-
larized discussions. We embed such theories on sentimahtsé models, and our
ultimate goal is to perform sentiment analysis on polaridesgussions that arrive in
the form ofsocial streams- anevolving, bursty andtime-changingflow of opinions,
that poses challenges for data mining and machine learaseparch80. In terms of
dynamicity and evolving nature, discussion on generadthtopics has a very different
characteristic when compared to the classical produdtnescenario, a “static” do-
main where we do not expect the vocabulary to be dynamicomests are expected to
comment on the features of cameras, or on the quality of thedtoack and actors of a
movie. From the machine learning standpoint, sentimeriyaisgand, more generally,
classification and prediction tasks associated with opsji@ver social stream content
is particularly challenging for three main reasons:

a) Challenge 1 — Lack of Labeled Data:Traditional sentiment/opinion analysis al-
gorithms have been designed having in mind static and vesitrolled scenarios
that target analysis of reviews of products and servit8§;[155. In those scena-
rios, even pre-defined lists of positive and negative wards (exicons) have been
quite sucessful, but domain-independent lexicons ten@ve low coverage when
applied to specialized domains{7] who have particular idiosyncrasies of dialect
and subtleties in expressing opinions on them also limst dpproach12; 10]. In
case the vocabulary is not knovanpriori, supervised learning algorithms which



learn from labeled examples can also be applicabi&][ However, even super-
vised learning approaches are hardly applicable on sdcedrss, due to the cost
of acquiring labels. This is a consequence of the high volantesparsity of the

social stream data flow, making the acquisition of vast artoohlabeled content

unfeasible, compromising the potential of typical supsedi learning strategies,
justifying the development of new approaches.

b) Challenge 2 — Nonstationary Data:Since social streams reflect the buzz of the
real world, they exhibit an inheremtynamicnature [L57]. Real-time sentiment
analysis needs to deal with textual data that exhibits Segmtconcept driftand
non-stationary distribution, which degrades sentimeassification quality over
time. For instance, at least 50 different high-volume distan threads arose in
social media systems during the U.S. 2008 Elections, asrsiowigure 1.2 pro-
vided by P6] (such as the famous “lipstick on a pig” discussion); dutiing 2010
Brazilian Presidential Elections a scandal involving a elassistant of one of the
candidates was unveiled in the middle of the electoral m®cenleashing a large
volume of unpredicted negative comments. In Sports sognehianges in sen-
timent also occur in sudden and unexpected bursts; in a fewtss, a positive
sentiment of the fans can be destroyed by a sequence of gtiodsatrom the
adversary team.

c) Challenge 3 — Lack of reliability: although a promising and advancing area of
study, sentiment analysis is still far from being a task Whi considered relia-
ble [Metaxas et a], specially due to the intricacies of human language, wisat d
courages companies to fully adopt opinion analysis in thab systems. The
informal and diverse language of social media, in constiashe well-formed
data obtained from news articles, makes the applicabifityaalitional sentiment
analysis techniques on social media data less attradtivg. |

Note that the text-based sentiment classification task wénéerested simultaneously
i) lacks the support of labeled examples and ii) needs towehlnonstationary data,
what turns the content classification problem even hardeessome state-of-the-art
solutions from one challenge involves assumptions thanatdrue due to the other
challenge. The state-of-the art solution €@mnallenge lis semi-supervised learning
field of machine learning that makes use of both labeled arabeted data for model
generation 183. However, due taChallenge 2 the usefulness of the few available
labeled examples can be very limited since they can beconu&lgwutdated. On
the other hand, the traditional solution Ghallenge 2is to incrementally update the
model through fresh, recently-acquired labels that areigeal by the streants; 167



| guess a small-town mayor is sort of like a community
organizer except that you have actual responsibilities

russian aggression must

CAPITULO 1. INTRODUCTION
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Figura 1.2. Debate on news media and social media tends to cycle through new, emer-
ging issues that arise due new events that occur, as during 2008 UcBomdeP6)].
Processing and interpreting opinions on this dynamic scenario is a challenge

but such solution may not be feasible du&toallenge 1

The dominant approach for sentiment classification (a.kentiment analysis) is to
treat it as a pure text classification problem. Different tdassification algorithms have
been applied to learn from word co-occurences and linguisttures to determine the
sentiment contained in document®f. Moreover, these algorithms have been used in
conjunction with pre-defined lexicons to assess sentinmgmblitical and movie review
blogs [L55. These approaches do not solve properly the 3 challengeissessed in
the previous section, since terms and expressions assoeieh debates on polarizing
topics change according to real world events.

Polarization and Biased Opinions.The key point that we aim to explore in this disser-
tation is that polarization is related to strong bias on mpirholders’ opinions. While
textual content may be influenced by external factors, sactes terms that enter a to-
pic discussion, user biases are less prone to externalipatitons, unless users actually
change their opinion, which is usually a relatively longeyqess. Thus, opinion holder
bias patterns can potentially give us the capability to de#d the challenges of lack
of labeled textual data to support learning algorithms &medunpredictable directions
discussions can take, because, as we will show, biasedartaas a reliable source of
labels that indicate if a content carries a positive or negaentiment and, since biased
opinion holders seldom change their global viewpoint rdupay a topic, their activity
allows us to deal with the unpredictability of new conterdttarise. Such capability
comes from thesocialandtemporal contexts that polarized debate induce on opinion



holders.

As we will detail in Chapter 3, a range of cognitive biases didby social psycholo-
gists (e.g.confirmation biashindsight biasand self-reporting biay explain how hu-
man reasoning works and how humans tend to favor opinioysaineadyhave [L34],
supporting our claim that correlation between opinion kaddand opinion should be
explored in the context of polarized debates. Furthermibre,psycho-social back-
ground we exploit here supports our searchpgmdictablebehaviors, which is key to
address Challenge 3. It is also worth noting that the ambjicand lack of context
inherent to social media messages make hard to textuadtzasdysis techniques to
perform good predictions.

The social psychology background is the first step of ouriopianalysis framework

shown in Figure 1.3. In the second phase of our frameworkpate forward detecting

and inferring such cognitive biases from social interawdiavailable from social media
data (e.g., Facebook, Twitter, among others). We then @xtietwork structures and
regularities that are meaningful for the sake of finding th&iviidual opinions in the

network regarding the considered topic.

Finally, we intend to combine the learned patterns from jiméa networks to measure
and track opinions in the context of interest. We combindehaened patterns from the
polarized networks structure to measure and track opinbonthe polarized context
of interest. We do that by providing a transfer learning fearark [130 which con-
verts opinion holder patterns to content polarity preditsiby exploring the correlation
between opinion holders and opinions on polarized disoassiTransfer learning is a
field of machine learning which focuses on using knowledggiaimg from one to task
to solve a different, but related task3(. Such approach is specially useful when a
target task; is hard to solve, but it may benefit from knowledge obtainedia similar
source task;.

. Our third contribution is the observation that, on manypndms, we havenore than
two viewpointsin conflict with respect to a topic: think, for example, on tipdrtisan
political systems (as in Brazil), sports competitions (3@rdoies take part on the Soc-
cer World Cup; almost 200 play on on the Olympics) and TV Re&itnpws (onBig
Brother, groups of supporters are formed around each of the 10 ipanits). In such
scenarios, we observe more complex relationships amoeg €dich as indifference),
rather than the duality support/antagonism. For instanedyave found so far that fans
of soccer clubs in Brazil which share a strong el@serto each other in an endorse-
ment network (for example, a network connecting users by teewveet$ than to fans
of other clubs. This apparent paradox occurs because dfeetsesuch as the impor-
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tance that one side plays to the other overlaps with otheivatmns for establishing
(or not) social ties and interactions, and one can broadaastssage they disagree with
for a variety of reasons: sarcasm, irony, to show their axaidnhow wrong a contrary
opinion is etc.

Our innovation in this step includes avoiding the ambigirtshe signal provided solely
by retweets and replies by exploiting a more discriminatigmal to detect antagonism:
thelack of interaction between some specific sets of users and messsagparticular,

we exploit thenegative implicit feedbaakarried on absence of interaction between sets
of users and message where interaction were expected § visgved such messages
as positive with respect to theit viewpoint.

This dissertation is organized as follows:

1. In Chapter 2, we present our novel metrics designed to dyavidence of polari-
zation based on the structural characteristics of a soei@ark built around a topic
discussion;

2. In Chapter 3, we present our method that infer the bias ofiops holders regarding a
topic based on their social interactions;

3. In Chapter 4, we demonstrate how social theories can bedgfati®n sentiment analy-
sis algorithms in order to perform sentiment analysis onas@treams of polarized
discussions.

4. Finally, in Chapter 5 we summarize our contributions asguss future work.
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Figura 1.3. Three-layer framework comprising 1) opinion holders’ behavior, 2oek
structure and dynamics, and 3) inferring of opinions and opinion dynamics






Capitulo 2

Measuring Polarization on Social
Networks

Given the relevance of the contexts in which polarizatiowigessed, many works from
Computer Science (and, more specifically, Social Networklysis) have investigated on-
line social networks induced by polarized debate, spgaiaithe political domain3; 107].

In general, the Computer Science literature assumes (aittpdicitily or explicitly) that a
social network igolarizedif nodes can be partitioned into two highly cohesive subgspu
reflecting, possibly, two contrasting viewpoints. In pautar, the well-known community
guality metric known asnodularity[125 is commonly used to measure the level of segre-
gation of two particular groups; such as democrats vs régard, people in favor or against
abortion etc. A network segmentation with high modularitglicates that the social graph
may be divided into clusters having many internal connestiamong nodes and few con-
nections to the other group, what is widely accepted as aoatidn of polarization 33].

Our main claim in this Chapter is that, although we acknowdsitigt modularity is cor-
related to the social phenomena of polarization, and higidgular networks are certainly
linked with an increased likelihood of polarization of pasns expressed by users who are
part of the network, modularity is not accurate in distirgling presence from absence of
polarization. We draw this observation from the fact that ot clear how much modularity
is “enough” to state that a social network is polarized. Astance, people may be divided
into those that like basketball and those that like footkelén though there is no notion of
opposition among the two groups — they are just two diffepeaterences which are not mu-
tually exclusive, since some individuals can be practérsrof both sports and thus belong
to both communities. Although the existence of two segesjabcial groups is certainly a
necessaryondition for polarization, the modularity measured foy aetwork divided into
two cohesive communities will be a value different from zexeen if no polarizatiorat all

11
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is present among nodes.

Our goals in this Chapter are twofold. First, we perform aeaysttic comparison of
social media networks emerging from both polarized andpalarized contexts, by collec-
ting a diversity of social networks from social media systesuch as Twitter, Facebook and
blogs. Our goal is to avoid the bias of current works, whiatu®on networks from domains
that are previously known to be polarized, specially Ruditiwe then identify communities
in these networks and verify that their modularity measareat sufficiently clear to state
that polarization is an ongoing phenomenon or not; althquajarized social networks tend
to be more modular than non-polarized networks, the detextioin of a threshold of polari-
zation is a challenging task that depends on factors suabcss snedia platform and nature
of interactions.

Motivated by this observation, we focus on the following sfien: given that pola-
rization is recognized as a strong, remarkable sociolbgiceanomena, are there structural
patterns which better capture the differences betweemipethand non-polarized networks,
rather than the level of modularity between communities? pidgose an analysis of the
boundary between the two potentially polarizing commaesiti- the portion of the social
graph comprising nodes from one community which link to onenore nodes of the other
community. Our hypothesis is that, in such community bouledaone group unveils what
they “think” about the other group, and thus it is the placesrehwe should seek for evi-
dences of antagonism. Our metric considers a null model lafrigation that assumes that,
on a non-polarized network, cross-group interactiondisteed by member of a community
boundary should be at least as frequent as interactionsmainal nodes on the community.
The model considers nodes’ likelihood into connecting tersisvhich belong to the other
(potentially opposing) group, in comparison to the liketdd of connecting to members from
its own group.

We also empirically demonstrate that polarized and noaspr#d social networks tend
to differ according to another structural property: theaantration of popular (high-degree)
nodes not belonging to community boundaries. On non-pr@drcontexts, we observed a
concentration of popular nodes along the boundary, sireesharing of similarities between
members of the boundary increase the popularity of suchan@zlg., users that like both
football and basketball). On the other hand, we found that polarized owdsvtend to have
a lower concentration of popular nodes in the boundaryesine antagonism between both
sides decrease the likelihood of existence of nodes thatcgrelar in both groups.

To show the applicability of our findings on the interpretatiof opinions expressed
on social media, we employ our metrics to perform an analysigpinions expressed on
Twitter on the gun control issue in the United States. We destrate that our metrics based
on community boundaries are a useful complement to thetimadi modularity measure in
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helping to understand how the structure of a social netwioksIwith the viewpoints and
opinions expressed in online social enviroments.

This Chapter is organized as follows. In Section 2.1 we evaltree modularity of a
range of polarized and non-polarized networks. We thengee@ new metric to measure
polarization based on community boundaries, in Sectionl@.3ection 2.3, we employ our
metric to understand opinions expressed on Twitter on timecgutrol issue on the United
States. Next, we compare polarized and non-polarized mkesao terms of another structu-
ral property — concentration of popular nodes in the boundan Section 2.4.

2.1 Modularity as a Measure of Polarization

Modularity is widely used as a measure of polarization of aiadonetwork: for ins-
tance, 81 and [163 argue that modularity may be used to study partisan p@taom
in U.S. Congress. On the online world, modularity has beenl aseevidence of segre-
gation between political groups in a diversity of online naesuch as blogs3] and Twit-
ter [33; 107. Here, we consider existing and publicly available sooetworks and addi-
tional networks we collected from Facebook and Twitter idesrto compare the structural
characteristic of social networks with varying degreesaépzation, including total absence
of polarization. We use the following social networks:

1. University Friendships’ Network: This social network comprises the social relati-
onships established on Facebook by professors, undeagednd graduate students
of a large department at a Brazilian University.

2. Brazilian Soccer Supporters: We collected mentions, on Twitter, to two of the most
popular soccer teams in Brazil — Cruzeiro and Atletico Minekimown by being the
fiercest rivals in the country. Nodes are Twitter users, adulext edge connects users
involved in anyretweet A retweetusually means an endorsemed][ and thus itis a
good evidence of sharing of similar viewpoints between mdaiviiduals (we will relax
this definition on Chapter 3).

3. New York City Sports Teams: We collected mentions, on Twitter, to two sports teams
hosted in New York City: New York Giants (football) and New Xdfnicks (basket-
ball). The network is induced betweetswe restrict the network to nodes that menti-
oned both teams at least once, to guarantee that we are takongccount only users
who are interested in both teams. Note that, differentlynftbe previous network, we
do not expect polarization here, since the two potentialroomities represent suppor-
ters of teams from different sports.
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4. Karate’s Club: This is a social network of friendship ties established leenv 34
members of a karate club at a U.S. university in the 1970sjlamémergence of two
communities was a result of a disagreement developed betive@dministrator of the
club and the club’s instructor, which ultimately resultedhe instructor’s leaving and
starting a new club, taking about half of the original cluiwembers with him17S; 46).

5. 2004 U.S. Political BlogosphereThis dataset was among the first that showed that po-

litical blogs on the U.S. are divided into two dense commasit representing liberals
and conservatives]. Directed edges are links between two blogs.

6. Gun Control: We collected tweets mentioning gun control issues sincshioetings
on Sandy Hook Elementary School in Newtown, Connecticut, eceinber 14, 2012.
We considered the following keywords to collect dagan control , guns, mass
shoot i ngs andNRAL. As in other networks obtained from Twitter, users are lthke
throughretweets

Note that all the aforementioned networks have a semantatynn the sense that
users interacting and expressing opinions are restricteal $ingle domain or topic. In
Table 2.1 we provide a summary of the main characteristidhege networks, including
number of nodes and edges. For each network, we split nottesommunities, in order
to assess the structural patterns that arise from the séghoenof the graph into groups.
In the case of the networkdni ver si ty, Brazi | i an- Soccer, Politi cal - Bl ogs
andGun- Cont r ol , we have run the community detection algorithm fraed][ a simple
modularity maximization approach provided by tBephf software package. In the case
of the networkNYC- Teans, we separated users into the community of NY Giants or NY
Knicks according to the number of hashtags each user posteding to each team. For
networkKar at e- Cl ub, we employed the ground-truth separation provided4sy}.[The
gun control debate graph was divided into three large coniireanand we leave its analysis
to Section 2.3, after we introduce our novel polarizatioririoe

Tabela 2.1.General Description of Social Networks and derived communities.

network media #nodes | edgetype | #edges communities modularity Q
1-NYC Teams Twitter 19,585 directed | 201,691 | NY Giants fans and NY Knicks fang 0.15
2 - University Facebook 133 undirected | 2,241 graduate and undergraduate studepts  0.24
3 - Karate’s Club friendships 34 undirected 78 followers of instructors 1 and 2 0.35
4 - Brazilian Soccer Teams  Twitter 27,415 directed 156,489 Cruzeiro and Atletico fans 0.39
5 - US Political Blogs blogs 1,224 directed 16,715 liberals and conservatives 0.42
6 - Gun Control Twitter 61,740 directed | 342,449 analyzed in Section 2.3 -

INRA is the National Rifle Association.

2Gephiis available aht t p: / / www. gephi . or g.
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For each pair of communities, we calculate modulagtyT he modularity of a network
guantifies the extent, relative to a random network, to whiertices cluster into community
groups, and the higher its value, more modular the netwdrk4§. Modularity is traditio-
nally formulated as Equation 1 is the number of edgesl is the adjacency matrix;; and
k; are node degrees angs; = 1 if nodes: andj belong to the same community ard
otherwise. Values of) obtained for the datasets we consider in this analysis anersin
Table 2.1.

1 kik;| s;s:+1
=5 % {Aij— ij] AR (2.1)

We first observe that networks induced by domains for whiclewmect polarization
(networks 3, 4 and 5) exhibit a high measure of modularity wbempared to networks 1
and 2. This observation is in accordance with previous wtiresassociate high modularity
to polarization B3]. However, we point out three drawbacks on mapping modyléwithe
sociological behavior of polarization:

1. On communities that arise from contexts where we do nat&xmolarization, the mo-
dularity value is still a positive, moderate value, as in ¢thse ofuni versi ty and
NYC- Teans networks. Modularity for théJni ver si ty network is0.24 (shown
in Figure 2.1(a)), what suggests a network less polarizad®ol i t i cal - Bl ogs,
which exhibits a modularity value @¥42 (Figure 3.1(a)). However, from the sociolo-
gical standpoint, we expect to obseay (or little) antagonism at all between under-
graduate and graduate students.

2. The direct mapping of modularity values into degrees ddgation shows some in-
consistencies when we compare modularity measures obtitywéndependent rese-
arches working with different datal$1], for instance, have found modularity values
not higher thar).18 from the examination of networks induced by voting agreemen
on the U.S. Congress. Although the authors’ goal is to evaltia increase of mo-
dularity over time to conclude that polarization was risargong politicians over the
decades, the maximum modularity measure they found is jogttigher than the value
that [33] found to conclude thaf) = 0.17 is not associated with an evident community
structure on a communication network in Twitter. In prewwgesearches, modularity
Is used more t@onfirman early suspection of polarization, rather than find whethe
polarization exists or not in an unknown domain.

3. Modularity has a known resolution limit problem causedhsyfact that its null model
assumes that each node may connect to any other node of therketvhat is not rea-
listic for large graphsg2]. Therefore, comparing the modularity value across dzifér
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networks is not a good practice if the graphs’ size are vdfgréint [48], which is the
case of the graphs compared in Table 2.1.

(a) Network of Facebook Friends from an Univer- (b) 2004 U.S. Political Blogosphere
sity Department

Figura 2.1. Two social graphs showing a non-polarized network (Facebook dsjen
and a polarized network (Politics). Although the political network is more maogdila

is not clear what is the minimum level of modularity associated with the sociological
phenomenon of polarization.

The conceptual gap between the modularity measure and ¢iw@agical behavior of
polarization, evidenced on these extreme cases, limitsitiderstanding of networks and
contexts where it is less clear whether polarization isnglplace. In the next section, we
will provide details about a novel structural pattern wegmee, in order to better capture the
presence and absence of polarization in communities foarmehd a given domain or topic
of discussion.

2.2 Measuring Polarization on Community
Boundaries

It is known that a significant portion of the structure of aiaboetwork is affected by the
context and the behavior of the nodd$][ Behavioral patterns such as homophiiyif,
social influencej0] and social balancésp] directly affect the likelihood that specific pairs of
users will establish a tie in a social environment. Sinceppétion is a strong, remarkable
sociological phenomenon, we expect that a social netwotkeelsled in such a context of
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opposing and conflicting relationships will induce struatypatterns which are not observed
on general, non-polarized networks.

The link between high modularity and polarization carrlesimplicit assumption that
the absence of positive interactions between nodes (esgsage sharingetweetsand fri-
endship ties) is a sign @ntagonismi.e., a segmentation of social groups due to opposition
and clash of viewpoints. Modularity compares the intermal external connectivity of two
groupsG; andG); it quantifies both homophily (nodes from a community essilohg ties
due similarity) and antagonism (nodes avoiding estabighies with the alternate commu-
nity) through the same equation, and limits the understanaif antagonism in isolation. To
better understand polarization, we propose to seek foaksituctures that highlight the pre-
sence (or absence) of antagonism, since homophily is apattesent both on non-polarized
and polarized networks, but antagonism is expected onhherdtter. Recent work show
that homophily by itself do not explain polarization and giddal social phenomena should
be taken into accoun8f], we thus expect the network structure of polarized so@alorks
to reflect such differences.

With this idea in mind, we focus our analysis on nodes thaatiffely interact with
the (potentially) opposing group. These nodes are partcof@munity boundarywhich we
define, for a group/communit¥;, as the subset of nodés ; that satisfies two conditions:

1. Anodev € G; has at least one edge connecting to commuGity

2. A nodev € @, has at least one edge connecting to a membe¥;ofvhich is not
connected td~;. This is to guarantee thatis connected to nodes which do not belong
to the boundary.

Equation 2.2 formally defines boundaBy ;. In Figure 2.2 we show a toy example of
a network divided into communitigs; (dark) andG, (white). According to our definition,
By = {b,d} andB,; = {1,2}. Note that node does not belong t®, » because it does
not meet conditior2; we exclude it from the boundary because we cannot guardmaee
knows both set of nodes (internal and boundary nodes).

Blﬁj = {UZ' TV € Gi, Eleik|vk € Gj,

(2.2)
Jeir| (v € G, en|v & Gj)J #7}

Nodes fromG; which do not belong td3; ; are namednternal nodesand are grouped
in the set/;, defined by Equation 2.3. In Figure 22,= {a,c} andl, = {3,4}.

]i - Gi - BiJ (23)
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B21
1
@O

C d )\EJ 4

e

Figura 2.2. Toy example of a graph divided into two communiti@s andG,. Setslq,
Bi 2, B21 andI; are defined according to Equations 2 and 3.

We perform our analysis of polarization by analyzing thermmstivity between;, B, ;,
I; andB, ;. These four sets allow us to compare nodes’ choices in ctingeo nodes from
a very different nature. Due to conditidnwe can assess the connections3pf with B, ;,
i.e., with nodes that belong to a potentially opposing grddge to conditior2, nodes from
B, ; also establish contact with a set of nodes which do not cdrinesmy member of the
potentially opposing group. Nodes frofavoid any connection to the alternate group and
restrict their connections to nodes from their own commymépresenting individuals that,
theoretically, are very different from nodes from the othegup, in the case of a polarizing
domain.

We focus onl;, I;, B; ; and B, ; as groups that better represent the (potential) distinct
nature of (potentially) polarized individuals, in comsam to the division betweefy; and
G, that is analyzed by modularity. Our proposal is to compaeedégree of preference of
each node irB, » to connect to members frof or B, ;, and of each node i, ; to connect
to members frond, or B; ,. To perform such comparison, we define two sets of edges. The
first setisE'z, which is the set of edges that connect members fthrto members fronds;:

EB = {an U, € Bi,j VAN Un € Bjﬂ‘} (24)

In Figure 2.2,E5 = {(b,1),(d,2)}. These edges are evidence of interaction between
the two distinct groups. To contrast with these interacjome also definé’;,,; as the set of
edges that connect boundary nodes to internal nodes:

Eint = {emn Uy, € (BLQ U 3271) Nv, € (Il U ]2)} (25)

In the exampleFE;,.; = {(a,b), (¢,d), (1,3),(2,4)}. The modularity for this commu-
nity configuration i) = 0.30, what indicates a reasonable level of segregation among the
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two communities. However, let us examine the decisionstalieeach node at the boundary
in establishing their connections. Consider nodehich has a node degrééh) = 3:

1. (b,1) is a cross-group edge and belongdig;
2. (b,
. (b,

3. (b, d) is neither an internal edge, nor a cross-group edge.

a) is an internal edge and belongsag,;;

We consider thab did not exhibit any type of antagonism to members of the other
group; since it established tamenumber of connections t#,; and ;. Note that the
same reasoning is applicable to the remaining members didghedary,d, 1 and2. The
network from Figure 2.2, according to our principle, doesadibit polarization. Note that
edges(b, d), (a,c), (1,2), (3,4) and(e, 2) are intentionally not included in this evaluation,
since they capture more homophily between nodes than antagdetween groups.

Equation 2.6 generalizes the comparison among the comitgctioices that nodes in
B, ; make while connecting to members frainor B;,. For each node belonging to the
boundaryB, we compute the ratio between the number of edges it hds, in(which we
call d;(v)) and the total number of edgesif,; andedges inFz (which we calld,(v)). We
compare such ratio with the following null hypothesis: eackle spreads its edges equally
between internal nodes and nodes from the other commupniigs in the range (-1/2,+1/2);

a P value below) indicates not only lack of polarization, but also that nodefie boundary
are more likely to connect to the other side. Converselyyvalue greater than zero indicates
that, on average, nodes on the boundary tend to connecetoahhodes rather than to nodes
from the other group, indicating that antagonism is likelyoe present. In the case of the
communities shown on Figure 2.2, = 0, since all boundary nodes established the same
number of connections to internal nodes and to nodes froralttmate community.

1 d;(v) B
P= 152 [d;w) ) (2.0)

P is somehow similar t&-1 Ratio[85], a social network measure that compares the
relative density of internal connections within a sociabygy compared to the number of
connections that it has to the external world. It was usedhéncontext of organizational
networks and was designed to demonstrate how informal me$nossed formal internal
group structures; here we use the similar idea of compaiffitigeoratio of internal/external
edges, but with the goal of measuring polarization in mind.

Absence of Boundary.While traditional community quality measures such as modu-
larity are relatively high for a network comprised of twolested communities, our polariza-
tion metric cannot be computed whén= (). While this case can be interpreted as a network
of very high polarization, we consider that it is more reagua to state that it is not possible
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to assess polarization between two isolated communitiiese & can be the case that each
group does not know each other at all. The intuition hereastte hypothesis is not verifi-
able, since the groups do not have any interaction and weotguolarantee that there is any
polarization. It corresponds to asking whether there isudtion between human beings
and extraterrestrials.

Tabela 2.2.Modularity @ and Polarizatior? for networks described in Table 2.1.

network media modularity @ | polarization P
1-NYC Teams Twitter 0.15 -0.002
2 - University Facebook 0.24 -0.24
3 - Karate’s Club friendships 0.35 0.17
4 - Brazilian Soccer Teams  Twitter 0.39 0.20
5 - US Political Blogs blogs 0.42 0.18

In Table 2.2 we compare values of modulaiifyand polarizationP for the set of da-
tasets we consider in this work; networks are sorted acegrtti their modularity values.
Although higher values oP tend to correlate with higher values @f we can observe an
important difference with respect to the sign of the measuatues. For the network compri-
sing supporters of New York City football and basketball teghY Giants and NY Knicks),
our metric P detects absence of polarizatioR & —0.002), suggesting that although fans
are divided into two groups, they do not oppose each othes.i$lifferent from network 4,
which comprises fans of two rival soccer teams from Brazithis case our metric indicates
that there is, indeed, polarization among such fans=(0.20). TheUni ver si t y network
exhibits a negative valuB = —0.24. This result is consistent with recent work that examine
the overlap between communities in social networks andladed that the overlap tend to
be denser, in terms of number of edges, than the group theessgl’Z. The boundary
connects users that share common interests and backgrsuctuas supporting both NY
Knicks and NY Giants or having attended high school and gelt®gether. In the case of
polarized communities, such pluralistic homophily is nagent.

In order to highlight the differences in the structure ofgkrpolarized and non-
polarized online social networks, we compare in Figure B& node-specific values of
% — 0.5, which we callP,, for each node» on the boundary of each network. The
number of nodes witl?, < 0.5 is very limited on the polarized network of Brazilian soccer
rivals, indicating their likelihood to connect to internades rather than endorsing (retwe-
eting) adversaries. Note, also, that the slope of the cwwrmdd by points withP, < 0
on the polarized network is more inclined, reflecting thatlesface resistance to connect
to the boundary. We interpret such difference w.r.t. slapa genuine manifestation of an-
tagonism. In the curve of the non-polarized network, howetree slope before and after
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P = 0 is roughly the same, indicating that nodes present the séeléhbod to establish
connections, what we interpret as a sign of absence of patan.

0.5
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0.2
0.1
g 0
-0.1
-0.2
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-0.4

_0'5 I I I I
0 500 1000 1500 2000 2500

node v

Brazilian Soccer Teams Communities +
NY Giants vs NY Knicks Communities

Figura 2.3. P, for users belonging to Twitter communities debating Sports. A polarized
social network is characterized by a small number of nodes that prefes-boundary
connections P, < 0).

2.3 Opinion Analysis on the Gun Control Debate

In this section we use the polarization metfave introduced in the last section to analyze
opinions expressed on the gun control issue in Twitter. Té®ate around gun control laws
has long history in the United States and is often presenbiitiqgal debates3]. Events
related to the issue, such as the shootings in the Sandy HeokeBtary School in Con-
necticut, on December 14, 2012, unleash bursts of strongar@ on the topic. From that
date until February 10, 2013 we collected 3,816,137 tweetstioning gun control-related
keywords. Since gun control is a typically polarizing tgpie attempt to use the network
structure to interpret, predict and analyze opinions esged regarding the issue.

When plotting the social network induced bgtweetson Gephiand executing the
modularity maximization algorithm from2fl], we got the three communities shown in Fi-
gure 2.4. We start by computing modulari®yfor each of the three pairs of communities:
the modularity between the leftmost group (colored in gyesamd the rightmost group (in
yellow) is Q = 0.47; while modularity for communities 1 and 2 ¢ = 0.31. Finally, the
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Figura 2.4. Communities obtained from gun control debate on Twitter. Nodes are users
and edges represemetweets From the left to the right, we refer to them as communities
1 (green), 2 (blue) and 3 (yellow).

modularity between groups 2 and 3Js= 0.26. Although we expect the most distant groups
to have conflicting opinions and viewpoints, the lack of a enmrecise measurement of how
polarization limits the understanding of the opinion shgrpatterns among nodes. Does
group 2 has a different, third opinion in comparison to gr8upr do they share a common
viewpoint, and the division into two communities is causgather factors? This answer is
not provided by the analysis of the modularity metric bylftdeecause we do not know in
advance whethep = 0.26 is high enough to state that there is antagonism between cemm
nity members, or if such threshold exists and is dependetiteo§ocial media platform or
the nature of the interactions.

To gain insights on the relationships between the groupscalaulate the metrid®
we proposed for each pair of communities. Results are showabie 2.3. By analyzing
the ) values, it is not immediately obvious what are the sharing) @mflicting opinions
between groups. However, our polarization meffiprovides better clues on the opinion
sharing patterns. Communityis predicted to be polarized with communitizand3, with
P = 4+0.23 and P = +0.32, respectively. On the other hand, our metric predicts that
communitie2 and3 have no polarization at all{f = —0.14). On the contrary, & value
significantly below zero means that nodes in the boundargt terestablish more cross-
group connections than expected. By manual verification ahgode of the profiles of users
belonging to each group, we concluded that graup dominated by conservative voices,
while liberals are concentrated on grosyp Group?2 is dominated by independent opinion
holders.

In Figure 2.5, we plot the distribution a®, for the boundary nodes for each pair of
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Tabela 2.3.Modularity () and Polarizatior? for Gun Control debate.

communities | modularity @ | polarization P

GC-1and GC-2 0.31 +0.23

GC-1and GC-3 0.47 +0.32

GC-2 and GC-3 0.26 -0.14
0.5 . . : :
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0.3 1
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Figura 2.5. P, for users nodes belonging to Twitter communities debating Gun Con-
trol. On the pairs of polarized communities (1-2 and 1-3), few nodes es$tahbise
connections with the alternate group than with internal noégs< 0).

communities. We can note a clear difference in the shapeeafuhve corresponding to the
pair of communities 2—3 in comparison to 1-2 and 1-3: in a&ofdito a significant number
of nodes withP, < 0 on the non-polarized network, the smooth transition frordesothat
are more likely to connect to internal nodes from nodes thatnaore likely to connect
to boundary nodes contrasts with the quickly decrease irptiarized curves, indicating
that the boundary reduces the likelihood of connectionsngas a barrier. Moreover, the
difference in modularity) for pairs 2—-3 and 1-2 is just05, however their structure is
fundamentally different, as Figure 2.5 shows. We belieat the different distributions we
found may support the building of graph generation modeds bletter represent polarized
and non-polarized social networks.

In Table 2.4, we present some of the most popular tweets ghdostenembers from
each community comparing statistics, facts and gun regakafrom three other countries —
China, Australia, and Canada, in addition to the United Kimgddweets from group show
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Tabela 2.4. Popular Tweets on Gun Control debate since Newtown Shootings, on De-
cember 14, 2012, for each community shown in Figure 2.4. Confirmation bipsla-
rized debate makes people focus on facts that confirm their previousmopin

group Twitter user tweet #RTs

1 @tillerylakelady 2 those of you Whlmng about #gun control-a madman used a KN8FEab 20+ kids irChina today. 7
Its not about guns,its about mental health.

1 @JohnGaltTx Since theAustralia Gun Ban, the following increased: 12
Armed Robberies +69%, Assaults with Guns +28%, Gun Murde®84; Home Invasions +21%

1 @Gere341 TAKE NOTE LIBS- Canadais a gun controlled country. 16
Yet there was a deadly Mall Shooting last June Someone WarﬁSeﬁ:gessZguns theyWill

1 @RightCentrist 466 violent crimes per 100K pplin the US, 2034 violent crimesIg®K ppl inUK 14

- Statistic says it all - gun control fails.

22 children inChina attacked with a knife today, no deaths.

2 @alexblagg . \ . 182
Senseless violence can't be prevented. Gun violence can.

5 @jasonwstein 18 school shootings iAustralia before 1981. 19

! They banned semi-automatic weapons. No big school shoofinggs. via @cnbc
5 @igorvolsk 9,000 people killed with guns Tast year. 12
; Y In similar countries like Germany, 17QGanada, 150. There is a reason for that.
) 51 people were killed by guns in thé&K in 2011. 51.

2 @Tinkerbell_ In the ENTIRE year. USA 8,583. Now say gun control does notkwor 10

3 @Estherkramerl. 22 hurt by knife attack ifChina vs. 20 kids dead via gun in USA. 14
Crazy people kill but guns help them out a lot. #GunContreiNo

3 @rationalists 1996: Gunman kills 35 in Port ArthuAustralia. 57
1997: Australia bans guns. 2012: Massacres since 1997: NONE

3 @sean_dixon In Canadawe waich the same films as in the US. 11

- We play the same games, have the same mental health issues. Sdheldifference? #NRA
3 @Good Beard 5 times as many murders per head of population in USA &Kin 53
- Do you think thats because Americans are 5 times as evil or have guos?

a clear pro-gun rationale, and an anti-gun position for gsduand3 is also evident. The
content posted by users, therefore, is in accordance to #asunement of our polarization
metric. More interestingly, each group attempted to usessitss from each country in their
favor; the same country is used as a case that favors gurs righdup1) and as a case

that favors gun control (grougsand3). The focus on evidences that reinforce previous
opinions is a cognitive bias known as confirmation bie7. In the case of China, Twitter
users comment on theamefact — the attack of children with a knife-armed man — and yet

they use the fact to reinforce contrasting opinions. Sua@npmenon, known in the social
psychology literature abelief polarization[109, is one of the strongest evidences that a
group of individuals is divided into polarized groups. Nat@t our understanding of the

relationship between the three groups provided by our alton metricP allowed us to
quickly find such contradicting opinions, and our methodglanay support sociological
studies on polarization of opinions based on social media da

2.4 Concentration of Popular Nodes Along the

Boundary

In this section we investigate another structural charetie that may help on the identifi-
cation of polarization — the concentration of popular (haggree) nodes in the boundary.
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Since polarization is associated with antagonism, we éxpaaular nodes to be present far
from the boundary, as strong representatives of their guoeyppoints that do not find en-
dorsement from the opposing side. On the other hand, we erpeepolarized communities
to promote the existence of high-degree nodes in the boigsjaince such nodes are more
prone to enjoy popularity from both sides.

To measure the concentration of high-degree nodes in thedaoy we build, for each
social network, two ranks andr,. r is a rank of all nodes in the graph sorted by degree, in
descending order of popularity, ranks the same nodes, but accordingyta.e., the number
of cross-boundary connections. We then use Spearman’soarédation coefficient]47] p
to capture the statistical dependence betweamdr,. Spearman’s correlation captures how
well the relationship between two variables can be desgrdyea monotonic function and
its value ranges from-1to +1. p(X,Y’) = 1 means that variabl¥ is a perfectly monotonic
function of X. In our context, a higlp means that high-ranked nodes in the graph tend to be
also high-ranked in the boundary, indicating a concermnadif high-degree nodes along the
boundary. A lowp indicates that many high-degree nodes in the graph aredaked inr,,
what indicates that there is a significant number of popusales which do not belong to the
boundary.

Figure 2.6 compares overall and boundary ranking positifmisnodes in the
Uni ver si t y social network. Note that high-ranked nodes tend to also be high-ranked
in r,, andp = 0.84 indicates that the network promotes a convergence of popoldes to
the boundary. We interpret this result as a strong indioaticabsence of polarization.

In Figure 2.7 we show andr, for the nodes belonging to non-polarized communities
2-3 in the gun control network. This graph is better intetgutevhen compared to Figu-
res 2.8 and 2.9, which exihibit the corresponding resutpédarized communities 1-2 and
1-3, respectively. Since nodes that exhibit the same degedé=d in the rankings, we added
to each rank position a random value between 0 and 5% of itdwtbs/alue to allow a better
visualization of point density. Note that, in Figure 2.7agge number of high-ranked nodes
in r are also high-ranked boundary nodesjnA large concentration of nodes is observed
in the range 1-5000 of andr, in this pair of communities, in comparison to Figures 2.8
and 2.9. Thep value is also significantly higher in the case of Figure 2.7(0.70), sup-
porting our intution w.r.t. the relationship between th@oentration of high-degree nodes
along the boundary and the existence of polarization.

Table 2.5 showg measurements for the other social networks we considerisn th
work. We note that, although polarized networks tend tol@klower values op, this is not
always true. The U.S. Political blogs has a concentratigmopiular nodes in the boundary
which is equivalent to the NYC-Teams network, despite of iffer@nces in botl) and P.

A possible explanation for such differences is that thetjali domains count with many
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Figura 2.6. Concentration of popular nodes in the boundaryor ver si t y network
—p = 0.84. The high value op indicates absence of polarization.

Tabela 2.5. Modularity ), PolarizationP and Spearman’s Correlatignfor networks
described in Table 2.1.

network media modularity @ | polarization P P
1-NYC Teams Twitter 0.15 -0.002 0.65
2 - University Facebook 0.24 -0.24 0.84
3 - Karate’s Club friendships 0.35 0.17 0.62
4 - Brazilian Soccer Teams  Twitter 0.39 0.20 0.39
5 - US Political Blogs blogs 0.42 0.18 0.65

media outlets that connect to both sides and thus gain pafyulathe boundary, despite the
polarized context.

2.5 Conclusions

In this part of this work, our goal is to demonstrate thatétare of polarization of opinions
in social networks has focused attention on dompmsiously knowmo induce polarization;

as a consequence, the necessary and sufficient structaralctdristics of polarized social
networks were unclear. We perform a comparison betweerripethand non-polarized
networks and propose a new metric designed to measure theedeigpolarization between
two communities. Unlike modularity, which simultaneoustgasures homophily and an-
tagonism between groups, our metric focus on the existemcalsence) of antagonism
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Figura 2.7. Concentration of popular nodes on the boundary — Gun Control communi-
ties 2-3 —p = 0.70. The high value op indicates absence of polarization.
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Figura 2.8. Concentration of popular nodes on the boundary — Gun Control communi-
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between the groups. We consider nodes’ decisions towardsecting to users who belong
to the other (potentially opposing) group, in comparisogdanect to members of its own
group. Furthermore, we also show that polarized networnkd te exhibit a low concentra-
tion of high-degree nodes in the boundary between two conitrasn

One aspect that we do not took into account in our metriceigtbup sizes; they make
the implicit assumption that group sizes to not differ siigaintly. Extending the formulas to
account for group sizes is left to future work.

In practical applications, we believe that modularity amal metricsP andp can be
used together and complementarily, helping in raisingewie whether a topic discussion
embedded in a social network is subject to polarization. Asml demonstrate in the next
Chapters, the particular structural characteristics oflarped social network enable tasks
such as sentiment analysis to be addressed based on weiftkmehavioral patterns that
arise in such a setting.



Capitulo 3

Finding Community Structure and
Community Relationships in
Multipolarized Social Networks

As we discussed in Chapters 1 and 2, a polarized discussidteisrelated to a strong bias
on opinion holders. Bias has been extensively studied byokmists as a characteristic
of people or entities which holds @artial view regarding a topic or issue and therefore
lacks neutrality. We can find bias in almost any scenario @/lo@inions are expressed, and
common contexts where bias can be easily spotted are Bplports and debate on public
policies B4]. It is observed both on ordinary people and on the mainstreeedia [L19,
which can be biased both when selecting which events areedwand on the veracity of
their coverage45].

In general, biased opinion holders exhibit one or more offttlewing characteris-
tics [161]:

¢ lack of proper balance and neutrality in argumentation;
e lack of proper critical doubt;

¢ the existence of a personal interest from the arguer in theome of the argument or
discussion.

Taking decisions based on biased judgments is a pervasamatbristic of human
behavior which results fromognitive biaseswhich are systematic errors on judgment and
interpretations13]. Such errors can be produced by emotional and moral regsank as
the case when the arguer has an interest on the issue), butaaisbe caused by subtle,
irrational characteristics of human reasoning. A wide diktcognitive biases that affect
human thinking and how they express their opinions abous faave been identified in the

29
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last six decades by social scientists and psychologistd.[ Some of the most pervasive
biases that affect people’s opinions are:

e Confirmation Bias: Confirmation Bias is a cognitive bias which makes people in-

terpret new evidence in ways that confirm and reinforce theefsethey already
hold [114; 133. It is sometimes referred as one of the main flaws on humasorea
ning [127). It causes a selective thinking whereby one tends to natnckto look for
whatever confirms his or her beliefs, and to ignore, not laokdr undervalue the re-
levance of what contradicts these beliefs. A classical gtamf confirmation bias on
a discussion is the case of soccer fans which are sure thataams are always in di-
sadvantage in referees’ decisions: since they alreadythisignegative) opinion, there
is a high chance they will pay attention on subsequent refereistakes against their
teams and do not pay the same attention to mistakes in faswitdams.

Another interesting example on how confirmation bias matsfevas discovered by
researcher Valdis Krebs while analyzing book purchasiegds during the 2008 U.S.
Presidential Elections. He found that people who alreagpstied Barack Obama ten-
ded to buy books that praised him, while people that disl®bdma had an increased
chance of buyings books which were critical to hi&®]. In other words, if someone
has a favorite presidential candidate, he or she is moréylikepay more attention
and give more credence to information that is favorable ho, lsind negative to other
candidates{3], and such confirmation bias will inevitably lead us to givers posi-
tive opinions on people and subjects we already support amd megative opinions on
what we already were against.

Motivated Reasoning: Motivated reasoning is the process of subjecting inforomati
that contradicts our previous beliefs to greater scrutintinformation that confirms
our existing beliefs167. Motivated reasoning is a clear manifestation of the faat t
the goals and motives one have in mind affect their reasdifigin other words, we
prefer to believe in our existing beliefs because it is “edsihan examine new con-
tradictory information, in an effort to maintain existingaduations. Reasoning away
contradictions is psychologically easier than revisingfeelings. In Politics, motiva-
ted reasoning has been shown to manifest when voters acnigrenation and deter-
mine whether that new information supports or opposes ttaididate expectations.
Instead of decreasing their good evaluation on their preflecandidate, the opposite
may happenl34.

Hindsight Bias: Hindsight bias is a cognitive bias that is related to the éecyg pe-
ople have to view events as more predictable than they rasdly After an event has
taken place, people often believe that they knew the outcointbe event before it
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happened]14; 167. Hindsight bias is also known as the “I-knew-it-all-alopgeno-
menon”. This bias affects opinions since people criticiteeo people and facwfter
the event has happened, suggesting that they had a prediepability that they actu-
ally do not have. Such bias is pervasive in domains such adsSpowhich opinions
such as “I knew the Giants would defeat the Patriots in theeSBpwI!” and “I knew
they should have changed quarterbacks” are commonplack [

¢ Self-Reporting Bias: When people report to others about their feelings and thg dalil

events that happen with them, they are often biased in tteegbat what they report is
not a random sample of what they feel. This is specially trugocial media systems,
where people make a decision in posting an opinion or notraipg on whether they
think it will be of interest of their friendsd2]. An example of such self-reporting bias
Is that we are more likely to see people tweeting about dngpkvine than drinking
water, even though the latter action is much more frequemt the first. For the matter
of analyzing opinions, we have to keep in mind that peoplebmmore motivated to
express positive or negative opinions depending on theasiceiand this bias can affect
the interpretation of sentiment expressed in social meditems [ g).

Note that, in different ways, most cognitive biases leaddpmion holder to keep,
justify and reinforce greviousopinion or belief, while new events happen regarding the
issue he or she is judging. Sometimes bias is so strong anq@ngo holders that it can
lead to two people with different biases draw different dosions after examining theame
evidence, a behavior known a#titude (or belief) polarizationi8]. In a seminal experiment
conducted by 109, subjects who were selected because of having differemwtsion the
death penalty were pulled further apart after reading theesassay about the death penalty.

The connection between cognitive biases and polarizasighat, on a polarized de-
bate, most people already have such “previous” opiniors tiheir favorite candidate/party,
their preferred soccer team, if they are in favor or agaiostesgovernamental decision etc.
In some cases of extreme bias, the opinion holder can bedsyesi almost as a proxy for
the opinion itself [50. For instance, someone who clearly supports a candidate elec-
tion will tend to post positive comments about him and negatiomments about his/her
adversaries on a regular basis.

As a consequence, quantifying the opinion holder bias tdsvartopic may be of great
help in predicting opinions. On the remainder of this Chapter assume that opinion hol-
ders sharing a similar viewpoint will cluster themselveas tcommunities in a social network,
and devise a method to accurately find the communities tHeessand the polarity relati-
onships among communities — a crucial information on ptedjopinions regarding entities
that belong to individual communities, as we will later dersirate.
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3.1 Finding communities and community
relationships in social networks

Directly identifying the manifestation of cognitive biadested on the previous section would
be challenging, since each cognitive bias would need to liefed and captured separately.
Our strategy is to make use of tlsecial interactionsamong social media users to try to
infer their individual biases regarding a polarized topic We hypothesize that opinion
holders carrying a similar viewpoint with respectfowill naturally group themselves into
communities — a set of clusters containing nodes that esitalihks more frequently to
nodes belonging to the same cluster than with nodes frorardiit clusters{7]. The study
of algorithms that find meaningful communities in graphs amate specifically in social
networks is an established and field in network analysis;trobthese algorithms seek to
maximize a criteria of link density inside communities anishimize it across communities,
leading to well-known approaches such as modularity maaton (9], random walks and
spectral analysisl|71].

Standard community mining on unsigned graphs, however,ad@utput the relati-
onship among thé&l communities found. Is the relationship between each o({jw)epairs
of communities antagonistic, supportive or indiffereneda each other? Finding such rela-
tionships is of great importance not only to the social sosnbut also to support the design
of algorithms that exploit the network structure in conjumc with opinionated text expres-
sed to better perform tasks such as recommendation, settanalysis and news curation
on online social platforms2p; 150, 53; 103, as we will later detail in this dissertation, in
Chapter 4. In the social network analysis literature, comiguwelationships are usually
found through different approaches:

e Inferred from the domain. In many contexts, it is previously known that the domain
of discussion induces polarization among a pair of comnesdnd stimulate a social
group to divide itself into two sub-groups with conflictinggwpoints regarding a topic.
Political ideology, same-sex marriage, gun control, abortimmigration and global
warming are only a few examples of scientific, moral and 3aliésive issues that are
known to become dominated by increasingly extreme andgtpposite opinionsyz;
121; 73; 163 and generate well-separated social communities, as simavdiverse set
of social media systems such as Twitter and the BlogospBefS]. As an example,
Figure 3.1 shows the division on opinion holders writing @bd.S. Politics on two
different social media platforms. Figure 3.1(a) (extrddi®m [3]) displays the U.S.
political blogosphere during U.S. 2004 Elections, whilgufe 3.1(b) shows a similar
pattern on Twitter, during the 2010 U.S. Congressional midtElections (B3]). In
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such settings, no specific analysis on the polarity of thesltrossing the communities
is performed; the antagonism is implicitly assumed due ¢qaiblitical domain and the
modular division of the social graphs into two communitiéstdrically known to be
antagonistic.

e Inferred from a signed graph. Uncovering polarity relationships among communi-
ties do not bring significant additional challenges apamfifinding the communities
themselves if we have access tsigned graph- a network whose edges are expli-
citly labeled as positive or negative{, 98]. If that is the case, communities can be
found through algorithms designed to mine signed netwoauks &s p1; 170. After
the communities are determined, the proportion and volufheositive and negative
edges flowing between each pair of communities will direatiyeil the relationships
of support, antagonism or indifference between commujié1].

(a) 2004 U.S. Political Blogosphere (b) 2010 U.S. Political Twitter

Figura 3.1. On the left, a typical bipolarized social network showing the division of
political blogs into two communities — liberals and conservatividgédges are web
page citations). On the right, a similar division on Twitter (edges are retweéls
separation of nodes into two clear communities is a strong pattern obserpethozed
discussions. Usually, no explicit analysis on edge signs is performetthaaitagonism

is assumed because of the domain of analysis.

In this Chapter we aim to analyze social networks which do albirf those two cases.
We are particularly interested in inferring polarity retaships among social communities
in settings that follow the following properties:

1. Multipolarization ( K > 2). While the majority of research on social network analysis
of polarized discussions has focused on the classical ddspaarization — charac-
terized by the emergence of exactly two conflicting grousesenting two opposite
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viewpoints, as shown in Figure 3.1, we are interested on dmwehere more than two
viewpoints and discussion sides that interact with resfieet topic arise: think, for
example, of multipartisan political systems (as in Brazi)Figure 3.2, we plot in dif-
ferent colors the three largest communities found in a netwbretweets and replies
obtained from Twitter during the 2014 Brazilian Presiddnibections, representing
groups of people formed around the 3 main candidates (Dilmessadf, Aecio Neves
and Marina Silva). Differently from the bipolarized poti#il landscape from Figure 3.1,
on multipolarized discussions we observe more complexioalships and interactions
between social groups, rather than the support versusamsag dualism. On the bi-
polarized case, once you find the leaning or preference araougroup toward a topic
or issue, their viewpoint regarding the opposite viewp@mmplicitly determined. For
instance, the determination of the community of supporérsro-choice in abortion
discussion implicitly carries their antagonism and disagnent with respect to the pro-
life side; the same rationale applies to the division of rsodé democrat/republicans,
pro gun-control/pro gun freedom etc. However, when theeerar> 2 possible si-
des one can belong to, the identification of an individual aseanber of a community
does not necessarily implies on a notion of antagonism wgpect to all the remaining
K —1 groups. He/she can be indifferent, or neutral, to a subgeeatmaining groups,
or can support more than one group simultaneously. On apoldtized social graph,
once we find that an opinion holder belongs to a communityphiser preference re-
garding the other sides is not automatically determinedveedeed to explicitly find
the negative opinions regarding each side, if they existthis Chapter, we propose
an automatic method of finding negative messages postedaoia setwork formed
by (potentially) antagonistic communities which requiasssupervision a small set of
positive seeds (i.e., users or messages) that convey apqsilarity with respect to
each community.

2. Unsigned network. On general purpose online social networks such as Facelmbk a
Twitter, there is no explicit positive and negative signsaded on the edges, and for
most tasks all edges are assumed to be posiiivg B8]. Edges in such networks are
created by two main types: message broadcasts (e.g., tefwsbares) and communi-
cation interactions (replies, or comments). Both are inft@r@mbiguous regarding to
the polarity of the sentiment they convey. Replies, as on wegletinks, do not carry
an explicit sentiment label and can be either positive oatieg [97; 176. A message
broadcast, on the other hand, tends in most cases to be & sigitaeement; in fact,
first works on behavioral analysis on Twitter defined retweest a strictly positive in-
teraction R€]. It is known from empirical observation, however, that pleoalso use
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Figura 3.2. Network of retweets and replies obtained from Twitter show 3 communities
formed around the 3 main candidates in the 2014 Brazilian Presidential Ekclibe

(233) pairs of communities do not necessarily share mutually antagonism, andristago
for each pair can exist in different intensities. Comparing different$eskantagonism
between each pair of community is a challenge that is not present on bipdiaozial
networks.

broadcasts to convey a negative sentiment with respecetmgssage’s author or its
content. “Retweets are not endorsements” is a common linedfau biographies of
journalists and think tankers in Twitter, while some peagitare stuff that they vehe-
mently disagree with only to show the idiocy of the people/tbppose. In summary,
retweets and shares can be used as a “hate-linking” stratégking to disagree and
criticize, often in an ironic and sarcastic manner, ratheantendorsel54. One can
also broadcast the original message and add commentsfteit,io disagreement with
the original content, what also contributes to turn retweeto an ambiguous signal
with respect to the sentiment being conveyed in that intenac

In the context of multipolarized communities in unsignetivarks, we make two main
contributions. First, we demonstrate that the simplifyasgumptions valid for bipolarized
social networks do not hold when we go to the> 2 case. Multipolarized social networks
unveil subtleties and inconsistencies that are “hiddentraditional bipolarized networks
on which current research focuses. In particular, we folmatl tcommunities that am@ore
antagonistic share each other’s conterare often, what can be easily misinterpreted as a
signal of support by naive network models. On a bipolarizedas network, such behavior
does not manifest as a problem, but as we will show later & @hapter, it significantly
harms the understanding of group relationships when mame 2hcommunities arise with
respect to a topic.

Our second contribution is to propose a strategy to makeesgfingroup relationships
in multipolarized social networks, in settings where the aforementioned approaches are
not applicable, i.e., the domain does not imply that antegorms the dominant relationship
between every pair of communities, and edges signs are migtlyaavailable. To make
sense of the relationships between multipolarized comtiesrnd deal with the ambiguity
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in the signal provided by retweets and replies, we proposarnploy a more reliable signal

to detect antagonism: thHack of interaction between some specific sets of users and mes-
sages. These sets are defined in a way that only messages thrathe boundary between
communities are considered, in order to provide a strongefidence that users that do not
react to a message are doing so because of disagreemengaanisb they are not aware
of such messages. Such messages, inferred from a negagilreitii@eedback strategy, are
then considered asegative seed$rom which we propagate random walks that identify the
degree of antagonism with respect to an entity in the whateabgraph.

This Chapter is organized as follows: Section 3.2 discusdated work on polariza-
tion, signed networks and analysis of antagonistic comtiami Section 3.3 analyzes two
Twitter social graphs build over interactions on Politiosl&occer topics to empirically de-
monstrate that, on multipolarized social networks, the@massumptions made by analysis
on bipolarized social networks are ambiguous and mislgaddn Section 3.4, we present
our model that correctly identifies the relationships ammdtipolarized communities.

3.2 Related Work

Our work focuses on community detection and the relatiggsslimong the communities
in a setting that lies in the intersection of two fields in tloeial network literature: social
networks subject to polarization and signed networks.

From the sociological perspective, polarization can bentdly understood as a state
that “refers to the extent to which opinions on an issue aposed in relation to some theo-
retical maximum”, and, as a process, itis the increase ih spposition over time, causing a
social group to divide itself into two sub-groups with coctilig and antagonistic viewpoints
regarding a topicJ49, 74; 121; 132. Understanding polarization on online discussions and
the social structures induced by polarized debate is irmpbldecause polarization of opini-
ons induces segregation in the society, causing peopledifdrent viewpoints to become
isolated in islands where everyone thinks like thémd. Such filter bubble caused by social
media systems limits the exposure of users to ideologiclgrse content, and is a growing
concern 5; 11].

Polarization has been measured when interactions are ktoWwave a predominant
positive or agreement tendency; for instance, one can measdia bias by simply counting
the number of times a particular media outlet cites varimusces, and compare this to the
citation rates of those same sources by congressmen; fhiisaagh, for instance, unveiled a
strong liberal bias in the US news medid.f]. In such analysis, there is a strong assumption,
not always made explicit, that a citation is on average p@sitStudies adopting similar
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assumptions have categorized political blogs accorditigeio political bias and analyze the
communication patterns and network structure that diffepelitical views induce3]. Bias
in political blogs has also been used to predict the bias litigad articles in the online news
media pb3], by, again, counting the number of liberal and conserealilogs that cite each
article. A similar strategy has been employed 6Y]] but considering Twitter followers as
the primary evidence of bias.

The vast amount of work on polarized social networks, botthersocial and computer
sciences, limit themselves to analyze the traditional cddevo conflicting sides: liberal
versus conservative parties, pro-gun and anti-gun vom®@schoice and pro-life33; 107,

3; 175 169. Our work aims to characterize and model scenarios whene ri@an two
communities respond and discuss a topic, as a way of clagiffnese hidden assumptions
made by polarized social networks analysis that have beeduoted on previous research,
as will become clearer on the next sections.

Our research also relates to another specialization ofiknetwork analysis which
so far has been done independently from polarization ssudisigned graphs. Structural
network characteristics such as distances, clusterinffideats and centrality have been
measured in signed social networls] and supervised approaches that aim to classify ed-
ges into positive or negative have been of great interesintbc[98; 97]. When the edge
signs are known, extending community detection algorittordeal with negative edges is a
natural path that has received some attention recedilyl[70; 171; 109. In such cases, the
relationships among communities is easily reflected by thmber of positive and negative
edges flowing from the source community to a target community

Since we are interested in social networks extracted fratfiqgrins such as Twitter and
Facebook, where broadcasts and replies can be eithernveasitnegative, community de-
tection algorithms that receive as an input a signed netam@lot directly applicable. Very
few works try to infer edge signs from a network of unsignede=dfL73; some works ex-
plore evidences of agreement or disagreement to predisigheof the edges in the absence
of ground truth information. For example2;[9] build NLP models based on the surroun-
ding text of a paper citation to predict the polarity of a tda, while [L58 have explored
edits on wikipedia content as evidence of disagreementdmtwisers.4] have noticed the
fact that comments and replies on newsgroups tend to irdéisagreement, a consequence
of the fact that when you disagree you have more to say them wbe agree; agreement
usually implies on being redundant on what has already baie{&3]. Another line of re-
search has been to mine the te&®;[67] associated with users communication to infer their
relationships.

While many works recognize that negative links are generadiyexplicit in social
media, many works try to infer them assuming that the obskimteractions are posi-
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tive [89; 151]. While retweets are still widely seen as a positive intacactmore recent
works started to investigate negative aspects of retwgesinch as fake retweets that arti-
ficially boost users’ popularityq7]. Our analysis, however, see retweets with a negative
polarity as legitimate interactions. Many users, inde&@ss in their bios that “retweets are
not endorsements”.

Our work borrows from both lines of research in social nekwanalysis because,
although we still base our work to domains subject to poddian that lead to the formation
of communities, although we do not automatically assigrmgonism among all pairs of
communities. On the other hand, we do not have access to edsmyaph, we do make
assumptions regarding the distribution of edge signs — haitiat users, most of the time,
establish interactions that are positive with respectdr ghoint of view.

3.3 Community mining on a network of retweets

Our goal in this Section is to empirically demonstrate what the implicit assumptions
assumed by network analysis of bipolarized unsigned saei@borks and how they lead to
misleading conclusions when applied to networks that eenfagn online discussions that
induce the division of opinion holders into more than two conmities.

We used Twitter’'s Firehose API to monitor a topic that mdgvantense debate and
discussion on online media in general and thus are suitablarfalysis of formation of
antagonistic and conflicting communities: SpofS8;[166. More specifically, we collected
tweets about the 2010, 2011, 2012, 2013 and 2014 editiotedtazilian Soccer League.
We collected mentions to the 12 largest Brazilian soccer $eamd related keyword, such as
goal, penalty, yellow card, offside, among others. TablepgBovides details on the dataset.

Tabela 3.1.General description of the dataset on Brazilian Soccer debate colleated f

Twitter.
information Brazilian Soccer dataset
period 2010-2014
# entities 12
# tweets 107.0 million
# retweetqRTS) 22.2 million
#replies 8.3 million
# users 14.1 million

Different graphs may be built based on these data. We chasmtihe methodology
that is more commonly adopted by the literature: a grépl, F) is built whereV is the
set of users and’ is the set of directed edges, whetg,(u2) is in F if u; has retweeted or
replied to a message posteddyduring the period of analysis$ 33]. For this graph, we
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run a standard community detection algoritm (MCU]) to find groups of users that interact
more frequently within the group than with members from otjr@ups. As expected, users
self-organize into communities around the most relevatities associated to each topic.
Figure 3.3 displays the communities formed around the sarfgeazilian soccer teams.

Figura 3.3. Network of retweets and obtained from Twitter showing communities for-
med around each of the top Brazilian Soccer teams.

Once the communities are found, our goal is to understang@alaity of the relati-
onships among each pair of groups. Recall that, on polariagthths where two communi-
ties are found, no subsequent analysis is usually perfgrotbdr than the quantification of
the degree of separation between the pair of communiti@sy egemmunity quality metrics
such agnodularity, as we pointed out in Chapter 2. It is a standard practice nasshat
the more separated the communities are, the more antag@anidserved, as a consequence
of the homophily principle]13. For instance,181] correlates the increase in modularity in
the network of congressmen in the United States over timie tivét increase of polarization
between Republicans and Democrats. Those studies areaiordtbecause there is only
one value of modularity or number of edges flowing from one wnmity, hindering the ca-
pability of deeper understanding the semantic or value df sutnumber. Since the only pair
of communities from the domain to have an antagonisticimglahip is already known, it is
not clear how the distribution of interaction types and titemsity of the interactions relate
to the polarity of the group relationship.

However, since we work witli > 2 communities, we now hav(e’;) pairwise com-
munity separation measurements to compute and comparee $pecifically, we compare
the proportion of retweets triggered from users belongsngdmmunity: that flow toward
communityy:
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- RT,;
prop(i, j) = 4 3.1)
> RT;y
k=1

To evaluate the group relationships based on ratio of resnémving between each
pair of communities, we use as “ground truth” the known looallries that exist in Brazilian
Soccer among soccer clubs from the same city, as listed de Bah We do expect, thus,
that the relationships among the communities which comaensupporters of each team
reflect, in some sense, the stronger antagonism known todeiego local rivalries.

Tabela 3.2. Local Rivalries in Brazilian Soccer. Stronger antagonism exists between
soccer clubs and supporters belonging to the same Brazilian state.

state local rivalries
Minas Gerais Cruzeiro, Atletico-MG
Sao Paulo SPFC, Santos, Corinthians, Palmeiras
Rio Grande do Su Grémio, Internacional
Rio de Janeiro | Flamengo, Fluminense, Vasco, Botafogo

On Figure 3.4 we plot the distribution of pfop(i, 7) for all the (2{) pairs of communi-
ties formed around supportes of Brazilian clubs. The stabisdgrams show an unexpected
result: communities that are more antagonistic one to theratan broadcast each other’s
contentmore ofterthan when there is less, or none antagonism between therex&ople,
the community of users that Cruzeiro supporters more fretfjuegtweets is Atlético-MG,
their fierce rival in Minas Gerais state. In Rio Grande do Sukirnacional supporters also
retweet Gremio’s tweets very often, even through they ae faérce rivals.

Note that, on traditional bipolarized domains in which ewtrliterature focuses, such
inconsistency is not noticed at all, since there is only glsipair of antagonistic communi-
ties and thus only a single separation/interation metrlmetcomputed.

The empirical observation that antagonistic communitieares each other's content
more often than expected can be explained by the negativargenthat can be embedded
in retweets and broadcasts, such as:

1. Sarcasm. It is common to see a user propagating a message he or shecgisagth
and putting it out of context, in order to create sarcasmamyir In this case, we usually
see messages shared a certain period of time after it wasallygposted. A classical
case is when the original message made a prediction thadwut to be shown false
some time later.

2. Fake or edited retweets. Another practice which is common among Twitter users
with contrary views is to create fake retweets, in the fortRat @user fake message”
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% of retweets targeting each community - 2013-14 Brazilian Soccer League
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Figura 3.4. More antagonistic communities retweet each other more than indifferent
communities (see stacked histograms in conjunction with Table 3.2. Sourcésrget
of retweets are shown.

assigning to@usera message he/she never has posted. Fake retweets havg alread
being investigated as a spamming activity in TwittéR3], in which spammers try

to borrow from the reputation of celebrities. In the contekpolarized discussions,
however, the goal is different — to create humour or to makeism, or even spread
false information 124].

3. Share to show contrary opinion. Many times, a user propagates a message he or she
disagrees with to show the message to his/her followersesrds and comment on that
content. The goal is to start a discussion and gauge reaction

The ambiguity of message broadcasts and replies can cadss twbe wrongly as-
signed to its community, but, in general, it is not a big issunding communities because
on average these interactions are positive, and thus lingityebased approaches are able to
correctly find the groups.

In this Section, we highlighted two assumptions that uguate implicitly made in
community analysis on unsigned social networks, which we heake explicit:

1. Itis implicitly assumed that interactions are, on averagore likely to be positive than
negative, what leads to the correct identification of grodpspite the fact that some of
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the interactions may be, indeed, negative. For instandeigumre 3.1(a), one blog can
cite the other to disagree with it, but since most of the tirtog lzitation is used in a

positive way, the two groups are found. Since a fraction bieet edges are negative,
it can cause misclassification of some users with respebetodmmunity they belong

to.

2. The presence of antagonism is usually implicitly assufrad the domain, rather than
inferred from a principled method. Once users are group&mtimo communities,
members of one group will automatically be assigned to haan&rary or antagonistic
opinion regarding the remaining group. These works do netlrie deal with diffe-
rences between antagonism or indifference, neither witloeeraccurate treatment of
edge signs.

3.4 Semi-supervised community detection

In this Section, we use the empirical observation learnetherprevious section to devise
a community mining algorithm that outputs a set/ofcommunities and the relationships
among them. We work in the context of a well-delimited topiavhere a certain level of
antagonism is expected among a subset of the communitiasaddoy7’. Moreover, we
assume that the number of communiti€ss known in advance and it is a parameter of our
method. For instance, a typical topic of interest is if T=120US Elections”,K = 2 and
{K; = Democrats, K5 = Republicans} are the possible sides one can belong to. In case
of T="Brazilian Soccer”,K = 12 if we take into consideration communities that support the
12 most relevant Brazilian soccer clubs.

We want to exploit social interactions established in thatext of 7' to solve the
following learning problem:

Given: K sides of discussion, a set of usel§ a set of messaged/ =
[m¥t my2, ..., m*|, whereu; is the author of the message (which belongs tolthset),
and a set of relationshipgs C U x M that induce a bipartite grapi. These relationships
can be of multiple types, e..g, a user broadcasted a messdgedt, share) or replied to a
message. No individual sign of edges is provided.

Estimate: P,;,Vu € U,1 < i < K,andP,,;,vm € M,1 < i < K. P, andP,,;
represent the probability that useror messagen provide a positive view with respect to
the viewpoints represented by community

P = [P,P,)" is a matrix that, for each pail, k), wheree is a node inG (which
can be either a useror a message:), k is a community, quantifies &, ;, the probability
thate leans towards community. Note that this representation naturally allows users and
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messages to have soft memberships to each community. Fandes if7'="US Elections”,

a given media outletr can be found to beé, jsemocrats = 0.40 andP,, cpubiicans = 0.60,
indicating that it tends to be fairly negative with respectiemocrats (0.40 < 0.50 — which
represents full neutrality), and fairly positive to repohhs. This pattern would differ, for
instance, from the official profile of Hillary Clinton, whicloald haveP,, 4emocrats = 0.99
andP,, ;epublicans = 0.10 as reasonable values.

Notice that, at the same time that we seek to learn the leammhgach user/message
with respect to each € 1 < i < K, communities are naturally found in this framework
by assigning node to communityk according toargmax, = Py, i.€., the community to
which the user is more positively leaned.

Our modeling has three main features:

Soft membership There is a recent trend in the community detection litesato
focus onoverlapping communitiesl 72, 165 129, which allow a node in the graph to be-
long to more than one community. Grouping a node into a sioglemunity is a too strict
decision for many nodes; moreover, one node (either a usen@ssage) can support more
than one discussion side.

GG as a bipartite graph of users and messagesit is known that the definition of
the network that will represent a set of data can greatly niéa the kind of task one is
trying to solve B7], and different networks relating users and their inteoms could be
built based on the stream of messages we collect. Traditypassocial networkG(V, E) is
represented as a set of usérand a set of edges connect two users if they have interacted
at least once; thresholds can be applied to filter less freqoteractions 37]. The problem
with this network is that it hides user-message interastibiat happen in the network: for
instance, two users with opposite opinions may propag#fereint messages from the same
media outlet, what could wrongly indicate that both shaee game opinion. Connecting
users in this way hides the fact that each user post messaties wotentially different
sentiment with respect to different entities; i.e., a mexiflet can post a positive message
to the republican candidate one day and a negative messagelkalater. We then choose
to represent interactions (retweets, replies) in a usessage bipartite graph, as shown in
Figure 3.5. In this graph, the set of nodésis composed of two disjoint set$ and M,

U is the set of users antl’ is the set of messages posted during the observed time period
The colored nodes are seeds that help on community detestcbhow we use them will be
explained later in this Section.

Semi-supervised strategy.In polarized debate, there are usually few users that are
clearly biased towards one or more sides of a discussiomdbais prior knowledge. For
example, in a political discussion, the official profiles ahdidates and parties are expected
to only express opinions that are favorable to their sidelalbel users whose bias is clearly
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Figura 3.5. An hypothetical bipartite user-message graph. Nages1 anduserb are
seedghat represent two communities that write messages with respect toTtapia
social network. Each message is identified with its author; for instance ageess 4
is the fourth message posted tyer3.

identifiable as representative of a particular side in audision as the seeds that will guide
inference of class membership of the remaining nodes. Weeede to each sidke in topic

T a set of positive seedS,” = [s;1,. .., s;], which are nodes that represent that side;
formally, each user is represented by,, whereP,; = 1 if i is the side the seed represents,
andP,; = 0 otherwise.

In that direction, we can see the learning problem we are@sted in as avithin-
network classification probleyra type of collective classification task where the network
is partially labeled i.e., ground truth labels are available for a subset of adt&C 51].
Within-network classification is important in several donsa such as image processing,
classification of documents and fraud detectiéfi[ The goal of a within-network classi-
fication task is to use the network structure that conneatiesdo infer the missing labels
(recall that our labels arsoft since the polarity vector indicates a degree of membership
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to each class/side). Within-network classification is aissupervised task: a learning al-
gorithm will make use of both labeled and unlabeled nodegpagating the knowledge
obtained from labeled nodes to the unlabeled nodes thrdweghdtwork edges.

We will next detail how we use the graghand the seet of seeds to infer the matrix
P, by assuming that all edges are positive. Later, we willxétés assumption.

3.4.1 Propagating positive seeds through Random Walk with
Restarts

For now we will leave aside the empirical observation fronctiea 3.3 that demonstrates
how retweets can have a negative polarity and initially assthat all edges are positive.
In that setting, our strategy to find communities around sed@tl explore the rationale that
entities of similarP. ; are likely to be close to each other ¢ For example, in the toy
example of Figure 3.5ser3 is closer touserl than touser5 (through their common con-
nection to messagde 3), what is an indicative thatser3 is more likely to belong taser1’s
community than taiser5’s.

In fact, the notion of proximity of nodes in a network as evide of node similarity
has been applied in a wide range of problems, such as linkqgtied [10(, collaborative
filtering and content recommendatio®5]. Many proximity measures have been proposed
in the literature, ranging from the computation of the léngt the shortest path between
nodes to random walk based measurEs3] 49]. We have chosen to adopt a proximity
measure based on random walks with restarts, also knoRerasnalized Page Raniven
a parameterr and a set of seeds;”, Personalized Page Rank is defined for node similarity
to seeds from sidg is

PPR(a,S) =ax S+ (1 —a)pr(a, )W (3.2)

wherea is a constant in (0, 1] called teleportation constafjt,is a distribution called
seed (or preference) vector, aldis the transition matrix. Equation 3.2 defines a Markov
chain on nodes afr:

1. With probability«, the random surfer which is currently at noeléollows a random
edge which links te.

2. With probabilityl — «, the random surfer restarts at a seed uniformly chosen feam s
St

We choose to employ random walks to find community aroundsseedwo reasons:
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e Random walks have been successfully applied for the sakerfmemity detection,
for example, in MCL [L56 and other approaches;[165. The rationale is that, inside
a community, a random walker will spend more time inside themunity and will
escape to other community with lower probability.

e A random walk is a stochastic process that outputs the pilityaihat the random
walker reaches a nodes, it thus fits nicely on probabilisidets and any algorithm
that aims to compute outputs with degrees of confidence eRincscenario carries an
inherent uncertainty regarding the polarity of edges, wiykvith probabilities makes
it easier to reason about the nature of edges.

Given that it is previously assumed that the social graphivgled into X' com-
munities, we expect as input, for each commuriity= [1,2,3,..., K], a set of seeds
St = [Sk1, Sk2, -, Skn), that indicates which nodes (i.e., users or messages) eviopsly
known to belong to community.

For each set of seeds’, we run random walk with restarts, as in Equation 3.3. Each
random walk propagates the known labels from the seed d& teimaining nodes — an stra-
tegy similar tolabel propagatiorsemi-supervised approaches which have been successfully
employed for classification in networked dala§).

rw; = RandomWalk(G, S, ) (3.3

rwy+ is a vector of dimensionalityU|| + ||M||; i.e., for each node it stores a proba-
bility > 0 that the random walker will pass through it. Basedrany” for & = 1,2,3, ... K,
the probability that node is positively leaned towards communityis defined as in Equa-
tion 3.4.

Jr
TW, .

K
i=1 T We,i

Pe, k= (3.4)

For instance, assum€ is 3 andrw,,_, = 0.01,rw},_, = 0.001 and-w_,_5 = 0.05.
According to Equation 3.4P, ;,—, = 0.164,F, ;—» = 0.016 andP. ;_s; = 0.820, indicating
that node: is highly positive leaned towards side= 3, and negatively leaned towards sides
k=1andk = 2.

In Figure 3.6 we show the communities, using coldrs, k for the toy example from
Figure 3.5. In this example, two sides, blue and red, areesgmted by seedsserl and
user2. We then computewef ble andrwef ..y TOr each node andP?. ;. andP. ,., according
to Equation 3.4.
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user 1

X

user 5

it

Figura 3.6. Computingrw™ for the toy example from Figure 3.5. Intensity of red and
blue denote the degree of membership to each node to each community.

3.4.2 Finding negative seeds with negative implicit feedback

As we demonstrated in Section 3.3, retweets and repliesgambiguous signals regarding
polarity, what makes inference of antagonism and suppdwden communities a challen-
ging task if one relies only on these interactions. Sinceesdin be negative, the random
walker will likely traverse negative links, making antaggiit users and user-message pairs
to have a high proximity irz, wrongly conveying the information that they share the same
polarity.

In Table 3.3, we provide details on how retweets and reple&shze conscious me-
chanisms of expressing either positive or negative intenas. In addition to retweets and
replies, there is a third signal relating users and messagssnce of interaction. Intuitively,
the fact that a user ignored a message with respect to himraide can convey disagre-
ement: since you do not agree with the content, is it readertaht you do not share it to
your network, or do not feel motivated to reply to it and arggainst it. On the other hand,
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absence of an interaction does not implicitly convey agesgmOn average, we can then
expect that the absence of an edge between a user and a misssege likely to convey
antagonism than agreement.

interaction/polarity||  positive | negative

retweet

reply
no interaction

endorsemen
agreement

irony, sarcasm, quoting to criticize
disagreement
disagreement

Tabela 3.3. Retweets and replies can be either positive or negative interactions, while
absence of interaction is not a mechanism of conveying positive sentinithriespect
to a content. However, ignoring a content indicates an increased cbbdigagreement.

In fact, the exploitation of silence and absence of intévacts a useful signal to learn
user preferences has already been explored with relatbeess in recommendation systems
as a form ohegative implicit feedbacknost users do not provide explicit negative feedback
on content they dislike; they simply do not consumelid]; 72; 177. For example, most
recommendation systems consider the buying action as dicihgositive signal, and the
returning of a product as a negative sigrial]]. [177] use dwell time — the amount of time
the user spends visiting a page or item — as evidence to isé&rapinion with respect to an
item.

Based on prior work that successfully employed implicit negaeedback and on the
intuition presented in Table 3.3, we devise a strategy to dirsinall set of messages that
are negative with respect the entity they mention with a pgibability, based on the less
ambiguous signal of lack of interaction between users anssages, when compared to
retweets and replies. More formally, based on our first appration of user leanings repre-
sented on matrix’, we seek to build a set of seed messagieswhere fork = 1,2, 3, ... K,

S = [Sk1,Sk2, - Skn|. Each message“ " in S~ mentioning an entity which belongs
to communityk should satisfy three criteria:

1. messagen?“!"* should be ignored by users who are positively leaned tofside
2. users who are positively leaned to sidshould interact frequently with usetthor.

3. author should be a popular user, to guarantee that lack of intewadsi unlikely to
happen due lack of visibility.

Condition 1 aims to capture the absence of interaction aeeea of disagreement,
as summarized by Table 3.3. However, lack of interactiowben a paif(user, message)
can still be ambiguoususer can ignoremessage either because he or she disagrees with
it or because he or she is simply not aware of the message., Weustill suffer from
the problem of ambiguity, but instead of positive-negatwebiguity, we now suffer from
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ambiguity that, by relying just on Condition 1, we cannot beesuhether users are actively
and consciously ignoringnessage with a high probability. Our strategy to disambiguate
between ignoring due to disagreement and ignoring due tbeing aware of the message is
to look for messages whose authors are frequently targetefactions by the community
k; this means that many users follow and are aware of messagesior.

Equations 3.5 and 3.6 capture the intuitions from Conditibnand 2. Consider
E(M*thor) the set of edges arriving in messages authoregiizor.

u author Pk; u+
> eE(Moauthory L7k, (3.5)

P(message fromuthor triggers reaction on community) = ([ Afwtror]|

EueE(Mﬁf“‘hm") Plj,u [

|| E(Mgyther))
(3.6)

An implicit feedback-based negativity score is computedhasquation 3.7, by cal-
culating the ratio ofP(usercommunity = klauthor = a) and P(usercommunity =
k,message = m) and multiplying by two factors that account fawthor popularity:
entropy(author) and the logarithm of|M@«ther||, the number of messagesithor has
authored. entropy is calculated base on a vector that contains the counts efualior
interactions, by each interaction type. For instaricel0, 0, 3, 1, 2] represents thatuthor
has been retweeted 7, 10, and 0 times by communities 1, 2 aregd&ctively. It also has
had a message replied 3, 1 and 2 times by communities 1, 2 arfte3ntuition here is that
high entropy values calculated from this interaction veetdl denote users that are closer
to community boundaries and interact with multiple commiesi These usually will tend
to be profiles of media outlets and influencers, whose op@&md posts are usually widely
spread throughout the network.

P(messagen from author triggers reaction on communify) =

P(community= k|author = a)
P(community= k|message = m)

sentropy(author)xlog(|| M ™™ ||)
(3.7)
The setS,. can now be built by taking the tapmessages of higher implicit negativity
score for each community. As in Equation 3.3, we then computérandom walks for each
setS, :

implicit_neg(m, k) =

rw, = RandomWalk(G, S, ,a) (3.8)
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Finally, each element of matrik is computed as in Equation 3.9.

+
TW, .

Pe k = (3.9)

S —
TW, + TW, j,

3.5 Case Study: Finding Communities and
Community Relationships on Twitter

We use the strategy introduced in this Chapter to find comnesréind individual user and
message polarities in online discussions about the BrazHiest Division Soccer League
2010/11/12/13/14 seasons. We chose official profiles ofdbees clubs as natural seeds that
composeS™. To run random walk with restarts, we set the teleportatidio with the typical
value of(.85.

Figure 3.7 shows the distribution of implicit negativityose computed according to
Equation 3.7. Axis X represent messages ordered by impheigativity score, on logscale.
Notice that a small set of messages (less than 100) exhil#nahigh value of implicit
negativity score, indicating that these messages are gaodidates to serve as negative
seeds. We chose to be conservative and use a small set ovasgateds per communiky
of 10 seeds (i.e., messages). This choice is in accordaticeegent studies that demonstrate
that using few seeds can be an effective strategy for prdpagdabels in graphsil; 107.
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Figura 3.7. Distribution of implicit negative feedback score.

On Table 3.4 we show the average polarity of edges that cexssgair of communi-
ties. We show here only the top 12 values of lowBstNotice that the pairs of communities
with lowest average” tend to be the ones connecting supporters from the same iBrazil
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Tabela 3.4. averageP for edges crossing communities. In bold, the Brazilian state
which is hometown to each team. Note that lower valueB ¢fe., higher antagonism)

is found on pair of communities representing supporters from the same state.

Group 1 Group 2 average(P)
PalmeiragSP) Corinthians(SP) 0.16
Atletico-MG (MG) Cruzeiro(MG) 0.19
SantoqSP) Corinthians(SP) 0.21
SA£0 PauldSP) Corinthians(SP) 0.22
Vasco da GaméRJ) | FlamengdRJ) 0.23
Internacional(RS) Gremio(RS) 0.25
FluminensgRJ) FlamengaqRJ) 0.31
Vasco(RJ) Corinthiang(SP) 0.41
Vasco(RJ) FluminensgRJ) 0.43

state. We are able to correctly recover the local rivalroesrecting the inconsistency we

showed in Section 3.3.
Figure 3.8 shows the cumulative distribution Bfn, k taken into consideration only
messages which are targeted by retweets and only messagetedaby replies. As we

expected, on average retweets tend to carry positive polare than replies: more than
80% of retweets come from users whose polarity with respeittd message is greater than

cumulative distribution of retweet/replies - SOCCER dataset
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Figura 3.8. Retweets tend to be triggered by users who have positive view with respect

to the message at a higher proportion than replies.

In Figure 3.9 we plot the cumulative distribution of how loagnessage has been
retweeted after it has been originally posted by its authegsured in seconds. We plot this
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distribution for 4 different cases:

e When a message w.r.t an entitypesitive, but the user who retweeted hapa@sitive
polarity w.r.t this entity;

e When a message w.r.t an entitynggative but the user who retweeted hasegative
polarity w.r.t this entity;

e When a message w.r.t an entitypesitive, but the user who retweeted hasegative
polarity w.r.t this entity;

e When a message w.r.t an entitynegative but the user who retweeted hapasitive
polarity w.r.t this entity.

We can observe from the Figure that retweets from user-rgegsairs which have a
different polarity tend to occur more time after the oridimeessage has been posted, when
compared to user-message pairs having the same polaritgaiveee, for instance, that at
least 30% of retweets in positive-negative and negatigtipe cases occur after 16 hours
of the original message posting time; on the other hand, aitip®-positive and negative-
negative pairs, only 10% of retweets occur so distant, ie timrom the original post. Notice,
also, that the four curves group into two clusters, corredpwm to user-message pairs of
same polarity and different polarity. This characterizatiemonstrates an interesting beha-
vior on how social media users create new ways of using thialsmedia system. While
in isolation it is virtually impossible to tell whether a veget is an endorsement or not, new
signals captured from the social context, such as the “tvesattion time”, can help on de-
tecting irony and sarcasm, characteristics of human convation which are hard to detect
by text itself [L6(.

3.6 Conclusions

Although a recent work has argued that the added value oftimedanks to the system is
small [90], we do believe this might be the case only when positivediake unambiguous.
In the case of networks were edges are not purely positivegative, explicitly detecting
negative relationships are important to correctly map comity relationships.

Notice that the proposed model can be improved in severad wilye main opportunity
of improvement is that, once we learn the negative relaligpsspropagating random walks
from the negative seeds, we can then refine our knowledgénebtérom the initial set of
random walks from positive seeds, avoiding traversing sdgat have a high probability
to be negative. We then can run a bayesian model that woul@\dra iterations of this
process until convergence.
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cumulative distribution of retweet reaction times - SOCCER dataset
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Figura 3.9. On average, retweets from users whose polarity is opposite to the message
content tend to occur at later moments after the original message has Isée, rodi-
cating that the message is being broadcasted in a context that convegysrisarcasm.

In the next Chapter, we will focus on leveraging the divisidrsocial media users
issuing opinions on a topi@’ into communities and associated community relationships
to perform sentiment analysis in real-time, i.e., infer gamtiment of the textual content
embedded in thé/ set, by exploring correlations between opinion holder brasoded inP
and sentiment expressed through messagés.in






Capitulo 4

Sentiment Analysis on Evolving
Social Streams: How Self-Report
Imbalances Can Help

As social media platforms become the primary medium useddople to express their
opinions and feelings about a multitude of topics that poplaipy on news mediade; 27;
76; 20], the vast amount of opinionated data now available in thienfof social streams
gives us an unprecedented opportunity to build valuabldiggipns that monitor public
opinions and opinion shifts’p; 71], capturing instantaneous reactions of social media users
and reflecting the buzz and dynamics of current happenimgakimg news and trends.

The ability to automatically distinguish positive and niegmopinions on streams of
opinion-based data supports many related web mining tasieal-time, such as content re-
commendation and organization, search, user modelingaariohgent analysis. When a rele-
vant event is taking place, offering mechanisms that allsersito navigate through opinions
and monitoring the reactions of web users may enrich thelr experience. For example, a
political party may be interested in monitoring live reaas of the audience during a debate
on TV, and feed the candidate with real-time feedback of vrad of opinions voters are
showing [L4(. Indeed, in the political scenario, it is increasing amangial and computer
scientists the belief that online social networks and gootaractions influences political
mobilization and actions2f], what suggests that the dissemination of positive andtivega
content about candidates and parties can actually influestees’ decisions. Another inte-
resting application is to embed in a sports web portal a fanatity that tracks the crowd
sentiment during live matches, something far more appgahan the relative number of
mentions to each team, which is what most sports web sitesrdiy offer. Creating such
applications enriches the personal experience of watdhiagvents on TV, and following
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the social media buzz simultaneously with live broadcastezhts is becoming a multiple
experience, where watching not only the event itself, but bthers react to it, is part of the
experience.

As discussed in Chapter 1, the task of interpreting posithe riegative feelings ex-
pressed on social streams exhibits a number of unique dkastics that are not present in
the static and well-controlled domains on which sentimeratiygsis has focused in the last
decade — mainly product and movie reviews%, 131; 71; 106. On the downside, it faces
two challenges that are common to many data stream classificasks L 11]: (i) the limi-
ted availability of labeled data and (ii) the need to deahwlite evolving nature of the stream,
which causes the target concept to change and requiresiganodels to be constantly up-
dated — a problem known asncept driff 167]. Challenge (i) is a serious drawback because
current sentiment analysis models are heavily based omaseé approaches B1; 155,
and human constraints on generating a constant flow of ldlpeéssages on streams remain
high. The sparsity of language, the use of neologisms and lgogthening as an indicator
of sentiment (e.g., “coooooo000l!”, “gooooooooaal?’d]) also contribute to make the pro-
cess of acquiring large labeled sets of pre-classified mgesaanfeasible/[1]. Challenge (ii)
arises in sentiment streams as it is necessary to deal wistat changes of vocabulary and
sudden changes of sentiment in reaction to real-world svéinr example, in a few minutes
a positive sentiment of the fans of a soccer team commentirignatter or Facebook may
vanish by a goal scored by the adversary team; sectiment drifrepresents a great chal-
lenge for real-time sentiment tracking, since it requiresgtream classifier to be capable of
quickly identifying and adapting to the sudden change ordtirainant sentimentl43.

There are several challenges in performing such a task addminant approach
relies on extracting textual patterns from messages anldigrg these patterns to predict
polarity. Sentiment analysis and opinion miningsearch have focused on the problem
of classifying sentiment as a pure text classification ggobl Different text classification
algorithms have been applied to learn from word co-occweerand linguistic features to
determine the sentiment contained in documeii& [55. Moreover, it has been used
in conjunction with pre-defined lexicons to assess sentinmepolitical and movie review
blogs [L15.

Two broad categories of opinion analysis strategies cadémtified in the literature:
lexicon-based and classification-basg€| strategies. Lexicon-based approaches use lists of
words containing positive and negative terms to computevkeall polarity of the document
by counting the occurrence of those terrhS9. A clear disadvantage of this strategy is that
lexicons are domain-dependent and the effort needed toaterists of words may be high.

1Both terms are used interchangeably in the literature.
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More recently, the increasing availability of opinion-bdsdata in real time has motivated
some studies that have analyzed sentiments in streamiag sjacially over the Twitter
microblogging system. Some approaches are as simple astighclassification of tweets
and lexicons of positive and negative words to monitor tHeatke performance of candidates
in the 2008 U.S. Electionst]; 128. While lexicons may provide sentiment analysis on
an aggregated level, their coverage in terms of contentuallyslow because in complex
contexts such as elections and sports, content is ofteitjroontains subtle comments and
refers to specific terms that only make sense at a specifi¢ tiroften lacks expressions of
clear polarity such as “I love it” or “I hate it".

Standard classification techniques have also been test@ditter [19], in addition
to stream classification techniques such as the Multinohe@le Bayes and the Stochastic
Gradient Descen®?[)]. The major drawback of these approaches is that they retpbeled
data, which are very costly to obtain on a regular basis inlarwe large enough to pro-
perly address concept drift. Active and semi-supervisetegties aim at reducing labeling
and training efforts30], but they still require training data to be sampled fromatishary
distribution. In addition to that, in microblogs such as ffes, the small document lengths
restrict the possibility of using co-occurrence among teand other standard text mining
techniques to assign classes from an initial set of labededments.

In this work, we aim to explore thepinion holderas a critical aspect in understanding
opinions on polarized debate. We aim to explore the biasadaaf opinion holders (and
consequently, opinions) on a polarized context to undedséad process opinions on social
media systems.

Indeed, the Linguistics field itself recognizes that contmntributes to the meaning
of textual sentences, expressions and opinions. There édadfi Linguistics — known as
Pragmatics[118 17§ — which is dedicated to study the aspects of meaning anditeyey
which depends on the speaker, the target of the speech ate qhd time where the conver-
sation is taking place9p]. A classical example of an ambiguous sentencesiserlock saw
the man with binoculafs which can only be fully understood if more information aib¢he
situation is known.

On opinions on complex, polemic and heavily-debated issnesome cases it is vir-
tually impossible to interpret content without detailsloé toroader context. We now discuss
two examples of such dependence on opinion interpretatidrcantext. On Figure 4.1(a),
we show a screenshot of a YouTube video discussing a poleveiat evhich took place
during the 2010 Brazilian Presidential Elections — facedlrge¢ main candidates: Dilma
Rousseff, Jose Serra and Marina Silva. Candidate Jose Serirag the final weeks of the
second round of the election, was hit by an object during dippbotest — according to his
partisans, he was hit by a hard and solid object; but, acegttdi his oppositors, it was just a
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smashed sheet of paper (“bolinha de papel”, in Portuguésgdmatic inferring that a video
mentioning this event and referring to “smashed sheet oéiiagontains negative opinions
and criticism on the candidate Serra is a very hard challemgaext-based sentiment clas-
sifier, as “sheet of paper” is a term that, in most contextsptsassociated to any polarity in
terms of positive or negative sentiment.

Figure 4.1(b) displays another YouTube video which hightkganother major chal-
lenge in understanding opinions on broad and polemic topimsy and sarcasm. This video
was produced by partisans which are against the electidmeaturrent mayor of the Brazi-
lian city of Belo Horizonte, Marcio Lacerda. However, theeads title claims that it contains
“reasons for voting for Marcio Lacerda”. Indeed, when watgtthe video, one quickly no-
tices that such “reasons” are ironic and sarcastic. Theegbmthere the video is embedded
— the set of people who posted and endorsed the video — is aleynation to detect irony
here, since it contains an unexpected opinion given whatwesviirom the viewpoints of
the users who generated the contéri].

Y““lmiﬂ £ Ynu T[[he bolinha de papel Serra Q

Marcio Lacerda em Voto Lacerda porque Serra e a bolinha de papel. novo Hit. (versao sem som)
Turma do Lacerds | @) Subssribe 23 videos * —— - =

Subsosibe

#VotolLacerdaPQ

(a) Reasons for “voting” on a candidate (b) The “Bolinha de papel” Case

Figura 4.1. Ambiguous and complex opinions on Politics expressed on YouTube videos.

Previous work on Sentiment Analysis has already highliglie context-dependency
of the relationship among words and topic$2][points out that “NASDAQ up is accelera-
ted” and “Global temperature up is accelerated” are twoeserds with different polarities
(positive and negative , respectively) and whose inteagiget depends on the topic and con-
text.

In despite of ambiguity, debate on complex topics such asi¢®ISports and Public
Issues tend to rely on more subtle and complex aspects aidgegexpression; thus, sets of
affective words (words that express feelings, such asstadi’ [77]) and evaluative words
(such as “good” and “bad”) are not likely to cover a satisfafaroportion of the opinions.

Despite these important constraints and drawbacks, s¢regffacting the society’s im-
mediate emotional reactions regarding a topic have an irapoproperty, which we seek to
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exploit in this work, namely, the flow of opinions from socretworking services is inhe-
rently constrained to manifestations from individualstthave explicitly and deliberately
chosernto post a message in reaction to some real-world event; theglistribution of po-
sitive and negative opinions is potentially quite diffearélom the random samples obtained
in traditional opinion polls and survey methodologié84]. Although suchreporting bias

is usually perceived as a source of inaccura&®y p4], here we argue that the self-reporting
nature of social media, when observed on large-scale soefalork data, may actually pro-
vide signals that ease the task of sentiment tracking imergnvironments, provided that
we understand thiactors that motivate people to publicly express their feelings. Mgd
sentiment analysis models that exploit two factors widedgatibed by substantive research
from social psychology and behavioral economics that desdruman preferences when
disclosing emotion publicly:

Positive-negative sentiment report imbalancePeople tend to express positive
feelings more than negative feelings in social environs\§iiG 18; 42; 94; 7.

Extreme-average sentiment report imbalancePeople tend to express extreme
feelings more than average feelings in social environméntss; 38; 82].

We explore each of these two self-report imbalances to aplisima different subtask
in learning-based sentiment analysis. The first self-efamtor, which we callpositive-
negative sentiment report imbalancethroughout this chapter, is employed to acquire la-
beled data that supports supervised classifiers. In theexioat polarizing groups- a di-
vision of the population into groups of people sharing samdpinions in the context of a
topic [12; 64], a positive event for one group tends to be negative to therpand vice-versa.
For example, while supporters of a football team are likelip¢ happy when their team sco-
res, fans of the adversary team are expected to be upset wbed With the same event.
Based on social psychology research that states that tHeglise of positive feelings is pre-
ferred, we can then make a prediction of the current domisamiment by simply counting
how many members of each group, relative to group sizesgeedo post a message during
the specified time frame. Since the social context inforomadinly holds during time frames
when a significant real-world event happens, we adopt a pildtac model that compu-
tes the uncertainty of the social context, and, at each traned, generates a probabilistic
sentiment label, which can then be incorporated into a rarigmntent-based supervised
classifiers.

The second self-report factor we explore is related to thedmutendency to report
extreme experiences more than average experiec89;[38; 82]. The extreme-average
sentiment report imbalanceimplies an important consequence for real-time sentinrant t
king: because extreme feelings stimulate reactions, smkactivity in streams of opinio-
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nated text tend to contain highly emotional terms, whichpeeisely the features that are
helpful for sentiment prediction. We propose a simple tepiresentation strategy based on
this observation, nametgrm arousal that maintains, for each term (or lexical unity, e.g.,
n-grams), a measure of how often it appears in high-volume tvindows in the stream;
we call theseénigh-arousalterms. Our experimental studies demonstrate that theses tme
better indicators of emerging and strong feelings thanttoawhl static representations (e.g.,
TF-IDF), allowing the underlying classification model toagd quicker to sudden sentiment
drift induced by real-world events.

In summary, our main contributions in this Chapter are:

1. We raise awareness over the fact that opinions expresssob@l media platforms are
not a random sample of the online population, but are impactethégy social and
psychological factors that need to be accounted for in dadbuild reliable and useful
sentiment analysis systems;

2. We show that, in the context of online polarized discussiself-report imbalances
create richsocial contextghat can be leveraged to improve two key subtasks in the
construction of a sentiment stream classifier — namely, teiaition of labeled data
and feature representation suitable to deal with suddeimsemt drifts.

We evaluated our social psychology-inspired framework morts events heavily de-
bated on Twitter; when instantiating our framework with aNb\dnd Multinomial Naive
Bayes classifier, our results are comparable to what is tipiohtained as an acceptable
result for document-level sentiment analysis — between 88#85% of accuracylpy —
but, because the stream-based scenario imposes strididéraater constraints, we believe
they point to a promising option for sentiment classificatom evolving social streams. In
addition, our approach targets two generic sub-tasks &nileg-based sentiment analysis —
label acquisition and feature representation. As a resultframework can be incorpora-
ted into sophisticated sentiment classifiers that make us®me powerful NLP models and
features.

4.1 Social Psychology Background

Psychologists classify emotions into two independent dsians: pleasure (happiness or
sadness) and activation (or arousal;[15], as shown in Figure 4.2.

We aim to explore in this Chapter the phenomena, widely oleskeown social psycho-
logy literature, that emotions disclosed on social enviments are biased toward the positive
and high arousal extremes of the bidimensional space sh&igiure 4.2, having a dispro-
portional ratio of feelings such a&xcitedandelated Theself-report imbalancewe briefly
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ACTIVATION
tense alert
excited
nervous
stressed
upset
UNPLEASANT PLEASANT
sad contented

serene
depressed

relaxed

calm

DEACTIVATION

Figura 4.2. Semantic structure of affect and emotiofd][ Emotions are classified into
two dimensions: pleasure and activation (arousal). For example, calisngsslow-
activation/arousal and neutral (not pleasant nor unpleasant) emati@nyous person is
experiencing a high-activation and unpleasant emotion.

presented earlier in this Chapter are biases in this bidimmeasemotion space caused by
the fact that social media systems acgnmunicativelatforms; as a consequence, opinions
and feelings expressed in online social environments aesultrof opinion holders’ expli-
cit desire to make his friends or followers aware of his or dginions. In other words,
the communicative nature of social media makes social datdeseffect of intentional and
deliberate communication between users, rather than ageptation of some underlying
activity [137, 104).

On the positive-negative dimension, the preference on igeodure of positive fee-
lings is caused by our need for being perceived as successdutappy persond 16 134,
and it causes a bias where everyone in online social enveatsperceives others as happier
than they actually are/B]. It has been recently found that private messages in sowdia
tend to contain proportionally more negative messagesghbhc messaged.p).

In the case of opinions expressed over a polarizing tope ptieference on sharing
positive news and opinions goes beyond the human’s desimgi@ve his or her reputation:
each group also gives preference to news and facts that flagwrviewpoints, a result of
many biases such a®nfirmation biasandselective exposurEl33 104]. A recent report
from Pew Research Center, for instance, showed that 52% ofiéamsrdeclared themsel-
ves happy with President Obama’s reelection in 2012, buh@insent analysis on Twitter
unveiled that 77% of Twitter users felt the same way(.

Notice that the definition of positiveevent is group-dependent: for rival supporters
of a team or opposers of politicians in office, negative factsh as a conceded goal or a
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political scandal will be explored by them as “positive” e.j.as a motivation to explore the
fact to their benefit. Also, in some contexts, such as prockwews, the bias leans toward
the disclosure of negative experiencég]{ our sentiment analysis framework is generalized
to take advantage of the asymmetry on either direction.

On the activation (arousal) dimension, it was found thatssre emotions — angriness,
anxiety, awe, excitement — ahegh-arousalemotions: they affect our body and put us in
a state of activation and readiness for acti®fg; [18]. In social media, action means ma-
king private feelings public, what makes sentiment exmess online media to be biased
towards strong feelings and opinions.

In the next sections we will detail how we embed these biasesatiment self-report
in the analysis of feelings expressed on social streams laniped debate.

4.2 Positive-Negative Self-Report Imbalance

Differently from the majority of research on supervisedtseant analysis, which focus on
batch processing of opinionated document3l] 155, here we are interested in the setting
where the data arrives as an infinite stream and reflectsmadd- unpredictable events.
As we previously, in this setting a constant flow of labeledssages is required to build
and update supervised sentiment models. Unfortunateligxiiual streams characterized
by sparse and time-changing content it is not feasible toualnobtain labeled data in
significant amounts and in a timely manng&i_]].

To overcome this problem, we propose a method to acquirdeldieessages by ex-
ploiting thepositive-negative sentiment report imbalaitéhe context of polarizing groups.
On Chapter 3, we detailed our solution that estimates themetes, of each user toward
a set of monitored entities in a polarized debate. We use lattge from polarization, bias
and self-report theoretical and empirical studies to asstirat biased users will privilege
posting positive messages that favor their own opinionsvéawpoints.

Propagating bias across terms.We transfer information from users to terms by as-
suming that ternt will be positivetoward entitye if it is adopted more frequently by users
biased toward entity than by users of different sides in tweets that mentioBimilarly, ¢
will be negativeto entitye if it is adopted by a large number of users who oppose thatyenti
in contrast with the number of supporterseofNeutral content is expected to be endorsed
by both sides. To validate this intuition, in Figure 4.3 wetphe bias vector associated
with users that referred to three different web pages irr tinagets: a YouTube video with
positive comments about Jose Serra (Figure 4.3(a)), anmabiideo from Dilma Rousseff’s
campaign (Figure 4.3(b)), and a general news article al@uBtazilian 2010 Presidential



4.2. POSITIVE-NEGATIVE SELF-REPORTIMBALANCE 63

Elections (Figure 4.3(c)). We can understand each dot inrEig.3 as a vote for a label (po-
sitive/negative) of the content. Note that this computafimpagatediser bias information
to all messages that contain at least one term adopted by aviteeknown bias. As user
bias does not change often and tends to be consistent oveiod pme for most users, we
can deal with the nonstationary nature of social stream: teemvs may arise and old terms
may change their meanin@lallenge 2, but users keep providing reliable judgments.

In order to transform user bias into term polarities, we takeaccount the bias vector
associated with each user that used teri possible unsupervised approach is to compute
the sum vector of the polarity vector of all users that redegittity e by adopting ternt:

Ehe = Z éu (41)

ueV
Note that this computatiopropagatesuser bias information to all messages that con-
tain at least one term adopted by a user with known bias, lgesvealing the judgement of
the content produced by users with unknown bias. This is itapbbecause it is expected
that information on user bias will be available for only atpmr of users, since many users
are never involved in endorsement interactions.
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Figura 4.3. User bias vectors for three different contents, which show that usgida
good predictor of term polarity — 2010 Brazilian Presidential Elections.

Dealing with concept drift. When a term is adopted for the first time, it will have
the same bias as the corresponding user who adopted it. Asmesgages pass through the
streath,e is updated incrementally. As such, users collectively gudgw terms, referring
to them (or not) in their messages. To predict the polaritg afiessagd, we first convert
the bias vector of each term present in a messagewitity probabilities Given the bias
vectorétﬁ, and that/l?m6 represents the strength of componeim Eme, we calculate the
probability that ternt refers positively to entity according to Equation 4.2.

B e,e
plpolarity = +|t,e) = —==2 4.2)
|| Bl]
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Figura 4.4. Fl-accuracy level for different ratios of users with known bias -02Btazi-
lian Presidential Elections Twitter Dataset. As the ratio of users of knowrnriesases,
the F1-measure increases, even for tweets posted by users with unkizsy

Note that we compare the strength of biag o ét,e with the magnitude of the bias
vector. Specificallyp(polarity = —|t,e) may be calculated as 1p{polarity = +|t). To
predict message polarity, we may adopt various strategiesinbine those probabilities.
Limited to 140 characters, Twitter messages are short, theiexploit a simple strategy for
predicting message polarity, which is to consider the tefimghest polarity in each tweet:
polarity = argmaz(p(polarity = x|t)).

In Figure 4.4, we analyze the performance of our transfanieg approach as the
fraction of users whose known bias varies. We report peroice numbers using thel
measure. To generate ground truth with respect to messagesxymbined manual labeling
with automatic labeling for messages containing tags tlearly indicated a preference for a
specific entity. To make our evaluations fair, we removedags used to generate our labels
from message content. We can see that the F1-measure ies@athe ratio of users with
known bias increases, up to a value at which F1 stabilizes.nHee bias of 15% of users
commenting on politics is known, the F1-measure equals 8#%e in the corresponding
case for soccer, F1is 90%. Note that the F1-measure for frostaisers with unknown bias
also increases as we transfer bias from a greater numbeexd, wghat further demonstrates
the applicability of our user—term bias transfer approach.

Comparison with SVM. We now compare the F1-measure provided by our bias-based
sentiment analysis model against the same metric provigedtypical SVM classifier. We
chose SVM because it has already been successfully applieatibus sentiment analysis
application scenarios, including the analysis of tweé® [55. In order to perform this
experimental comparison, we split each dataset into twiitjpaus. The first partition is used
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Figura 4.5. Bias-based model versus SVM classifier — 2010 Brazilian Presidentia Ele
tions Twitter Dataset

for training, and it comprises the first 10% of tweets fromledataset. The second parti-
tion is used to validate each approach. Our comparisonuagahe execution of different
training configurations. More specifically, each executises 10%, 50% or 100% of the
training partition. For SVM, the training partition was dse train textual-based models,
while for our bias-based model, we only considered endoesésnin order to compute the
OAG and generate bias assessments for users. When we corttparedults on a chrono-
logically ordered set of labeled tweets (i.e., the testifpan), as shown in Figure 4.5, some
important observations arise. We can note that the SVM Fasore decreases across time,
which is evidence of changes in the textual feature didfiobu In contrast, the bias-based
sentiment classifier is able to mantain a stable F1-meaasiiéjncrementally incorporates
bias information on new terms by propagating user bias.

4.2.1 Temporal Positive-Negative Self-Report Imbalance

We can make better use of positive-negative report imbaléycobserving differences on
the strength of reactions of polarization groups during ecsjgc time span, moving from
processing individual messages to processing groups afages. These groups are obtai-
ned by dividing the social stream into a sequence of nonkagpping and contiguous time
windows of equal duration (e.gAt minutes), what gives us the capability of exploiting the
social contextinduced by the set of users that expressed their sentimenttapic’7” during
each time window/;. Each windowi¥, contains all messages sent during the time period
[ti, t; + At] (W, starts at, andt; . ; = t; + At) and is composed of a triples;, D;, Y;):

e S; is a multiset of group memberships of all users who posted ssage duringV;.
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On a polarized domain, we assume that each user belongs tif twe groups 4 or
Gp.?2 ForinstanceS; = {G 4, G 4, G4, Gy, G} indicates that 3 members of groGi

and 2 members of groufdz posted a message durifg,. Assigning users to groups

is a task that can be accomplished by several community titteend graph mining
techniques that explore the social ties among users, uhdexssumption that similar
users are likely to connect to each oth&; here we used the Personalized Page Rank
strategy presented on Chapter 3 and we take the largest cemtpaiithe bias vector
as the user group.

e D, is the sum vector of all feature vectors extracted from ngssavritten during?;;

e Y., € {+, —} indicates the ground-truth sentiment expressed dufipgv.r.t. an en-
tity e in the context of topic T. Here, eaehis an individual or organization naturally
linked to the polarizing group that supports it; for instand G = {Democrat$,
than e(G) = {Barack Obamp and e(G) = {New York Giantstearh if G =
{New York Giants fank.

Note that, instead of seeking for labels for individual naegs, we labehll the mes-
sages mentioning an entityin time window I, with the same polarity. ;. Although we
do not expect every opinion expressed during a time windofoltow the same polarity,
we seek here to determine tleminantsentiment duringV;; furthermore, the probabilistic
method we will detail next assigns a confidence on the lalighason, what can be inter-
preted as an estimate of the proportion of positive and negatessages written during a
givenW;.

For now we ignore the content vectdy, and focus onS; as an input to build a sen-
timent prediction functionf : S — Y. The fundamental principle we seek to exploit is
that, on polarized discussions dominated by two opposiogEsG 4 and G g, in general
Yo = + implies thatY,¢,): = —, and vice-versa (we will relax this requirement in
Section 4.3, by learning a content-based classifier bas&bets provided bys,). A simple
approach to predict; based onS; is to consider that each message is a “vote” toward the
sentiment expected to drive more reactions and, thus, aityayoting strategy is employed
to predict the dominant sentimentiaf,. In the toy examples, = {G 4, G4, Ga,Gp,Gp},
since we are supported by social theories that indicatepete toward the report of posi-
tive sentiment, we would predict 3 votes for labels ¢,y = +, Ye(qy) = —) and 2 votes
for labels §c(c )t = — Ye@p)t = +). The only point of caution here is that normalizing
by group size$G 4| and|G | is important to discount the effect of larger groups%n

2In practice, a domain can be associated with more than twapgrd.e., N=20 groups of supporters are
found on National Football League. However, at each eveimtefest (e.g., a football match), we focus on the
two polarizing groups that have a direct interest on it.
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Majority-voting is a simple and straightforward approaltt it has an important limi-
tation: it does not quantify the uncertainty on the inforimfprovided by the voterslfiZ].
Since the labeling mechanism by social context is not peréapturing the degree of confi-
dence on the correlation betwe8nandY; is crucial if we will incorporate this information
on learning models. In particular, the labeling scheme dbase positive-negative report
imbalance is error-prone due to two reasons:

1. S, is likely to carry a significant correlation with the dominaentiment only when a
well-determined and relevant event happened during tinmelevi/ 17;, i.e., a goal or
touchdown in a sports match, or some breaking news on the bejng followed. Most
of the time, the positive-negative report imbalance wilt he triggered at a sufficient
strength, and an unreliable prediction will be generated.

2. Since we are modeling only user posting decisions in fag®sitive/negative events
and abstracting from several other factors that influenegtisting decision (as well
as different individual posting probabilities), we are pedo deal with noise due to the
many factors that motivate user reactions and that we araaootunting for.

Therefore, in order to make our approach reliable and mogéulst is desirable to
associate with each predicted labgla measure of confidende(Y;|S;) that captures the
noisy nature of the multiset of group membershipsWe instantiate a probabilistic model
that assumes that on each time winddva coin of biag), is tossed to decide whether each
message will be authored by a membeitof or Gz, and|G 4 ;| messages from members
of G4 and|Gp,| from members of7; are observed. A fair coin is expected to generate
a number of headsi{4) and tails (5) proportional tof;.;, = % and1 — 04,
respectively, modeling the fact that members of both graurpsreporting their sentiment
with the same probability. Alternatively, a biased coin,os@d; is different from%
at some degree, means that members of one group are satfingpbeir feelings at a higher
rate than the other, indicating that its members are prgbaiperiencing positive feelings
in comparison to the other group.

A coin model is convenient because it naturally models thdtime fact that spikes of
activity in the social stream are more informative: in theneavay that our confidence on the
bias of a coin increases as we toss it more times, a time wintfpwhich contains a large
number of messages (and, consequently, a larger mustiset more likely to carry a clear
dominant sentiment, not only due to a larger sample, butusecspikes of activity are likely
to be associated with real-world events that trigger thetigesnegative report imbalance.

Our probabilistic model is divided into two steps:

1. Estimate the probability distribution on the latent ahied;;
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|G al

2. Estimate how faf; is from 0. = 7 a5

We use Bayesian estimates in both steps. To estimate thetainbgond,, we need to
calculate the posterior predictive distributiétid;|S;), i.e., the distribution ovef, after ob-
serving the resulting multisét. In Bayesian inference, the posteriofd; |.S;) is proportional
to a likelihood functionP(.S;|6;) and a prior distributiorP(6;); we adopt the classical Beta-
Binomial model: P(S;|0;) is computed from a binomial distributiaBin (|1V;|, %)
and the prior follows a Beta distributiaBeta(a, b) (e« andb are hyperparameters)42, 22].
As a result of the conjugacy property of the Binomial and theaREstributions, the poste-
rior predictive distribution nicely follows a Beta distrition Beta(|G .|+ a, |Gp.|+b) that
captures our uncertainty over[22).

It is still necessary to choose the hyperparameteasdb that govern the prior distri-
bution P(6,) and capture the knowledge acquired from previous obseratdsireams over
the noisy nature of the coin. To incorporate our prior knalgkethav, is expected to be pro-

portional to group sizes, we want to find hyperparametexsdb in the forma = %
andb = % K can be understood as a smoothing parameter: the greataluts, v

the more confident the model is thtis close tod;,;. and less importance will be given
to the data. On the other hand, if we choose an uniform @iew(1, 1), then we let the
model rely totally on the observed data to judge how likely tbsses are coming from a
coin of biastd;; the expected value of the coin bias in this case is equivédahe maximum
likelihood estimate), = % [22]. Such direct estimation @f, makes the unrealistic
assumption that tosses are generated i.i.d. from a nossebés.

We estimatek” from the streaming data by employing an Empirical Bayes agugfo
To learn the extent to which the coin we are modeling is noisy,take advantage of the
data continuity in the stream: we observe a sequence of msisyatest,, 04, ..., ;) of
a different coin being tossed at each time window. The ptgpge want to explore here
is that we expect consecutive time windoWs and 1V ; of similar message volum®
share a simila#; large differences ifi between these windows should be attributed to noise,
since no significant real-world event has happened (otiserwie would observe a large
|Si+1] — 1S:i]])- On the other hand, we would like to allow consecutive tiniedows with a
large difference in message volume to exhibit a larger albsdalifferencdd;,, — 6;], since,
according to our user behavior model, a spike of activity tkigjger a bias either onr 4, or
Gp.

We seek to find the value df that maximizes Equation 4.3.is the Pearson correla-
tion coefficient, and\V" and A¢(K') are vectors containing the sequence|sf, | — |.S;||

SEmpirical Bayes methods are approaches that estimateitiedjstribution over a random variable from
the data itself, rather than defining the distribution befobserving any data, as on standard Bayesian infe-
rence p5].
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and|0;,, — 6;| observed on the stream. Note that we wrk&( K') as a function of, since
the estimates df, are affected by the prior distributiaf(6,| K'). The highest Pearson corre-
lation will explain larger differences iéAthrough larger differences in time-window volume,
and we estimate it by using a standard gradient descent thetho

K = argmax(p(AV,A(K))) (4.3)

Recall that our goal is to estimate how far the latent varighlés from 6., =
%, what indicates a bias in the posting decision of eitigr or Gg. This value
can be estimated by calculating the area under the curveedligitributionBeta(|G 44| +
a,|Gp,| + b) at the decision threshold = —194L__If I, (a, b) is the CDF ofBeta(a, b) in

|Gal+|GB|"
the interval(0, =), then

conf(Ofair, St) = max(Lia, /(carics) (|Gatl + a, |Gp il +b),

(4.4)
L= La,/cal+ias)(|Gasl + a, |Gyl + b))

where [ is the regularized incomplete Beta function and can be usetttermine to the
cumulative distribution function in a Beta distributioi¥fZ]. The valuel — con f(0y4ir, St)
gives us an estimate of how likely the predicted label isttbie given the observed social
contextS;, i.e., P(Y;|St).

4.2.2 Experimental Evaluation using Twitter data

We evaluate the predictive power of social contexts indunethe positive-negative report
imbalance on the analysis of the reactions expressed otefit fans of two popular sports
that generate passionate debate on social media: soccéAaratican) football. Sports
competitions are among the topics that generate the lahgedions of audience both in
broadcasting medida g and social mediag3]; however, most initiatives taken by content
portals to turn the live game experience into an online $egjaerience are still restricted to
simple tools such as the display of the most popular tweegdods on the variation of the
relative number of mentions of the playing teams. Measutivegcrowd sentiment during
live matches is something far more appealing and may anghant questions such as “do
the supporters still believe in a win, despite losing theamab far?”.

Table 4.1 gives an overview of two datasets we obtained fitoenTwitter data col-
lection API. The datasets comprise fans’ debate on Braz8iaecer League seasons (2010,
2011 and 2012) and NFL (2010/11, 2011/12 and 2012/13 seasdfaschose team names
and specific words of each competition as keywords. More 8%8 million tweets from
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5.6 million users have been collected in ®#@CCER dataset, and 23 million tweets from 4.2
million users in the case of théFL dataset. While tweets on Brazilian soccer are mostly in
Portuguese, NFL debate is dominated by English, what giséiseupossibility to experiment
our model in two languages, after we build a content-bagsedrst classifier in Section 4.3.

Tabela 4.1.General overview of the datasets collected from Twitter.

|| Soccer | NFL
seasons 10-11-12 | 10/11,11/12, 12/13
language Portuguese English
# of user groups (teams) 12 20
# of tweets 35,834,453 23,094,280
# of users 5,638,906 4,230,731
# of users w/ 1+ post/week 35,121 58,981

Before performing any sentiment prediction, we need to segthe user base into po-
larizing groups. In the sports domain, the natural critefar dividing users into polarizing
groups is to reflect their team preference. Several commudeitection and graph mining
approaches that leverage social ties and social interactian be used to accomplish this
task; we manually labeled a set of users with their team prat® and then used the simila-
rities in their retweet pattern to estimate the class ofhelled users, according to what we
detailed in Chapter 3.

Due to the highly-dynamic nature of sporting events, weya®asentiment and social
contexts in 1-minute time windows; larger time frames maysbiable for less dynamic
domains. To generate ground-truth sentiment labels, weiera the match facts and the
evolving sentiments for a number of matches inSQECER andNFL dataset. In addition to
the match score, we manually examined the content of tweetalgo included cases where
the match score did not reflect the sentiment, as soccer gsaticht ended as null ties (0-0),
but the result was enough to grant one of the teams the chasipptitle. Although each
time window is associated with a set of messages, we aim trdate the overall, global
sentiment which dominates each time window, instead ofviddally trying to predict the
polarity associated with each post.

Figure 4.6 shows the accuracy on the sentiment predictslfta the two datasets.
On thex axis, we grouped time windows according to its volume intrefato the average
time window volume:bin = ¢ corresponds to time windows where the number of messages
were between and: + 1 times the average.

We observe that, for high-volume time windows, accuracydsy\high: we could
predict with more than 90% of accuracy the dominant sentirnarntime windows whose
volume of tweets were at least 5 times the average, despitaking any textual content into
account. This result validates the sociopsychologicalqypie that motivated our method —
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Figura 4.6. Accuracy on sentiment prediction on 1-minute time windows. Ground-
truth was established by manual examination of a sample of tweets in each linterva
we grouped time windows according to its volume in relation to the average time win-
dow volume. Social contexts based on positive-negative sentiment rematance

are highly effective on sentiment prediction on large-volume time windowstirfioe
windows whose message volume is higher than 7 times the average window yolume
accuracy is practically 100%.

positive and negative feelings are disclosed with diffepFobabilities — and, confirms that,
in the sports domain, sentiment report is biased toward diséiye feeling.

We can also note from the histogram that accuracy decreagethe/volume of tweets
in the time-window; on time-windows whose volume is aboverage, accuracy is compa-
rable to a random guesser, meaning that the induced socitdxtds not relevant and the
positive-negative report imbalance is not triggered irfisgint strength, and other factors
are affecting the posting decisions’ of memberg-afandG .

Since the majority of the time windows are not voluminouss iimportant to capture
the uncertainty on the sentiment prediction made by sooiadexts. In order to instantiate
the probabilistic measure of label uncertainty we preskmtehis section, we use the data
to set hyperparameters,,.... and Ky, that capture the previous knowledge on the coin
that control the relationship between messages and asithamups over time. We found
Kooecer = 12000 and K 7, = 6000 as the value that maximizes the Pearson correlation that
relatesAV and A¢(K) (Equation 4.3). Figure 4.7 compares, for 8@CCER dataset, the
theoretical label uncertainty prediction with the emgatiaccuracy obtained for each volume
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bin; the approximation is reasonable, and results areairful theNFL dataset.
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Figura 4.7. Difference between theoretical confidence estimate and empirical agcura
obtained for time windows of tweet volumeastimes the average.

Figure 4.8 shows the convex shape of the Pearson correlagasure (Equation 4.3)
as we increase the hyperparamef&y..... in the coin model. On the red curve, we plot
the absolute error between the predicted and empiricalracgdor each value o ...,
to show that the maximum of the Pearson correlations cagscidth the minimum of the
absolute error curve. Results are similar for Nk dataset, and demonstrate that exploring
the sequence of time-windows to smooth the measure of theltasd is a simple and
effective strategy.

4.3 A Feature Representation inspired by the
Extreme-Average Report Imbalance

In the last section, we demonstrated the predictive powspoial contexts induced by the
positive-negative report imbalance and the segmentafiosers into polarizing groups. In
addition to the low accuracy on low-time volume windowsnggustS and ignoring content

D is restrictive due to two reasons:

1. Sentiment prediction does not improve over time, sinakedge from past time win-
dows is not carried to recent time windows. Improving parfance as more data is
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Figura 4.8. Choice of hyperparametéf,,..., as the value that maximizes Equation 4.3;
Pearson correlation maximum coincides with the best empirical measurementesf
tainty.

processed is a basic requirement for any machine learnimgpagh;

2. It enforces that,, = + — Yz, = —, what is generally acceptable, given the
polarized nature of polarized debate, but it is not capablsapturing more complex
variations of sentiment, where members@f,| and|G | can share a similar sentiment
at the same time, or different intensities of sentiment.

We take inspiration on the social psychology finding thacdbss how humans’ de-
cision on expressing their feelings is increased by thengtreof the sentiment they are
experiencing T; 39; 38; 82] (which we call, for short, agxtreme-average report imba-
lance) to devise a textual feature representation (and, henceatare selection strategy)
specially designed to track sudden variations of sentimargvolving and dynamic social
streams and that makes use of the textual feature vegtiarimprove accuracy on sentiment
prediction.

It is widely known that the underlying text representatiorpacts the performance of
text mining and linguistics application§; 146]; different feature definitiorchoices (part-
of-speech features, bag-of-words, n-grams é&gture weightingschemes (such as binary,
TF and TF-IDF) andeature selectiompproaches can be suitable for different tasks — such
as text classification, text clustering and searcte] 174]. When the textual data arrives as
a stream, an adequate choice of text representation is emenanitical:
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e The potentially infinite size of the stream limits the staag an ever growing high
dimensional feature space, what increases the need fouatdetgature representa-
tion/selection that keeps the feature space as compacsab|soB0].

e Static text representations (such as TF-IDF) may not bemopdd to nonstationary
text streams, since they do not capture adequately the dgneature of the feature
probability distribution 81; 68], which is strongly affected by emerging new topics
and real-world events.

As explained in Section 4.2.1), is the feature vector extracted from messages written
during time windowiV;:

D, = [wtb W2, -y th]

andw;; is the weight of thej-th feature inD,. Instead of adopting traditional term
frequency (TF) or term-frequency plus inverse documergueacy (TF-IDF) as weights,
we exploit the fact that time-windows have a varying volunienessages and, according
to the extreme-average report imbalance, more people possaage when affected by an
emotional, strong feeling. As a consequence, emotiondkoois likely to be concentrated
on spikes of activity in social streams at a greater frequéiman low-emotional terms. Let

t
2 Wl

W, = =0 ~— be the average volume of messages sent in each time windowthp#th

t
kE [|[Wi|termeDy||
=0

time window and/V; ;e,,, = Nk be the same measure, but considering only time
windows that contairterm. We then definev; ;.,, as:

Wt,term
W

(4.5)

Wt term =

wherew; ..., measures how the occurrence @fm between W, W] is correlated to
high-volume time windowsw ;.,,,, = 1 means thaterm appears on time windows whose
volume are, on average, equal to the average time windowmn@land thus it indicates
that the term is not expected to be associated with strondi@nso(e.g., spikes). A term
with w; ¢, = 5 Means thaterm, on average, appears on time windows whose volume
are five times greater than the average. We name these tedmghagrousalterms, since
they are associated with moments where the crowd being oredifelt motivated to react
and express feelings and opinions, caused by the fact thlaltyremotional feelingactivate
people and drive them to actiohd]).
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Figure 4.9 provides empirical evidence that the arousadlfesspace is adequate to
capture sentimental n-grams by correlating the arousasuneavith two features commonly
associated with sentiment — the use of word lengthend} (gs on “cooooooooo00000l”)
and the use of uppercase. The more arousal we associate teitlmn én-gram), the greater
is the chance it is written using one of these two linguisiicators. In Tables 4.2 and 4.3,
we display the top features in each dataset according tesakand TF-IDF. In brackets, we
show the value of arousal identified for each term; high-saba-grams are clearly more
sentimental than TF-IDF.
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repeated chars (NFL) e
04 | uppercase chars (NFL) @ i
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arousal measure

Figura 4.9. Indicators of excitement (use of uppercases and repeated chayacee-
late with term arousal measure.

Tabela 4.2.Top 5 features foNFL dataset, according @rousaland TF-IDF represen-
tations. Arousal values are in brackets.
arousal | TF-IDF

PACKERS_WIN_SUPERBOWL (3.54)]  yu_know_what
SUPER_BOWL_CHAMPIONS!! (3.53) you_would_think

YEAH! (3.43) your_quarterback _is
superbowl_xlv_champions (2.65) you_lost_money
touchdown!! (2.34) you_imagine_how

High-arousal terms and concept drift. There has been significant efforts to perform
effective classification on text streams under concept environments; the most common
strategy is to employ forgetting and weighting mechanidmas decrease the importance of
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Tabela 4.3.Top 5 features foBEOCCER dataset, according &rousaland TF-IDF repre-
sentations. Arousal values are in brackets.

arousal | TF-IDF
great_goal (7.53) win!
go0000000000000lI (6.80) gol_from_team
he_scores(5.31) an_equalizer
GOOOL (5.00) go!
penalty for_team (3.34) he_shoots

old instances of data and force the stream classifier to foougcent instanced $4. We
follow a different strategy: instead of trying to restrieakning to recent examples, we design
a dynamic feature space, where at any given time the fegpaeess defined by the terms
selected usingrousal as a selection criterium. As a consequence, we are capatpleosty
identifying, on spikes of activity, new features with higtegictive power that may appear or
gain importance over time (i.e., high valuesanbusa) that become important for sentiment
classification.

When a spike occurs and (potentially) changes the dominatitsent in the stream,
due to a real world event which immediately affect users’diagss, adapting the model to
such concept drift is challenging if the stream model isrgjhp built on past datadl]. Tac-
kling concept drift at the feature representation stagelimasdvantage that unlike instance
weighting and forgetting mechanisms, useful knowledgenfthe past is never discarded,
what could harm classification perfomanéd][ In pratice, this means that we use infor-
mation from old spikes to predict the sentiment at the curtieme window, what may be
especially useful when the label is incorrectly predictgdhi®e model we presented in Sec-
tion 4.2.1.

4.3.1 Experimental Evaluation

We incorporate the textual feature vecfoyin a learning model by interpreting(Y'|S) es-
timates from Section 4.2.1 asobabilistic labelqor soft label§, which can then be incorpo-
rated into a variety of supervised learning algorithm$4 126. We have chosen to employ
a version of Multinomial Naive Bayes extended to considebphilistic labels 135. We
make this choice because of the easiness to extend Naive Baye®rporate probabilistic
labels and its suitability for stream classification, sicoaditional term-class probabilities
can be easily updated as more data is processed. Our featurespond to unigrams, bi-
grams and trigrams represented by term-arousal weights.

Figure 4.10 shows how accuracy varies, inH@CCER dataset, as we vary the number
of features we include in the model, considering both ountarousal representation and
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the traditional TF-IDF representation. We varied a thréslad the time window level, i.e.,
we included in the model the top K-ranked features on each Wwimdow. In addition to
being more effective, the term arousal representationvaltbe sentiment model to be very
compact, since the best accuracy was obtained by congideshthe top 50 terms on each
time window. Results are similar in tidFL dataset.
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Figura 4.10. Accuracy vs top-K features comparing term-arousal and TF-IDF featu
representation SOCCER dataset.

In Figure 4.11 we show the increase on accuracy per volumewubien adding textual
features to the model. The increase on accuracy in lowemwelbins can be interpreted
as the “transfer” of the reliable social context from spikeghe lower-volume time win-
dows through the terms: when a high-arousal term is used onw-adlume time window, it
contributes to the correct prediction of such time intesval

4.3.2 Real-time sentiment tracking of live matches

To illustrate the usefulness and the utility of our combiredoel acquisiton/feature repre-
sentation method, we now analyze the sentiment of the crewpiessed on Twitter during
some interesting matches. For each match, we show theivar@at the sentiment score over
time in conjunction with the overall volume of tweets frontharowd. The scores are ob-
tained by computing the ratios between the positive andtivegarobability estimates of the
Naive Bayes classifier. Figure 4.12 shows the reactions afupporters during SuperBowl
2011:
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Figura 4.11. High-arousal n-grams carry the informative social contexts from tikesp
to subsequent low-volume time windowsSOCCER dataset.

The Green Bay Packers score two touchdowns in the firstequegtlected on the two
spikes of happiness before 200'.

. At 200’ the Steelers scores a touchdown, and, after antdiehdown at 240, the

mood of Steelers’ fans are better than Packers for a signifgart of the match.

. After a sequence of touchdowns from both teams betweeha8@D350’, the game

comes to an end at 360’ and Packers is proclaimed SuperBowkwsan Note that the
majority of changes in the dominant sentiment of each crogatioafter a spike in the
volume of messages, indicating that users are reactingeiotgvNote, also, that after
the spike at 360’ related to Packers’ victory, our conteaddal classifier is capable of
keeping track of the positive sentiment towards Packersaihbecause of high-arousal
terms such as those shown in Table 4.2.

In the 2012 SuperBowl, played on February 5th, we also detexttanges in crowd’s

humour, as shown in Figure 4.13:

1. The New York Giants started the game scoring 2-0 at 158'%@fdvith a touchdown

at 168'.

2. The Patriots scored two touchdowns in a row, at 224’ and, 26%ersing the expecta-

tions about the game outcome.
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SuperBowl 2011: Green Bay Packers 31 Pittsburgh Steelers 25
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Figura 4.12. Sentiment variation during SuperBowl 2011 — Packers vs Steelers.

3. The Giants managed to score a touchdown in the last mifitiie game and were pro-
claimed the 2012 SuperBowl champions at 298’, generating@period of happiness
on their supporters, whereas Patriots supporters weré.upse

SuperBowl 2012: New York Giants 21 vs New England Patriots 17
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Figura 4.13. Sentiment variation during SuperBowl 2012 — Giants vs Patriots.



CAPITULO 4. SENTIMENT ANALYSIS ON EVOLVING SOCIAL STREAMS: HOW
80 SELF-REPORTIMBALANCES CAN HELP

Soccer. We also illustrate our results with two matches of the lasncbof the 2011
Brazilian Soccer League. Although games last for 90 minuteslso show crowd sentiment
before and after the match duration. In Figure 4.14, team érmzomfortably beats his
fierce rival Atletico by a surprising score of 6-1, scoringtgoals in the early minutes of the
match. Our model was able to correctly capture the posigaetions of Cruzeiro fans, and
negative reactions of Atletico supporters. The secondmatd=-igure 4.15, showed a totally
different pattern: Vasco and Flamengo played at the lastdaif the Brazilian 2011 Soccer
League and Vasco needed to win in order to have any chancenafngithe championship
title:

1. At 149, Vasco scored, and our algorithm detected a subdest of positive sentiments
for Vasco and negative sentiments for Flamengo.

2. At minute 199’, however, Flamengo scored (note the spikeolume of tweets), va-
nishing any chances of Vasco winning the title. Our algonittetected a sharp negative
spike for Vasco in that moment. Even after conceding a gaadcd supporters were
still upset, as expected; this illustrates the capacitywfadgorithm in learning from
spikes and using the learned term polarities on the subeétjme intervals.

3. Note that we have been able to track different supponteegitions, even during “simi-
lar” events: although Atletico scored against Cruzeiro & 22was already losing by
5-0, what kept Cruzeiro supporters at a better mood. On thex bémd, Flamengo’s tie
goal against Vasco was a much more important one, and, eveghhvasco was not
losing the game, that goal vanished their chances of wintmedgitle.
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Brazilian Soccer League 2011: Cruzeiro 6 Atletico 1
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Figura 4.14. Sentiment variation during Brazilian Soccer League match — Cruzeiro vs.
Atletico.

4.4 Related Work on Self-Report Imbalances and
Sentiment Analysis

Social media data has been successfully used to detecivoelal-events such as disease
outbreaks 34], earthquakes139 and recurring events such as goals and touchdowns in
sports matche®[]. Most of these researches are not focused on the deviagtwekn self-
reported data and real data; it is implicitly assumed thatilhimber of users who decide to
react and comment on the events being monitored will be lengeigh to allow detection.
However, the self-reported nature of social media can gtyoimpact the observed social
data, as observed b$7): if we search in Twitter for the words “breathing” and “dking
water”, we may end up (wrongly) concluding that people ugudtink more water than
breath in their daily lifes. Some recent works try to compéaghese biases in analysis
of political debate, by observing that a small fraction obplke intensively self-report their
political opinions, while a silent majority does ndt43, what can dramatically change
conclusions and statistics on political behavior. Diffehg from these works, we stress that
we aim to use self-reporting bias and the social/temponatiexas it creates to our benefit, in
the design of better opinion analysis models, rather tharecting its effects.

Our work is closely related to research that exploits opirtiolder biases’ to perform
sentiment analysis. Especially un the political domains known that biases on opinion
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Brazilian Soccer League 2011: Vasco 1 Flamengo 1
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Figura 4.15. Sentiment variation during Brazilian Soccer League - Vasco vs. Flamengo.

holders highly correlate to the type of opinion they expressl that social contexts based
on groups of people with similar viewpoints provide usefghsis for opinion analysis2p;
53; 104. We add to these group-based social contexts a temporsp@etive to explore
the correlation between the real-world events taking p&w the users currently reacting
to what they are observing. To the best of our knowledge,ishilse first attempt to detect
positive and negative sentiment expressed on online magdapitalizing on the reasons
that stimulate people to communicate more or less theimgel

Sentiment analysis is still focused on static scenariob sscproduct reviewslB1],
on which lexicons of positive and negative words and tradal supervised machine lear-
ning techniques have been quite successfib We are interested in sentiment analysis
as a stream data mining task, a setting which requires legaigorithms to constantly up-
date and refine data description models, in face of the tin@gging characteristics of the
data b2, 21]. The simultaneous presence of concept drift and lack cfle&abdata makes
real-time sentiment analysis an even harder problem, siooge standard solutions from
one challenge make assumptions that do not hold in the offtee. state-of-the art solu-
tion for coping with the scarcity of labeled datsemi-supervised learningnakes use of
both labeled and unlabeled data for model generationandlsa®een applied to sentiment
analysis [L0g. However, due to the nonstationary characteristic of@mtreams, the use-
fulness of a few initially available labeled examples maylifgted since they can become
quickly outdated 44]. Conversely, the traditional approach for dealing with agpt drift
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on nonstationary data is to incrementally update the mduleligh fresh, recently-acquired
labels that are provided by the streab®T], but this solution may not be feasible due to the
lack of labeled data. In terms of machine learning appraaaher algorithm is best related
to distant supervisioficd], which generates labeled data not by manual inspectiomdfir
dual instances, but by applying some sort of heuristichuiieeh outputs noisy labels. While
distant supervision has considered emoticons as the sotil@leels, we take inspiration on
social psychology patterns that guide people’s reactions.

4.5 Wrap Up

Real-time sentiment analysis is a difficult task; labele@datisually not available to support
supervised classifiers, and debate about monitored to@ggum into unpredictable discus-
sions. We propose solutions to these challenges based diffdrent propensity users have
on disclosing positive and extreme feelings, in compartsamegative and average feelings.

Since we mapped the usage of the social information on twdimedearning sub-
tasks — acquisition of labeled data and feature represemtatour work is orthogonal to
current and future supervised models for real-time semtiraealysis. Depending on the
characteristics of the domain and the social media platforma or other sub-task may benefit
more from our models.

One future direction is to better investigate the impactimetwindow sizes. In ad-
dition to automatically determine the optimal window sipe ihake it dynamic), analyzing
effects of different window sizes in our models may unvewrmatterns on how social media
users react to real-world events.






Capitulo 5

Conclusions and Final Remarks

In this dissertation, we establish connections betweehkmelwn social psychology theories
and machine learning algorithms that process social sgeamtaining opinions regarding
polarized topics. We map these theories, which are relatédw opinions holders’ opini-
ons are predictably biased, into new signals that are eraglby machine learning models
to classify and organize content according to the sentiraadtopinion it conveys regar-
ding entities of interest (such as candidates, celebutigsorganizations). Our dissertation
sustains the hypothesis that, if a topic debate is recoflyizmlarized, a simple and strong
hypothesis hold:opinion holders and opinions are not independent, babrrelated. We
make the following contributions:

1. First, wemeasurehe strength of polarization on (online) social networkghwespect
to a given topic discussion. We demonstrate that the curretwork science metric
widely used to measure polarization (modularity) is notlvgeited to discriminate
between polarization and absence of polarization; we tmepgse and evaluate two
additional metrics based on the social network structuag #s we will demonstrate,
captures more accurately the social phenomena of polaizat

2. Second, we propose new methods for processing and iet@gpopinions expressed
on online polarized debates by uncovering from the sociatipalogy literature well-
established social theories that describe how people fbain dpinions on polarized
discussions. We use these theories as foundations for geaisithat enable sentiment
analysis method to operate on polarized discussions thae an the form ofsocial
streams- anevolving, bursty andtime-changingflow of opinions.

We believe our work is in consonance with the widely reporédervation that, in
practical machine learning problems, feature enginedends to be one of the tasks
that yields better improvement on machine learning modei§][ Instead of going
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in the direction of more complex models to perform sentirmamdlysis (that use, for
instance, deep learnin§45), we prefer to follow the path that, once the right attrisit
are known, simple and faster models can be adoptéf.[ Moreover, the signals we
propose are strongly backed up by previous research onieal@ind theoretical social
sciences and social psychology.

3. Our third contribution is related to the observation tleat many domains, we have
more than two viewpointsin conflict with respect to a topic, as on multipartisan po-
litical systems. Differently from the classical case ofdlgrization of opinions, in
multipolarized social networks we observe more compleati@hships among sides,
rather than the duality support/antagonism. In additiohigdnlighting inconsistencies
that are hidden on bipolarized network analyses, we proagsee-rank based model
that infers antagonism relationships among social comnesnin such a setting. Ins-
tead of relying only on positive seeds, we find negative sbgd=xploiting a implicit
negative feedback assumption that opinion holders’ do eattrto messages that are
contrary to their viewpoints in the same intensity they dewmessages endorse their
current opinions.

We believe our work also contribute to social sciences irs#nse that we validate and
observe empirical and theoretical findings in their field ddiéional domains in the online
world, such as the preference for disclosing positive arniteme feelings in Twitter during
polarized events.

As a growing fraction of web content is generated in the fofrsazial streams, we
believe there is a promising opportunity to build rich apations that track the emotio-
nal reactions of social media users during dynamically giapand potentially polarizing
events such as sports matches, political debates and kaking news. Traditional sen-
timent analysis, however, is not designed to operate ontteam setting, since the field
has focused its attention on extracting opinions from sta&tt such as product and movie
reviews. We believe that our work can be helpful in that dicec

We also shed light on the fact that using social media platéoas a tool to infer the
public opinion should be taken with caution, due to the higts lon the opinions expressed
by those (not only by humans, but also by automated bots) ebadd to give an opinion
publicly.

5.1 Publications

Here we list the main publications that are associated \nithdissertation:
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1. Pedro Calais Guerra, Adriano Veloso, Wagner Meira Jr;iNordimeida. From Bias
to Opinion: A Transfer-Learning Approach o Real-Time Sentiment Analyss. 17h
International Conference on Knowledge Discovery and Dataidi (ACM SIGKDD),
2011, San Diego, CA. Proceedings of the 17h International €@ente on Knowledge
Discovery and Data Mining, 2011.

2. Pedro Calais Guerra, Loic Cerf, Thiago Porto, A. Veloso, iWéadvieira Jr., Virgilio
Almeida. Exploiting Temporal Locality to Determine User Bias in Microblogging
Platforms. Journal of Information and Data Management (JIDM), v.2,23.3-288,
2011.

3. Pedro Calais Guerra, Wagner Meira Jr., Claire Cardie, Roldemlberg. A Measure
of Polarization on Social Media Networks based on Community Bondaries. 7th
International AAAI Conference on Weblogs and Social Mediaf ICWSM), 2013,
Boston, USA.

4. Pedro Calais Guerra, Wagner Meira Jr., Claire Car8entiment Analysis on Evol-
ving Social Streams: How Self-Report Imbalances Can Help 7th International
ACM Conference on Web Search and Data Mining (ACM WSDM), 2014, Nevk
City, USA.

5.2 Next Steps

We envisage a series of future research directions.

5.2.1 Characterizing and Modeling Self-Reporting Bias at
User-Level

We plan to enrich the social context we use to track sentimyptexploring the reaction
patterns not only at group-level, but at user-level and olitirgtoup levels. At the user
level, we can uncover different, more complex behavior ofalanedia user posting patterns.
Are there users which, in contrast to the dominant patterfepto comment on negative
experiences for their opposing sides than on positive s\arheir own side? At multi-group
level, we may exploit the different relationships betweetapzed groups to generate more
informative social contexts. For instance, supportermfrival teams are likely to follow
and react whenever their rivals are being defeated, andnfoaination could be embedded
in the social context.
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5.2.2 New Opinion Mining Tasks

So far, opinion mining and sentiment analysis have focusedjigen an inpuk oh, d,t >,
predict the polarityp = {+, —} of the document/ written by opinion holdenh regar-
ding target entity. We envisage as interesting fields of research the conatieiizof other
common data mining tasks, other than classification, thaldcgenerate new, relevant and
previosly unknown patterns related to opinions and opitiolders:

1. Finding rare opinions: Some topics of discussion seem to have a dominant opinion,
either positive or negative. For example, the vast majaitBrazilians think that the
“Mensalao” scandal really happened and all politician®ived are guilt. An interes-
ting opinion mining task is then to find rare opinions: arer¢hepinion holders who
have an opinion which is totally different from the dominane?

2. Finding surprising opinions: In some situations either positive or negative opinions
are common, but a instaneeoh, t, {+, —} > is not expected. For example, a partisan
supporter of a candidate showing criticism to his own caaidids not an expected opi-
nion. To find unexpectee oh,t, {4+, —} > tuples it a task of interest in our research.
It can unveil dense, polemic and interesting opinions, esihgnotivated an opinion
holder to give an opinion which is contrary to his bias.

3. Opinion Entropy: The sentiment analysis task on polarized debate also brniegs
guestions that we do not witness on the “classical” sentiraralysis product-review
scenario: given the high-biased nature of opinions, whiiasvalue” of a biased opi-
nion? In some sense, if everybody issues opinions which hrthteir expected bias
(either supporting their favorite side or criticizing angponent), the overall “opinion
entropy” of the system is zero, i.e., we do not learn too muomfthe opinions, be-
cause they only reflect people’s bias. In practice, we carenstand an opinion as a
sum of two factors: a combination of what the person has seghepast regarding
that issue/topic and the fact currently being analyzed. @h-hiased people, their
opinions reflect much more what they already think on theestitihan an analysis of
the current facts. How to “unbias” the public opinion is atenesting reseach question
here, because bias, in some aspect, insert “noise” in magdthe public reaction to
events.

Still in this direction, we observe that for a set of usérsand a set of opiniong),
different pairwise combinations of paifs € U, o € O) can represent opinions which
are semantically different on the aggregate, by generdlififigrent levels of “opinion
entropy”. The interesting problem here is to propose a nreasiu‘opinion entropy”
and detect unexpected, interesting (and perhaps moresi)agpinions.
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4. Identifying Tipping Points in Public Opinion: Finding changes in public opinion
is useful for a number of reasons, allowing marketers totrema tipping point in
people’s thoughts in reaction to real-life events. Althloubgere are some research
on that direction, content analysis is the dominant apgrdét By observing the
evolution of the social graph over time, we may be able todetgnificant changes in
its structure which, ultimately, represent changes in @E®pias and viewpoints.






Referéncias Bibliograficas

[1] Abramowitz, A. & Saunders, K. (2005). Why cant we all just@long? the reality of a

polarized americaThe Forum: A Journal of Applied Research in Contemporarytieg|i
2.

[2] Abu-Jbara, A.; Ezra, J. & Radev, D. R. (2013). Purpose anakihp of citation: Towards
nip-based bibliometrics. Elluman Language Technologies: Conference of the North
American Chapter of the Association of Computational Linggess Proceedings, June
9-14, 2013, Westin Peachtree Plaza Hotel, Atlanta, Geotd®A pp. 596--606.

[3] Adamic, L. A. & Glance, N. (2005). The political blogospte and the 2004 u.s. election:
divided they blog. EnfProceedings of the 3rd international workshop on Link discgy
LinkKDD ’05, pp. 36--43, New York, NY, USA. ACM.

[4] Agrawal, R.; Rajagopalan, S.; Srikant, R. & Xu, Y. (2003). riiig newsgroups using
networks arising from social behavior. BPnoceedings of the 12th International Confe-
rence on World Wide WebVWW 03, pp. 529--535, New York, NY, USA. ACM.

[5] Akcora, C. G.; Bayir, M. A.; Demirbas, M. & Ferhatosmanoghi (2010). Identifying
breakpoints in public opinion. EmRroceedings of the First Workshop on Social Media
Analytics SOMA '10, pp. 62--66, New York, NY, USA. ACM.

[6] Andersen, R.; Chung, F. & Lang, K. (2006). Local graph peniing using pagerank
vectors. EmProceedings of the 47th Annual IEEE Symposium on Foundatbom-
puter ScienceFOCS '06, pp. 475--486, Washington, DC, USA. IEEE Computeiednc

[7] Anderson, E. W. (1998). Customer satisfaction and worthotith. Journal of Service
Research1(1):5--17.

[8] Andreoni, J. & Mylovanov, T. (2012). Diverging opinion&merican Economic Journal:
Microeconomics4.

91



92 REFERENCIASBIBLIOGRAFICAS

[9] Athar, A. (2011). Sentiment analysis of citations usgagtence structure-based features.
Em Proceedings of the ACL 2011 Student Sesditii-SS '11, pp. 81--87, Stroudsburg,
PA, USA. Association for Computational Linguistics.

[10] Awadallah, R.; Ramanath, M. & Weikum, G. (2012). Opinioretwork for politically
controversial topics. ERroceedings of the First Edition Workshop on Politics, Elmts
and Datg PLEAD "12, pp. 15--22, New York, NY, USA. ACM.

[11] Bakshy, E.; Messing, S. & Adamic, L. (2015). Exposuredeadlogically diverse news
and opinion on faceboolScience

[12] Balasubramanyan, R.; Cohen, W. W.; Pierce, D. & RedlawsI®.[2012). Modeling
polarizing topics: When do different political communitrespond differently to the same
news? EMCWSM The AAAI Press.

[13] Baron, J. (2006)Thinking and DecidingCambridge University Press.

[14] Barrett, L. F. & Russell, J. A. (1998). Independence amblairity in the structure of
current affectJournal of Personality & Social Psychology4(4):967--984.

[15] Barrett, L. F. & Russell, J. A. (1999). The Structure of Guntr Affect: Controversies
and Emerging ConsensuSurrent Directions in Psychological Scien@&{1):10--14.

[16] Bazarova, N. N.; Choi, Y. H.; Schwanda Sosik, V.; Cosleyg&DWhitlock, J. (2015).
Social sharing of emotions on facebook: Channel differensatisfaction, and replies.
Em Proceedings of the 18th ACM Conference on Computer SupportgoeCaive Work
&#38; Social ComputingCSCW '15, pp. 154--164, New York, NY, USA. ACM.

[17] Bengio, Y.; Schuurmans, D.; Lafferty, J. D.; Williams, K. I. & Culotta, A., editores
(2009). Bayesian Belief PolarizatiorCurran Associates, Inc.

[18] Berger, J. (2013)Contagious: Why Things Catch O8imon & Schuster.

[19] Bermingham, A. & Smeaton, A. F. (2010a). Classifying seent in microblogs: is
brevity an advantage? ERroceedings of the 19th ACM international conference on
Information and knowledge manageme@tKM 10, pp. 1833--1836, New York, NY,
USA. ACM.

[20] Bermingham, A. & Smeaton, A. F. (2010b). Crowdsourcedveald sensing: senti-
ment analysis and the real-time web. BICS 2010 - Sentiment Analysis Workshop at
Artificial Intelligence and Cognitive Science

[21] Bifet, A. & Kirkby, R. (2009). Data stream mining: a prazai approach.



REFERENCIASBIBLIOGRAFICAS 93

[22] Bishop, C. M. (2006)Pattern Recognition and Machine Learning (Informationedcie
and Statistics) Springer-Verlag New York, Inc., Secaucus, NJ, USA.

[23] Blendon; Young & Hemenway (1996). The american publid #re gun control debate.
JAMA 275(22):1719-1722.

[24] Blondel, V. D.; Guillaume, J.-L.; Lambiotte, R. & Lefel®yrE. (2008). Fast unfolding
of community hierarchies in large networkSoRR abs/0803.0476.

[25] Bond, R.; Faris, C.; Jones, J.; Kramer, A.; Marlow, C.; ®etil & Fowler, J. (2012).
A 61-million-person experiment in social influence and fcdil mobilization. Nature
489(7415):295--298.

[26] Boyd, D.; Golder, S. & Lotan, G. (2010). Tweet, tweetweet: Conversational aspects
of retweeting on twitter. EnfProceedings of the 43rd Hawaii International Conference
on Social Systems (HICS$}EE.

[27] Brew, A.; Greene, D. & Cunningham, P. (2010). Using cromudsing and active lear-
ning to track sentiment in online media. Efroceedings of the 2010 conference on ECAI
2010: 19th European Conference on Artificial Intelligenpe. 145--150, Amsterdam,
The Netherlands, The Netherlands. IOS Press.

word lengthening to detect sentiment in microblogs. Broc. of the Conf. on Empirical
Methods in Natural Language ProcessjigMNLP 11, Stroudsburg, PA, USA. ACL.

[29] Calais, P. H.; Veloso, A.; Meira, Jr, W. & Almeida, V. (20l From bias to opinion:
A transfer-learning approach to real-time sentiment asialyEmProc. of the 17th ACM
SIGKDD Conference on Knowledge Discovery and Data Min8an Diego, CA.

[30] Chapelle, O.; Scholkopf, B. & Zien, A. (2006). Semi-supsed learning. MIT Press.

[31] Chen, L.; Weber, I. & Okulicz-Kozaryn, A. (2014). U.Sliggous landscape on twitter.
Em Social Informatics - 6th International Conference, Socla@i4, Barcelona, Spain,
November 11-13, 2014. Proceedingp. 544--560.

[32] Chaoi, Y.; Kim, Y. & Myaeng, S.-H. (2009). Domain-specientiment analysis using
contextual feature generation. HPnoceedings of the 1st international CIKM workshop
on Topic-sentiment analysis for mass opinidBA '09, pp. 37--44, New York, NY, USA.
ACM.



94 REFERENCIASBIBLIOGRAFICAS

[33] Conover, M.; Ratkiewicz, J.; Francisco, M.; Gongalves,Bammini, A. & Menczer,
F. (2011). Political polarization on twitter. ERroc. 5th International AAAI Conference
on Weblogs and Social Media (ICWSM)

[34] Culotta, A. (2010). Towards detecting influenza epidestiy analyzing twitter messa-
ges. EmProceedings of the First Workshop on Social Media AnalyS&SMA '10, pp.
115--122, New York, NY, USA. ACM.

[35] Dandekar, P.; Goel, A. & Lee, D. T. (2013). Biased assatioin, homophily, and the dy-
namics of polarizationProceedings of the National Academy of Scient&6(15):5791—
5796.

[36] Dave, K.; Lawrence, S. & Pennock, D. M. (2003). Miningtheanut gallery: opinion
extraction and semantic classification of product revielsn Proceedings of the 12th
international conference on World Wide W&lWW '03, pp. 519--528, New York, NY,
USA. ACM.

[37] De Choudhury, M.; Mason, W. A.; Hofman, J. M. & Watts, D.(2010). Inferring
relevant social networks from interpersonal communicatidmProceedings of the 19th
International Conference on World Wide W&BWW 10, pp. 301--310, New York, NY,
USA. ACM.

[38] Dellarocas, C. & Narayan, R. (2006). A Statistical Measoia Population’s Propen-
sity to Engage in Post-Purchase Online Word-of-Mo#hatistical Science21(2):277--
285.

[39] Dellarocas, C. & Wood, C. A. (2008). The sound of silencemtine feedback: Esti-
mating trading risks in the presence of reporting bManage. Scj.54(3):460--476.

[40] Desrosiers, C. & Karypis, G. (2009). Within-network s$#fication using local struc-
ture similarity. EmMachine Learning and Knowledge Discovery in Databases, Eraop
Conference, ECML PKDD 2009, Bled, Slovenia, September 7-109, Z&roceedings,
Part I, pp. 260--275.

[41] Diakopoulos, N. A. & Shamma, D. A. (2010). Characterizoebate performance via
aggregated twitter sentiment. BERroceedings of the 28th international conference on
Human factors in computing systen3H| '10, pp. 1195--1198, New York, NY, USA.
ACM.

[42] Diener, E.; Emmons, R.; Larsen, R. & Griffin, S. (1985). Taisfaction with life
scale.J Pers Asses#9(1):71-5.



REFERENCIASBIBLIOGRAFICAS 95

[43] Dixit, A. K. & Weibull, J. W. (2007). Political polarizéion. Proceedings of the National
Academy of Sciencegs04(18):7351--7356.

[44] Dyer, K. B. & Polikar, R. (2012). Semi-supervised leagnin initially labeled non-
stationary environments with gradual drift. HGCNN, pp. 1-9. IEEE.

[45] Earl, J.; Matrtin, A.; McCarthy, J. D. & Soule, S. A. (2004he use of newspaper data
in the study of collective action. volume 30, pp. 65--80. AahReview of Sociology.

[46] Easley, D. & Kleinberg, J. (2010Networks, Crowds, and Markets: Reasoning About
a Highly Connected WorldCambridge University Press.

[47] Fortunato, S. (2009). Community detection in grapbeRR abs/0906.0612.

[48] Fortunato, S. & Barthélemy, M. (2007). Resolution limit é¢ommunity detection.
Proceedings of the National Academy of Scient84(1):36--41.

[49] Fouss, F.; Pirotte, A.; Renders, J.-M. & Saerens, M. 20Random-walk computation
of similarities between nodes of a graph with applicatiocababorative recommenda-
tion. IEEE Trans. on Knowl. and Data EndL9:355--369.

[50] Friedkin, N. E. (1998) A Structural Theory of Social Influence (Structural Anayisi
the Social Sciencesfambridge University Press.

[51] Gallagher, B.; Tong, H.; Eliassi-Rad, T. & Faloutsos, QQJ&). Using ghost edges for
classification in sparsely labeled networks. Pmoceeding of the 14th ACM SIGKDD
international conference on Knowledge discovery and datangjiKDD '08, New York,
NY, USA. ACM.

[52] Gama, J. a.; Sebastido, R. & Rodrigues, P. P. (2009). dssuevaluation of stream
learning algorithms. Erfroceedings of the 15th ACM SIGKDD international conference
on Knowledge discovery and data minjikpD '09, pp. 329--338, New York, NY, USA.
ACM.

[53] Gamon, M.; Basu, S.; Belenko, D.; Fisher, D.; Hurst, M. &r{@, A. C. (2008).
Blews: Using blogs to provide context for news articles. EnfProceedings of the 2nd
International AAAI Conference on Weblogs and Social Meda\(BEM)

[54] Gayo-Avello, D.; Metaxas, P. T. & Mustafaraj, E. (201LLmits of electoral predictions
using twitter. EmProceedings of the Fifth International Conference on Weblagd
Social Media, Barcelona, Catalonia, Spain



96 REFERENCIASBIBLIOGRAFICAS

[55] Gelman, A.; Carlin, J.; Stern, H. & Rubin, D. (200Bayesian Data Analysis, Second
Edition. Chapman & Hall/CRC Texts in Statistical Science. Taylor & Eian

[56] Gerani, S.; Carman, M. J. & Crestani, F. (2010). Proxinlised opinion retrieval.
Em Proceeding of the 33rd international ACM SIGIR conferencdresearch and deve-
lopment in information retrievalSIGIR’10, pp. 403--410, New York, NY, USA. ACM.

[57] Giatsoglou, M.; Chatzakou, D.; Shah, N.; Faloutsos, C.a&ali, A. (2015). Retwe-
eting activity on twitter: Signs of deception. EAdvances in Knowledge Discovery and
Data Mining - 19th Pacific-Asia Conference, PAKDD 2015, Ho ChnMCity, Vietnam,
May 19-22, 2015, Proceedings, Parip. 122--134.

[58] Giraud-Carrier, C. (2000). A note on the utility of incrental learning Al COMMU-
NICATIONS 13:215--223.

[59] Girvan, M. & Newman, M. E. J. (2002). Community structimesocial and biological
networks.Proceedings of the National Academy of Scien86¢§12):7821--7826.

[60] Go, A.; Bhayani, R. & Huang, L. (2009). Twitter sentimetdssification using distant
supervision. Technical report, Stanford.

[61] Golbeck, J. & Hansen, D. (2011). Computing politicalference among twitter fol-
lowers. EmProceedings of the 2011 annual conference on Human faatazemputing
systemsCHI '11, pp. 1105--1108, New York, NY, USA. ACM.

[62] Good, B. H.; de Montjoye, Y. A. & Clauset, A. (2010). Perfmance of modularity
maximization in practical context®hysical Review F81(4):046106+.

[63] Graham, P. (2008). How to disagrée:.t p: / / www. paul gr aham com di sagree. ht i .

[64] Guerra, P. H. C.; Jr., W. M.; Cardie, C. & Kleinberg, R. (2018)measure of polariza-
tion on social media networks based on community bounddfi@sSeventh International
AAAI Conference on Weblogs and Social Media (ICWSM 2@d&ton,MA.

[65] Gupta, P.; Goel, A.; Lin, J.; Sharma, A.; Wang, D. & Zadeh (2013). Wtf: The who
to follow service at twitter. EnProceedings of the 22Nd International Conference on
World Wide WepWWW '13, pp. 505--514, Republic and Canton of Geneva, Switrella
International World Wide Web Conferences Steering Committee

[66] Hassan, A.; Abu-Jbara, A. & Radev, D. (2012a). Detecsinlggroups in online discus-
sions by modeling positive and negative relations amongqggaeints. EmProceedings
of the 2012 Joint Conference on Empirical Methods in Naturaldusage Processing and


http://www.paulgraham.com/disagree.html

REFERENCIASBIBLIOGRAFICAS 97

Computational Natural Language LearningMNLP-CoNLL '12, pp. 59--70, Strouds-
burg, PA, USA. Association for Computational Linguistics.

[67] Hassan, A.; Abu-Jbara, A. & Radev, D. (2012b). Extragtaigned social networks
from text. EmWorkshop Proceedings of TextGraphs-7 on Graph-based Msttow Na-
tural Language ProcessingextGraphs-7 '12, pp. 6--14, Stroudsburg, PA, USA. Associ
ation for Computational Linguistics.

[68] He, Q.; Chang, K.; Lim, E.-P. & Zhang, J. (2007). Burstyttea representation for
clustering text streams. EBDM SIAM.

[69] Heider, F. (1958).The Psychology of Interpersonal Relation¥ohn Wiley & Sons,
New York.

[70] Hu, N.; Zhang, J. & Pavlou, P. A. (2009). Overcoming tkehpped distribution of
product reviewsCommun. ACM52(10):144--147.

[71] Hu, X.; Tang, L.; Tang, J. & Liu, H. (2013). Exploiting sl relations for sentiment
analysis in microblogging. EmRroceedings of the sixth ACM international conference on
Web search and data mining/SDM "13.

[72] Hu, Y.; Koren, Y. & Volinsky, C. (2008). Collaborative fdting for implicit feedback
datasets. EnfProceedings of the 2008 Eighth IEEE International Confeeeon Data
Mining, ICDM '08, pp. 263--272, Washington, DC, USA. IEEE ComputeriStc

[73] Hunter, J. (1992)Culture Wars: The Struggle to Define Ameri&ociology. Religion.
BasicBooks.

[74] Isenberg, D. J. (1986). Group polarization: A critioadiew and meta-analysidournal
of Personality and Social Psycholad0(6):1141--1151.

[75] Jansen, B. J.; Zhang, M.; Sobel, K. & Chowdury, A. (2009)itier power: Tweets as
electronic word of mouthJ. Am. Soc. Inf. Sci. Technob0:2169--2188.

[76] Jin, W.; Ho, H. H. & Srihari, R. K. (2009). Opinionminer: reovel machine learning
system for web opinion mining and extraction. Pmoceedings of the 15th ACM SIGKDD
international conference on Knowledge discovery and datangiiKDD '09, New York,
NY, USA. ACM.

[77] Jo, Y. & Oh, A. H. (2011). Aspect and sentiment unificatimodel for online review
analysis. EnProceedings of the fourth ACM international conference ob $ésarch and
data mining WSDM 11, pp. 815--824, New York, NY, USA. ACM.



98 REFERENCIASBIBLIOGRAFICAS

[78] Jordan, A. H.; Monin, B.; Dweck, C. S.; Lovett, B. J.; John, ® & Gross, J. J.
(2010). Misery Has More Company Than People Think: Underedtng the Prevalence
of Others’ Negative EmotionsPersonality and Social Psychology Bullet®i7(1):120--
135.

[79] Kannan, R.; Vempala, S. & Vetta, A. (2004). On clustesn@ood, bad and spectral.
J. ACM 51(3):497--515.

[80] Katakis, I.; Tsoumakas, G. & Vlahavas, |. (2005). On titiéty of incremental feature
selection for the classification of textual data streams. 1Bth Panhellenic Conference
on Informatics (PCI 2005)Springer-Verlag.

[81] Katakis, I.; Tsoumakas, G. & Vlahavas, I. (2006). Dynarfeature space and incre-
mental feature selection for the classification of textwhdstreams. ErBCML/PKDD-
2006 International Workshop on Knowledge Discovery from C&ttaams. 2006Sprin-
ger Verlag.

[82] Kiciman, E. (2012). Omg, i have to tweet that! a studyadtbrs that influence tweet
rates.

[83] Kida, T. (2006).Don’t Believe Everything You Think: The 6 Basic Mistakes Va&eM
in Thinking Prometheus Books.

[84] Kienpointner, M. & Kindt, W. (1997). On the problem ofds in political argumentation
: an investigation into discussions about political asylargermany and austridournal
of Pragmatics5(27):555--585.

[85] Krackhardt, D. & Stern, R. N. (1988). Informal NetworksdaOrganizational Crises:
An Experimental SimulationSocial Psychology Quarterlyp1(2):123--140.

[86] Krebs, V. (2008). New political patterns.

[87] Kunda, Z. (1990). The case for motivated reasoningsychological Bulletin
108(3):480--498.

[88] Kunegis, J.; Lommatzsch, A. & Bauckhage, C. (2009). Tlaslsliot zoo: mining a
social network with negative edges. Erroceedings of the 18th International Conference
on World Wide Web, WWW 2009, Madrid, Spain, April 20-24, 2609741--750.

[89] Kunegis, J.; Preusse, J. & Schwagereit, F. (2013a). \glihe added value of negative
links in online social networks? ERroceedings of the 22Nd International Conference on
World Wide WepWWW '13, pp. 727--736, Republic and Canton of Geneva, Switrella
International World Wide Web Conferences Steering Committee



REFERENCIASBIBLIOGRAFICAS 99

[90] Kunegis, J.; Preusse, J. & Schwagereit, F. (2013b). \ishithe added value of negative
links in online social networks? Efroceedings of the 22Nd International Conference on
World Wide WepWWW '13, pp. 727--736, Republic and Canton of Geneva, Switnerla
International World Wide Web Conferences Steering Committee

[91] Kunegis, J.; Schmidt, S.; Lommatzsch, A.; Lerner, dicd, E. W. D. & Albayrak, S.
(2010). Spectral analysis of signed graphs for clustepnggliction and visualization. Em
SDM, pp. 559-. SIAM.

[92] Kushin, M. J. & Kitchener, K. (2009). Getting politicah social network sites: Explo-
ring online political discourse on facebodkirst Monday 14(11).

[93] Lanagan, J. & Smeaton, A. F. (2011). Using twitter toedétind tag important events
in live sports.Artificial Intelligence pp. 542--545.

[94] Larson, R.; Csikszentmihalyi, M. & Graef, R. (1982). Timeree in daily experience:
Loneliness or renewalRoneliness: A sourcebook of current theory, research aachiby.

[95] Lazer, B. D. (2015). The rise of the social algorith8tience

[96] Leskovec, J.; Backstrom, L. & Kleinberg, J. (2009). Metracking and the dynamics
of the news cycle. EnProceedings of the 15th ACM SIGKDD international conference
on Knowledge discovery and data minjikpD '09, pp. 497--506, New York, NY, USA.
ACM.

[97] Leskovec, J.; Huttenlocher, D. & Kleinberg, J. (201@edicting positive and negative
links in online social networks. EfAroceedings of the 19th International Conference on
World Wide WepWWW '10, pp. 641--650, New York, NY, USA. ACM.

[98] Leskovec, J.; Huttenlocher, D. & Kleinberg, J. (2010t8igned networks in social
media. EmProceedings of the SIGCHI Conference on Human Factors in Cangput
SystemsCHI '10, pp. 1361--1370, New York, NY, USA. ACM.

[99] Levinson, S. (1983).Pragmatics Cambridge Textbooks In Linguistics. Cambridge
University Press.

[100] Liben-Nowell, D. & Kleinberg, J. (2003). The link prietion problem for social
networks. EmMCIKM ’'03: Proceedings of the twelfth international confererarelnfor-
mation and knowledge managemepp. 556--559, New York, NY, USA. ACM.

[101] Lin, C. H.; Kamar, E. & Horvitz, E. (2014). Signals in tisdence: Models of im-
plicit feedback in a recommendation system for crowdsagrciEmProceedings of the



100 REFERENCIASBIBLIOGRAFICAS

Twenty-Eighth AAAI Conference on Atrtificial IntelligencelyJa7 -31, 2014, Québec
City, Québec, Canadapp. 908--915.

[102] Lin, F. & Cohen, W. W. (2010). Semi-supervised clasatien of network data using
very few labels. EMASONAM pp. 192-199.

[103] Lin, Y.-R.; Margolin, D.; Keegan, B. & Lazer, D. (2013&)oices of victory: A com-
putational focus group framework for tracking opinion shifreal time. EnProceedings
of the 22Nd International Conference on World Wide YWNVW '13, pp. 737--748, Re-
public and Canton of Geneva, Switzerland. InternationalltMdfide Web Conferences
Steering Committee.

[104] Lin, Y.-R.; Margolin, D.; Keegan, B. & Lazer, D. (2013bYoices of victory: a com-
putational focus group framework for tracking opinion shifreal time. EnProceedings
of the 22nd int’'l conference on World Wide W8¥WWW ’13.

[105] Liu, B. (2010). Sentiment analysis: A multi-faceteadiplem. EmIEEE Intelligent
Systems

[106] Liu, B. (2012). Sentiment Analysis and Opinion Minin§ynthesis digital library of
engineering and computer science. Morgan & Claypool.

[107] Livne, A.; Simmons, M. P.; Adar, E. & Adamic, L. A. (20L1The party is over here:
Structure and content in the 2010 election. Em Adamic, L.Bagza-Yates, R. A. &
Counts, S., editore$CWSM The AAAI Press.

[108] Lo, D.; Surian, D.; Zhang, K. & Lim, E.-P. (2011). Mirgndirect antagonistic com-
munities in explicit trust networks. Efroceedings of the 20th ACM International Con-
ference on Information and Knowledge Managem&@ikM ’11, pp. 1013--1018, New
York, NY, USA. ACM.

[109] Lord, C.; Ross, L. & Lepper, M. (1979). Biased assimilatemd attitude polarization:
The effects of prior theories on subsequently considerateace.Journal of Personality
and Social Psychology7(11):2098--2109.

[110] Macskassy, S. A. & Provost, F. (2007). Classificatiomé&tworked data: A toolkit
and a univariate case study..Mach. Learn. Res8:935--983.

[111] Masud, M. M.; Woolam, C.; Gao, J.; Khan, L.; Han, J.; HamIK. W. & Oza, N. C.
(2011). Facing the reality of data stream classificatiorpireg with scarcity of labeled
data.Knowl. Inf. Syst.33(1):213—-244.



REFERENCIASBIBLIOGRAFICAS 101

[112] McCright, A. M. & Dunlap, R. E. (2011). The politicizatiof climate change and po-
larization in the american public’s views of global warmi2g01-2010The Sociological
Quarterly.

[113] McPherson, M.; Smith-Lovin, L. & Cook, J. M. (2001). Bgdf a feather: Homophily
in social networksAnnual Review of Sociolog27(1):415-444.

[114] McRaney, D. (2012).You Are Not So Smart: Why You Have Too Many Friends on
Facebook, Why Your Memory Is Mostly Fiction, and 46 Other 3\idyu're Deluding
Yourself Gotham Books.

[115] Melville, P.; Gryc, W. & Lawrence, R. D. (2009). Sentinteanalysis of blogs by
combining lexical knowledge with text classification. Ehoceedings of the 15th ACM
SIGKDD international conference on Knowledge discovery artd daning KDD ’09,
New York, NY, USA. ACM.

[116] Meshi, D.; Morawetz, C. & Heekeren, H. R. (2013). Nuclewsumbens response
to gains in reputation for the self relative to gains for ethpredicts social media use.
Frontiers in Human Neuroscienc@(439).

[Metaxas et al.] Metaxas, P. T.; Mustafaraj, E. & Gayo-AwglD. How (not) to predict
elections. EnR011 IEEE Third International Conference on and 2011 IEEEd -
ternational Conference on Social Computing (SocialCom),@p3vIA, USA, 9-11 Oct.,
2011

[118] Mey, J. (2001)Pragmatics: An IntroductionJohn Wiley & Sons.

[119] Milyo, J. & Groseclose, T. (2005). A measure of mediashiWorking Papers 0501,
Department of Economics, University of Missouri.

[120] Mitchell, A. & Hitlin, P. (2013). Twitter reaction to wents of-
ten at odds with overall public opinion. Pew Research Center.
http://ww. pew esear ch. org/ 2013/ 03/ 04/\di scretionary{-}{}{}twtter-re

[121] Mouw, T. & Sobel, M. (2001). Culture wars and opinion gaation: The case of
abortion.American Journal of Sociology

[122] Mowbray, M. (2010). The twittering machine. Em Filipk & Cordeiro, J., editores,
WEBIST (2)pp. 299-304. INSTICC Press.

[123] Mustafaraj, E.; Finn, S.; Whitlock, C. & Metaxas, P. TO{2). Vocal minority versus
silent majority: Discovering the opinions of the long tdim Social Com/PASSAT


http://www.pewresearch.org/2013/03/04/\discretionary {-}{}{}twitter-reaction-to-events-often-at-odds-with-overall-public-opinion/

102 REFERENCIASBIBLIOGRAFICAS

[124] Mustafaraj, E. & Metaxas, P. T. (2011). What edited et reveal about online
political discourse. EmAnalyzing Microtext volume WS-11-05 oAAAI Workshops
AAAI.

[125] Newman, M. E. J. (2006). Modularity and community sture in networksProcee-
dings of the National Academy of SciencH33(23):8577--8582.

[126] Nguyen, Q.; Valizadegan, H. & Hauskrecht, M. (2011pakning classification with
auxiliary probabilistic information. ErRroc. of the 11th IEEE Int’l Conf. on Data Mining
ICDM 11, Washington, DC, USA. IEEE Computer Society.

[127] Nickerson, R. S. (1998). Confirmation bias: A ubiquit@i®enomenon in many gui-
ses.Review of General Psychologd.175--220.

[128] O’Connor, B.; Balasubramanyan, R.; Routledge, B. & Smith(2810). From tweets
to polls: Linking text sentiment to public opinion time w31 EmProceedings of the Int'l
AAAI Conference on Weblogs and Social Media

[129] Palla, G.; Derényi, I.; Farkas, |. & Vicsek, T. (2005)ncovering the overlapping
community structure of complex networks in nature and spcidature 435(7043):814-
-818.

[130] Pan, S. J. & Yang, Q. (2010). A survey on transfer laagniEEE Transactions on
Knowledge and Data Engineering2:1345-1359.

[131] Pang, B. & Lee, L. (2008). Opinion mining and sentimemalgsis. Foundations and
Trends in Information Retrievaf(1-2):1--135.

[132] Paul DiMaggio, John Evans, B. B. (1996). Have Americ&usial Attitudes Become
More Polarized?American Journal of Sociology02(3):690--755.

[133] Plous, S. (1993).The psychology of judgment and decision makiMgGraw-Hill,
New York.

[134] Ponhl, R. (2005).Cognitive lllusions: A Handbook on Fallacies and Biases imn¥h
king, Judgement and Memoryaylor & Francis.

[135] Ramakrishnan, G.; Chitrapura, K. P.; Krishnapuram, R. &tBdcharyya, P. (2005).
A model for handling approximate, noisy or incomplete latgIn text classification. Em
Proceedings of the 22nd international conference on Maekearning ICML '05, New
York, NY, USA. ACM.



REFERENCIASBIBLIOGRAFICAS 103

[136] Redlawsk, D. P.; Civettini, A. J. W. & Emmerson, K. M. (201 The affective tipping
point: Do motivated reasoners ever "get ifP8litical Psychology31:563--593.

[137] Rost, M.; Barkhuus, L.; Cramer, H. & Brown, B. (2013). Reprgagon and com-
munication: challenges in interpreting large social meditasets. ErRfroceedings of the
2013 conference on Computer supported cooperative WoBCW ’13, New York, NY,
USA. ACM.

[138] Ryan, T. & Xenos, S. (2011). Who uses facebook? an irgatsbdin into the relati-
onship between the big five, shyness, narcissism, lonslirzesl facebook usag€om-
puters in Human Behavip27(5):1658 — 1664.

[139] Sakaki, T.; Okazaki, M. & Matsuo, Y. (2010). Earthqeadhakes twitter users: real-
time event detection by social sensors. Pmceedings of the 19th international confe-
rence on World wide weWWW "10, New York, NY, USA. ACM.

[140] Samangooei, S.; Preotiuc-Pietro, D.; Cohn, T.; NeanjM. & Gibbins, N. (2012).
Trendminer: An architecture for real time analysis of sbeiadia text. AAAI Publicati-
ons, Sixth International AAAI Conference on Weblogs andaSbtzdia

[141] Schafer, J. B.; Konstan, J. & Riedl, J. (1999). Recommesgg&ems in e-commerce.
Em Proceedings of the 1st ACM Conference on Electronic CommE€e99, pp. 158--
166, New York, NY, USA. ACM.

[142] Sheng, V. S.; Provost, F. & Ipeirotis, P. G. (2008). @esther label? improving data
guality and data mining using multiple, noisy labelers. Eraceedings of the 14th ACM
SIGKDD international conference on Knowledge discovery artd daning KDD ’08,
New York, NY, USA. ACM.

[143] Silva, I. S.; Gomide, J.; Veloso, A.; Meira, Jr., W. &rreira, R. (2011). Effective
sentiment stream analysis with self-augmenting training demand-driven projection.
Em Proceedings of the 34th international ACM SIGIR conferent®esearch and deve-
lopment in Information RetrievaSIGIR '11, New York, NY, USA. ACM.

[144] Smith, M.; Rainie, L.; Shneiderman, B. & Himelboim, 1.04). Mapping twitter
topic networks: From polarized crowds to community clustePew Research Center.
Last Accessed On 07/09/2015.

[145] Socher, R.; Perelygin, A.; Wu, J.; Chuang, J.; ManningdDCNg, A. Y. & Paotts, C.
(2013). Recursive deep models for semantic compositignahier a sentiment treebank.
Em Proceedings of the 2013 Conference on Empirical Methods iufddat anguage
Processingpp. 1631--1642, Stroudsburg, PA. Association for Compartat Linguistics.



104 REFERENCIASBIBLIOGRAFICAS

[146] Soucy, P. & Mineau, G. W. (2005). Beyond tfidf weightiray fext categorization in
the vector space model. ERroceedings of the 19th international joint conference on
Artificial intelligence IJCAI'05, San Francisco, CA, USA.

[147] Spearman, C. (1987). The proof and measurement ofiaisodbetween two things.
By C. Spearman, 1904'he American journal of psychologi00(3-4):441--471.

[148] Stoyanov, V. & Cardie, C. (2008). Annotating topics ofropns. EmLREC European
Language Resources Association.

[149] Sunstein, C. R. (2002). The Law of Group Polarizatidournal of Political Philo-
sophy 10(2):175--195.

[150] Tan, C.; Lee, L.; Tang, J.; Jiang, L.; Zhou, M. & Li, P. (). User-level sentiment
analysis incorporating social networks. Hroceedings of the 17th ACM SIGKDD inter-
national conference on Knowledge discovery and data mjrdip '11, pp. 1397--1405,
New York, NY, USA. ACM.

[151] Tang, J.; Chang, S.; Aggarwal, C. & Liu, H. (2015). Negatink prediction in social
media. EmProceedings of the Eighth ACM International Conference on Bésdrch and
Data Mining WSDM '15, pp. 87--96, New York, NY, USA. ACM.

[152] Tauer, J. (2009). Monday morning quarterbac-
king: The case of the hindsight bias. Psychology To-
dayht t p: / / ww. psychol ogyt oday. cont bl og/ goal - post s/ 200911/ nonday- nor ni ng-

[153] Tong, H.; Faloutsos, C. & Pan, J.-Y. (2008). Random waitk nestart: fast solutions
and applicationskKnowl. Inf. Syst.14(3):327--346.

[154] Tufekci, Z. (2014). Big questions for social media bagat Representativeness, vali-
dity and other methodological pitfalls. ERroceedings of the Eighth International Con-
ference on Weblogs and Social Media, ICWSM 2014, Ann Arbahiljiin, USA, June
1-4, 2014.

[155] Turney, P. D. (2002). Thumbs up or thumbs down? semanientation applied
to unsupervised classification of reviews. HEroceedings of the 40th Annual Meeting
on Assoc. for Computational LinguistjicACL '02, Morristown, NJ, USA. Assoc. for
Computational Linguistics.

[156] van Dongen, S. (20008raph Clustering by Flow SimulatioPhD thesis, University
of Utrecht, Utrecht. http://www.library.uu.nl/digiarigi/dip/diss/1895620/inhoud.htm.


http://www.psychologytoday.com/blog/goal-posts/200911/monday-morning-quarterbacking-the-case-the-hindsight-bias

REFERENCIASBIBLIOGRAFICAS 105

[157] Wolkova, S.; Wilson, T. & Yarowsky, D. (2013). Explog sentiment in social media:
Bootstrapping subjectivity clues from multilingual twittgtreams. EnfProceedings of the
51st Annual Meeting of the Association for Computationapuistics (Volume 2: Short
Papers) pp. 505--510, Sofia, Bulgaria. Association for Computatidmaguistics.

[158] Vuong, B.-Q.; Lim, E.-P.; Sun, A.; Le, M.-T.; Lauw, H. \& Chang, K. (2008). On
ranking controversies in wikipedia: Models and evaluatiem Proceedings of the 2008
International Conference on Web Search and Data MinM(gsDM '08, pp. 171--182,
New York, NY, USA. ACM.

[159] Vydiswaran, V. G. V.; Zhai, C.; Roth, D. & Pirolli, P. (2@). Biastrust: teaching
biased users about controversial topics. Em wen Chen, X.anah G.; Wang, H. &
Zaki, M. J., editoresCIKM, pp. 1905-1909. ACM.

[160] Wallace, B. (2013). Computational irony: A survey anaviperspectivesAtrtificial
Intelligence Revieypp. 1-17.

[161] Walton, D. (1991). Bias, critical doubt, and fallaciedumber 28, pp. 1-22. Argu-
mentation and Advocacy.

[162] Watts, D. J. (2011).Everything Is Obvious: *Once You Know the Answérown
Business.

[163] Waugh, A. S.; Pei, L.; Fowler, J. H.; Mucha, P. J. & Parfd. A. (2009). Party
polarization in congress: A social networks approach.

[164] Weber, I.; Garimella, V. R. K. & Batayneh, A. (2013). Skows. islamist polarization
in egypt on twitter.

[165] Whang, J. J.; Gleich, D. F. & Dhillon, I. S. (2013). Owsrping community detection
using seed set expansion. HProceedings of the 22nd ACM international conference
on Conference on information and knowledge managen@KkiM '13, pp. 2099--2108,
New York, NY, USA. ACM.

[166] Whannel, G. (1998). Reading the sports media audieviegliaSportpp. 221--232.

[167] Widmer, G. & Kubat, M. (1996). Learning in the presewteoncept drift and hidden
contexts.Mach. Learn, 23(1):69--101.

[168] Wind, D. K. (2014). Concepts in predictive machine teag: A conceptual fra-
mework for approaching predictive modelling problems aaskcstudies of competitions
on kaggle. Master’s thesis, Technical University of Derkm@openhagen, Denmark.



106 REFERENCIASBIBLIOGRAFICAS

[169] Wong, F. M. F.; Tan, C. W.; Sen, S. & Chiang, M. (2013). Qifgimg political leaning
from tweets and retweets. ERroceedings of the Seventh International Conference on
Weblogs and Social Media, ICWSM 2013, Cambridge, MassadhusE$A, July 8-11,
2013.

[170] Yang, B.; Cheung, W. & Liu, J. (2007). Community mining riicsigned social
networks.IEEE Transactions on Knowledge and Data Engineerit(10):1333—-1348.

[171] Yang, B.; Zhao, X. & Liu, X. (2015). Bayesian approach todeling and detecting
communities in signed network. ERroceedings of the Twenty-Ninth AAAI Conference
on Artificial Intelligence, January 25-30, 2015, Austinxds, USA.pp. 1952--1958.

[172] Yang, J. & Leskovec, J. (2012). Structure and overlafpsommunities in networks.
CoRR abs/1205.6228.

[173] Yang, S.-H.; Smola, A. J.; Long, B.; Zha, H. & Chang, Y. 12). Friend or frenemy?:
Predicting signed ties in social networks. Bmoceedings of the 35th International ACM
SIGIR Conference on Research and Development in Inform&eirieval SIGIR '12,
pp. 555--564, New York, NY, USA. ACM.

[174] Yang, Y. & Pedersen, J. O. (1997). A comparative studyeature selection in text
categorization. EnRroc. of the 14th Int'l Conference on Machine Learning (ICML)

[175] Yardi, S. & Body, D. (2010). Dynamic debates: An anadysf group polarization
over time on twitter Bulletin of Science, Technology and Sociég0).

[176] Ye, J.; Cheng, H.; Zhu, Z. & Chen, M. (2013). Predictingitge and negative links
in signed social networks by transfer learning. Broceedings of the 22Nd International
Conference on World Wide WeWWW 13, pp. 1477--1488, Republic and Canton of
Geneva, Switzerland. International World Wide Web ConfeesrSteering Committee.

[177] Yin, P.; Luo, P.; Lee, W.-C. & Wang, M. (2013). Silenceaiso evidence: Interpreting
dwell time for recommendation from psychological perspect EmProceedings of the
19th ACM SIGKDD International Conference on Knowledge Discoaad/Data Mining
KDD '13, pp. 989--997, New York, NY, USA. ACM.

[178] Yus, F. (2011). Cyberpragmatics: Internet-Mediated Communication in Cantex
Pragmatics & beyond new series. John Benjamins Publishingp@oyn

[179] Zachary, W. (1977). An information flow model for couofliand fission in small
groups.Journal of Anthropological ResearcB3:452—-473.



REFERENCIASBIBLIOGRAFICAS 107

[180] zhang, P.; Zhu, X. & Shi, Y. (2008a). Categorizing anchimgj concept drifting
data streams. ErRroceedings of the 14th ACM SIGKDD international conferenge o
Knowledge discovery and data miningDD '08, pp. 812--820, New York, NY, USA.
ACM.

[181] Zhang, Y.; Friend, A. J.; Traud, A. L.; Porter, M. A.; Wker, J. H. & Mucha, P. J.
(2008b). Community structure in congressional cospongonsétworks. Physica A:
Statistical Mechanics and its Applicatiqrg87(7):1705--1712.

[182] Zhu, X. & Ghahramani, Z. (2002). Learning from label@ad unlabeled data with
label propagation.

[183] Zhu, X. & Goldberg, A. B. (2009)introduction to Semi-Supervised Learnifdorgan
& Claypool Publishers.

[184] Zliobaite, I.; Bifet, A.; Holmes, G. & Pfahringer, B. (2@). Moa concept drift active
learning strategies for streaming dafaurnal of Machine Learning Researct:48-55.



	Agradecimentos
	Resumo
	Abstract
	1 Introduction
	2 Measuring Polarization on Social Networks
	2.1 Modularity as a Measure of Polarization
	2.2 Measuring Polarization on Community Boundaries
	2.3 Opinion Analysis on the Gun Control Debate
	2.4 Concentration of Popular Nodes Along the Boundary
	2.5 Conclusions

	3 Finding Community Structure and Community Relationships in Multipolarized Social Networks
	3.1 Finding communities and community relationships in social networks
	3.2 Related Work
	3.3 Community mining on a network of retweets
	3.4 Semi-supervised community detection
	3.4.1 Propagating positive seeds through Random Walk with Restarts
	3.4.2 Finding negative seeds with negative implicit feedback

	3.5 Case Study: Finding Communities and Community Relationships on Twitter
	3.6 Conclusions

	4 Sentiment Analysis on Evolving Social Streams: How Self-Report Imbalances Can Help
	4.1 Social Psychology Background
	4.2 Positive-Negative Self-Report Imbalance
	4.2.1 Temporal Positive-Negative Self-Report Imbalance
	4.2.2 Experimental Evaluation using Twitter data

	4.3 A Feature Representation inspired by the Extreme-Average Report Imbalance
	4.3.1 Experimental Evaluation
	4.3.2 Real-time sentiment tracking of live matches

	4.4 Related Work on Self-Report Imbalances and Sentiment Analysis
	4.5 Wrap Up

	5 Conclusions and Final Remarks
	5.1 Publications
	5.2 Next Steps
	5.2.1 Characterizing and Modeling Self-Reporting Bias at User-Level
	5.2.2 New Opinion Mining Tasks


	Referências Bibliográficas

