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Resumo

Redes Ad hoc Veiculares (VANETS) estao se tornando uma realidade devido, em parte,
ao interesse dos fabricantes de veiculos em prover novos tipos de servigos aos seus
clientes. Como consequéncia, as aplicagoes para esse tipo de rede estao surgindo com
0 objetivo de tornar o transito mais seguro, menos congestionado, mais informativo
e prazeroso. Para isso, um dos principais requisitos de tais aplicagoes é a entrega de
contetido aos veiculos. No entanto, algumas caracteristicas especificas das VANETS,
como topologia extremamente dindmica, mudancas frequentes na densidade da rede
e sua natureza de larga escala, fazem com que a tarefa de entrega de contetdo seja
significativamente complexa.

Normalmente, duas abordagens tém sido usadas para a entrega de contetido em
redes tradicionais: Redes de Entrega de Conteido (Content Delivery Networks ou
simplesmente CDN) e Redes Par-a-Par (Peer-to-Peer Networks ou simplesmente P2P).
Porém, as caracteristicas especificas das redes veiculares sugerem que essas abordagens,
como originalmente propostas para a Internet, nao sao adequadas para esse tipo de rede,
e até o momento ainda nao esta claro como as redes veiculares podem se beneficiar
pela utilizagao dos conceitos de CDN e P2P. Para abordar esse problema, o principal
objetivo desta tese é investigar como os conceitos de CDN e P2P podem ser aplicados
as VANETS, e propor solugoes adequadas a essas redes. Para alcancar esse objetivo,
fizemos um estudo detalhado da literatura para entender como os conceitos de CDN e
P2P vém sendo aplicados as VANETs. Em seguida, propusemos um modelo hibrido em
que conceitos de CDN e P2P sao herdados e adaptados para VANETs. Para auxiliar os
projetistas de aplicagoes, também definimos um arcabougo que engloba os principais
componentes a serem implementados para o modelo proposto. Para concluir, com
base em um estudo de caracterizacao de mobilidade realizado, também propusemos
e avaliamos duas solu¢oes com diferentes demandas para demonstrar a eficiéncia do

modelo proposto para o desempenho das aplicagoes.

Palavras-chave: Redes veiculares, entrega de contetudo, replicacao de contetudo.
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Abstract

Vehicular Ad Hoc Networks (VANETS) are migrating from theory to practice mainly
due to the great interest of manufacturers to provide new on-road services to their
clients. As result, VANET applications are emerging to reality with the objective of
making traffic safer, less congested, more informative, and enjoyable. To this end, a
fundamental requirement for such applications is the efficient delivery of content. Nev-
ertheless, the particular characteristics of a VANET, such as highly dynamic topology,
frequently density variations, and large-scale nature, make the task of delivering con-
tent easier said than done.

Usually, two approaches have been used to deliver content in the traditional
Internet: Content Delivery Networks (CDN) and Peer-to-Peer (P2P). However, several
characteristics of VANETs and their applications suggest that pure CDN and P2P
models, as originally conceived for the Internet, are not suitable for them. So far, it is
unclear how VANETSs can benefit from adopting CDN and P2P concepts.

To address this problem, the main objective of this thesis is to investigate how
CDN and P2P concepts can be applied to VANETs and to propose solutions that
validate the hypothesis that those concepts are helpful to vehicular applications. To
achieve this objective, we first analyze the related studies to find out how the content
delivery problem has been tackled in the literature. Based on this study, we define
a hybrid model where concepts from both CDN and P2P are inherited and adapted
to VANETSs. In addition to the model proposal, we also define a framework to guide
application designers to develop content delivery applications. Finally, we propose and
evaluate two solutions, based on mobility characterization results, to demonstrate that

our model is useful for the performance of VANET applications.

Keywords: Vehicular ad hoc networks, content delivery, content replication.
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Chapter 1

Introduction

1.1 Motivation

Vehicular Ad Hoc Networks (VANETS) are migrating from theory to practice mainly
due to the great interest of manufacturers to provide new on-road services to their
clients [Zeadally et al., 2012]. This kind of network consists of vehicles with on-board
wireless communication facilities that are able to establish ad hoc communication with
their peers as well as with infrastructure stations [Wang and Li, 2009; Yousefi et al.,
2006]. Besides the wireless communication capability, vehicles in a VANET are also
equipped with processing, memory, storage, sensors, and visualization units.

VANET applications are emerging to reality with the objective of making traffic
safer, less congested, more informative, and enjoyable |Lee et al., 2014; Willke et al.,
2009]. With the advance of such applications, comes the need for content delivery
solutions, since the efficient delivery of content is a fundamental requirement for most
vehicular network applications, such as information, advertisement, and entertainment
systems. Information systems deliver to vehicles information such as weather reports,
traffic status, parking availability, among others. Advertisements about restaurants,
gas stations, and hotels, for example, are delivered to vehicles presenting particular
characteristics. Finally, entertainment systems deliver content, such as videos, audios,
and images, to be consumed by on-board users.

Nevertheless, the VANET particular characteristics make the task of delivering
content easier said than done [Gerla et al., 2014b|. First, vehicles move constantly, caus-
ing frequent changes in the network topology. In addition, vehicles may face different
density scenarios along their way, such as high density in rush hours or in specific re-
gions, as well as low density in highways or in low traffic hours. Also, vehicular network

applications typically operate in large-scale scenarios consisting of many thousands of
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2 CHAPTER 1. INTRODUCTION

vehicles. Furthermore, vehicles may face a dispute for bandwidth in order to receive
a content within expected quality levels. Finally, infrastructure stations and cellular
networks may not be able to cope with all demands. All these issues, together with
the fact that users are willing to receive their content quickly, with high quality, and
with low cost, bring many challenges to the content delivery problem in such dynamic
scenarios. In short, content delivery solutions must be efficient, scalable, and resilient

to network topology and density changes.

Usually, two approaches have been used to deliver content in the traditional In-
ternet |Passarella, 2012]: Content Delivery Networks (CDN) and Peer-to-Peer (P2P).
CDN solutions rely on the replication of content in the so-called surrogate servers that
are strategically placed in the network, and on redirecting a request to the appropriate
server. As result, CDN provides high content availability in an infrastructure-based
approach. However, it assumes the existence of strategically located stationary servers
to replicate content. On the other hand, nodes in P2P solutions cooperate among
themselves by offering their resources to their peers, leading to a scalable solution.
Usually, nodes can join and leave a P2P network whenever desired, which is a good
strategy in terms of scalability, fault-tolerance, and deployment issues. However, con-
tent discovery and delivery in P2P networks may take a long time and generate a high

network overhead.

Several characteristics of VANETSs and their applications suggest that pure CDN
and P2P models, as originally conceived for the Internet, are not suitable for them.
First, many applications are referred to as push-based, meaning that content should
be pushed to the clients even in the absence of a request, like an accident notification,
for example. In addition, contacts in VANETS are intermittent, making the establish-
ment and maintenance of end-to-end links very difficult. Furthermore, the deployment
of surrogate servers in a large-scale, urban scenario is a costly, time-consuming task.
When it comes to content, several entities are potential sources, such as vehicles, In-
telligent Transportation System (ITS) solutions, Wireless Sensor Networks (WSNs),
mobile users, among others. Moreover, content sources and clients move in consider-
able speed, causing constant changes in the network topology. Finally, content in many
applications is location- and time-dependent, meaning it is valid only inside a region

of interest (Rol) during a given period.
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1.2 Objective

Given the need for more efficient vehicular content delivery solutions, the hypothesis
of this work is defined as: the adoption of a hybrid model that inherits and adapts
concepts from both CDN and P2P will improve the performance of VANET applications
in terms of content availability, quality, and delivery cost. Therefore, the main objective
of this thesis is to investigate how CDN and P2P concepts can be adapted and applied
to VANETS, forming a Vehicular Content Delivery Network (VCDN), and propose
solutions that validate the aforementioned hypothesis.

The following steps were followed to achieve this objective:

e An in-depth study of the solutions found in the literature has been performed
under the content delivery perspective. We have analyzed and organized those
studies into a detailed survey of the state-of-the-art in the VANETSs content
delivery field;

e Based on the survey, we have investigated those studies’ benefits and drawbacks,
which helped us to map the application requirements. This investigation has led
to interesting results such as a classification of VANET applications with content
delivery demand, a hybrid VCDN model that inherits and adapts concepts from
both CDN and P2P, and a framework to guide designers when developing VANET

applications;

e Before implementing solutions to validate our proposed VCDN model, we have
first characterized a realistic vehicular mobility trace to demonstrate that some
vehicles present special characteristics that may turn them into good replication
nodes. The insights from this characterization helped us to design solutions to

validate our hypothesis;

e We have proposed and evaluated two solutions with different demands to validate
the hypothesis that our hybrid VCDN model, when it follows good practices and
insights about mobility models, leads to good performance results, particularly

in terms of content availability and delivery cost.

1.3 Contributions

The main contributions of this thesis are summarized as follows:

1. A novel content delivery model that inherits and adapts concepts from both CDN

and P2P, as well as a framework to help application designers and developers
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on defining the most appropriate architecture and techniques to be adopted by
their applications. This model, as well as the framework, will guide designers to
develop applications with characteristics such as extensibility, adaptability, and

modularity;

2. A survey of VANET content delivery solutions found in the literature organized
according to their techniques and architectures. This survey will be of great help

to researchers working on this field;

3. Two innovative solutions based on our proposed VCDN model developed to make
content available in city-wide and region-wide scenarios. These solutions, in
addition to validate our hypothesis, advance the state-of-the-art since they are

based on novel methods that consider origin-destination points as input;

4. Characterization results that lead to important insights on how to select appro-

priate replica vehicles in content delivery applications;

5. A list of potential aspects, and their respective categories, to classify VANET
applications under the content-oriented perspective. Based on this classification
scheme, which extends the existing ones, application designers will be able to
classify their applications prior to deciding which algorithms, architectures, and

protocols to adopt, decreasing then the application risk of failure.

1.4 OQutline

This document is organized as follows. In Chapter 2, we present a background on
important concepts including CDN, P2P and VANET applications, as well as the
survey of the state-of-the-art of vehicular content delivery solutions. Next, in Chapter 3
we present a list of aspects to classify vehicular applications under a content-centric
perspective, and we propose a model that inherits and adapts concepts from both CDN
and P2P and a framework to guide designers on the development of such applications.
The characterization of a vehicular mobility trace is presented in Chapter 4. In order
to validate our hypothesis, in Chapter 5 we propose and evaluate two solutions by
following our proposed model and framework. Finally, in Chapter 6 we present our

final remarks and future directions, as well as the list of publications obtained.



Chapter 2

Background

In this chapter we present the fundamental concepts related to the thesis. First, we
briefly describe the main characteristics of Content Delivery Networks (CDN) and
Peer-to-Peer (P2P). Next, we describe the main categories of VANET applications,
presenting examples of how they demand content delivery solutions. Finally, we present
an in-depth study of the state-of-the-art in the VANET content delivery area. This
survey is the main contribution of this chapter and was very useful to help on directing

our research efforts during the thesis development.

2.1 Content Delivery Networks (CDN)

The increase in demand for Internet services, particularly in the context of the Web
during the 1990s, has led to network congestion and server overload problems [Hofmann
and Beaumont, 2005]. Due to this large demand, content providers started suffering
from performance issues and were not able to respond to all requests satisfactorily.
To tackle this problem, a new concept called Content Delivery Network (CDN) was
proposed in the late 1990s [Peng, 2004; Vakali and Pallis, 2003; Pathan and Buyya,
2007; Pallis and Vakali, 2006]. The basic idea behind CDN is to allocate content
replicas in different strategically placed servers, and to redirect a request to the most
appropriate server that can respond better to it.

According to the CDN literature [Peng, 2004; Pathan and Buyya, 2007|, two
major challenges arise when designing a CDN. The first one is the issue of selecting
good replica locations and replicating the content, and, thus keeping it up to date.
Over this thesis, we refer to this problem as content replication or replica allocation.
The second challenge is related to the discovery of the most appropriate replica and the

content delivery itself. We refer to it as content discovery and delivery along the text.

5



6 CHAPTER 2. BACKGROUND

These issues are the two fundamental building blocks that compose a CDN system,
and are even more challenging in such dynamic environments as VANETSs.

Usually, Internet content replication is done based on geographic locations. It
is expected that users in Europe would have a better performance when downloading
content from servers located in that continent than in America, for example. Therefore,
it is reasonable to place replicas in servers located all over the world according to the
expected demand. Since surrogate servers are fixed, as well as most part of the Internet
infrastructure, there is peak on investment to select the most appropriate replica places.
After that, there is no need to change places constantly.

Because content replica locations are known, the content discovery and delivery
tasks are straightforward. Basically, a client sends a request message to the original
content provider that knows where all of its replicas are located. The server then
responds to the client with the address of the most appropriate replica to attend its
request. The selection of the replica is a difficult task, since not only the physical
distance, but also the network distance and the server current load, must be taken
into account. The client then exchanges messages with the surrogate server. The most
adopted technique to content discovery and delivery is the one of Dynamic Name Sys-
tem (DNS) redirection. In this technique, the DNS server is responsible of responding
to the client the IP address of the surrogate server that will attend it.

The benefits of CDN to the Internet applications performance are clear and well-
known. However, the same can not be stated when it comes to VANET applications,
since this kind of network presents particular characteristics that differ it from the
Internet. Thus, further investigation must be performed in order to identify how CDN

concepts could be beneficial to VANET applications.

2.2 Peer-to-Peer Networks (P2P)

A P2P network [Blair et al., 2012; Lua et al., 2005; Androutsellis-Theotokis and Spinel-
lis, 2004; Parameswaran et al., 2001] is a scalable self-organizing system in which nodes
cooperate to form a content delivery network. Nodes in a P2P system are referred to
as peers since they may act as clients, when downloading content from others, and
servers as well, when providing content to other peers. Usually, the peers are personal
workstations of ordinary users (i.e., personal computers) connected through a network,
instead of powerful servers located in data centers. All peers contribute parts of their
resources (network bandwidth, storage, etc.) and usually have the same capacity and

responsibility.
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P2P networks came into reality back in 1999 in the U.S., when a significant
number of ordinary users started using the Internet. The number of P2P systems
has increased as more users, all over the world, also were attracted to the Internet.
The first success application was Napster [Carlsson and Gustavsson, 2001], which was
conceived for music sharing. Due to copyright problems, Napster was considered illegal
and closed by U.S. authorities. However, the Napster case was very important to bring

large-scale P2P networks into reality.

Differently from CDN, an interesting fact about P2P networks is the needless
of a dedicated infrastructure. Any peer can participate of the content delivery task,
and usually no central controller is required. The only technical requirement is that
all peers should run a specific program to be prepared to join a P2P system. P2P
networks are scalable by nature, since their upload capacity increases with the download

requirements, since all nodes may participate and help on the delivery.

Given that personal workstations are not expected to be online 100% of the time,
since their owners may turn them down and the machines may failure as well, there is
no guarantee of individual resources availability. Thus, P2P systems are prepared to
increase the probability of content availability by keeping copies of it on different peers
that requested it recently. Therefore, P2P networks are fault-tolerant because failures

in a peer is suppressed by others.

Basically, there are two approaches to implement P2P networks: structured and
unstructured. The structured strategy relies on distributed data structures to control
the network topology and the content placements. These structures are also used when
a client is searching for a content. This leads to efficient algorithms for searching for
content, with the high cost imposed to build and maintain those distributed structures.
On the other hand, in the unstructured strategy the peers join and leave the network by
following simple rules in an ad hoc manner. This self-organizing network is, therefore,
resilient to failures in the peers. However, searching for a content may generate a
significant overhead in terms of exchanged messages and a long end-to-end delay, since

there is no controller entity to help on this task.

The unstructured approach is more appropriate to VANETS, given their highly
dynamic topology and, then, the high cost involved to build and maintain the dis-
tributed structures. However, further investigation should be conducted to propose
efficient solutions for content discovery and delivery with the objective of providing a

high content delivery service to their users.
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2.3 Information-Centric Networking (ICN)

ICN is a novel communication paradigm in which content is requested by clients from
the network instead of from particular hosts [Carofiglio et al., 2013|. The most promis-
ing characteristic of ICNs, when compared with the traditional content delivery solu-
tions such as CDN and P2P, is that a request is propagated into the network containing
the name of the content a user is interested in, instead of the address of the content
provider. In this approach, referred to as name-based content delivery, the requests
are then routed towards the hosts that contain such content according to its name.

In addition to the adoption of the name-based approach, ICNs also take advantage
of in-network caching. This functionality assumes that routers are able to store in their
cache, for a period of time, content they relay. The objective is to reduce the delay of
finding a content by keeping copies of it in different routers.

In the recent years, researchers started paying attention to the ICN field, including
its application to VANETS [Bruno et al., 2015; Grassi et al., 2014; Amadeo et al., 2013|.
However, in contrast with CDN and P2P, there is no consensus among researchers on
the detailed architecture, protocols and services of an ICN. This debate is even less
advanced when it comes to VANETS. It is expected that ICN will play an important role
on content delivery networks for VANET applications, given the dynamic characteristic
of this type of network. Therefore, in this thesis we pay attention to this observation

by making our proposals compliant with the ICN paradigm.

2.4 VANET Applications

With the objective of identifying how CDN and P2P concepts can be adapted and ap-
plied to VANETS, we need first to study the applications’ demands. Basically, VANET
applications are organized into four groups: Safety, Information Systems, Advertise-
ments, and Entertainment. Next, we present examples of such applications by describ-

ing their demand for content delivery solutions.

Safety Safety applications aim at making traffic safer and helping users to avoid
accidents by alerting them about imminent dangerous situations. Usually, content
required in these applications is small, localized, and delay-sensitive since accidents
may happen in the order of microseconds.

For example, when a vehicle is approaching rapidly or intends to change lane
suddenly, alert messages should be delivered to inform other vehicles that can make

decisions to avoid accidents. Another example relates to intersection traffic, which is a
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common area of accidents. Thus, vehicles approaching an intersection must be notified
about traffic conditions and vehicles expected to cross the intersection simultaneously.

This helps users to be aware of miss-judgement about traffic situations.

Information Systems These applications aim at informing users about situations
that are of interest to them. Many different information systems are useful for users,
as exemplified as follows.

Based on historical traffic information, vehicles may identify when traffic is not
flowing as expected for the current road and time, inferring then a traffic jam situation.
Thus, this situation may be informed to other vehicles moving in that direction so they
can, for example, take an alternative route whenever possible. Usually, content for
such scenarios is small and must be delivered to users moving towards the traffic jam
area within a restricted delay in the order of a few seconds.

In the occasion of an accident, usually the rescue team, including fire fighters
and paramedics, moves to the accident area with little or none information about the
accident. For example, information about the number of victims and their health
status and whether there is a fire risk or not, may not be available, making difficult
to plan the rescue prior to arriving at the accident area. Thus, vehicles equipped with
cameras may transmit a real-time video stream showing the accident area to the rescue
team. Content in such case is large and must be requested by the rescue team or other
interested parts. The video should be delivered with a minimum accepted delay to be
reproduced correctly.

Usually, finding a parking spot takes a significant amount of time. Hence, users
should be informed about parking availability on their final destination. To help on this
task, vehicles may be able to monitor and identify free parking spots without external
help. Usually, parking availability content is small and should be delivered to users
that request it or not, depending on the application requirements. Also, such content
must be delivered within a deadline that will allow the vehicles searching for a spot to
park at the informed place.

Other information systems are also of interest to VANETs. One example is the
delivery of weather reports referred to the users’ route or their final destination. This
way, users will be aware of rainy or snowy conditions, which require driving attention
from them. Another example is the delivery of information about gas station locations
on his route when fuel level is below a threshold. The same should be done to inform
users about mechanical problems, indicating nearby places for maintenance. Finally, to
help tourists, leisure information about the arriving city may be delivered according the

the users’ personal interests. Information about tourist sites, restaurants, and hotels,
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are among the examples of such content. Content for such applications may differ in
its characteristics depending on the application requirements. For example, it should
be small (e.g., only textual information) or large (e.g., multimedia content showing a
tourist place or the weather situation). Also, such content may be requested by users
or delivered to them when it is expected to be useful. Moreover, they may present

different delay constraints.

Advertisements Users at specific locations may receive advertisements about restau-
rants, hotels, gas stations, and general shopping places that are of interest for them.
Usually, advertisements may be sent to users based on their contextual and personal
interests. Users may require specific advertisements about something, or may receive
them without requesting when the application senses that it should be of interest to
the users. Advertisements may be simple text messages, or elaborated content such
as images and videos. Also, advertisements should be delivered in the most adequate

period (i.e., when users need them).

Entertainment Another promising application for VANETs is for users enter-
tainment. Entertainment content is usually available from Internet servers to be
downloaded and consumed by on-board users. Examples of such a content include
videos from YouTube, news web pages, blog pages, video-on-demand content from
Netflix, or any general multimedia content of interest to the users. Entertainment
content is very particular to each user interests and profile. So, usually they are pulled
from users from the providers whenever required. Also, depending on the user interest,
content should be delivered to be consumed immediately, or to be consumed after

arriving at the final destination. Then, delay constraints must be defined accordingly.

All the examples mentioned require different types of content to be delivered to
vehicles. In the next section, we present how studies from the literature have been

addressing the content delivery issue for VANET applications.

2.5 Vehicular Content Delivery Solutions

Basically, there are two major challenges when designing content delivery solutions.
The first one is the issue of selecting good places to replicate content. The second
challenge is related to the discovery of the most appropriate server, either origin or

surrogate, and the content delivery itself. These issues are the two fundamental building
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blocks that compose a content delivery system, and are even more challenging in such
dynamic environments as VANETs.

The studies found in the literature adopt different terms to refer to the same
concepts. Thus, we organize the main concepts used and their respective terms in
Table 2.1. This taxonomy table helps on the reading of this thesis, as well as those of
other related work. When describing and discussing specific studies, we use the same
terms as their authors have done to facilitate the comprehension of further references

to the original study.

Concept Description Related Terms
Selection of specific nodes to act | Replica  allocation; Content
as temporary content providers Replication; Replica selection;

Replica placement;

Nodes selected to act as tempo- | Replica keepers; Carriers; Sur-
rary content providers rogate servers; Mobile storage;
Replica nodes; Bearers;

Fixed infrastructure station | Road-side unit (RSU); Base Sta-
placed on the roads tion (BS); Access Point (AP); In-
fostation;

Node interested in some content | Client; User; Requester; Con-
sumer; Subscriber; Downloader;
Node providing content Server; Provider; Publisher;

Table 2.1. Taxanomy for Content Delivery in VANETSs.

2.5.1 Challenges

In the past few years, the content delivery problem started being explored by the re-
search community in the VANET field. This was due to the rapid increase in VANET
development, also leveraged by vehicle manufacturers. However, it turns out that tradi-
tional solutions, as originally conceived for the Internet, may not be applied to VANETSs
due to their differences when compared to traditional networks. As discussed in the
following, the specific characteristics of VANETs make the development of content
delivery solutions even more challenging, but it is still an open issue.

First, VANETS present a highly dynamic topology, posing increasing difficulties in
selecting and maintaining the replicas. Vehicles are in constant movement at different
speeds and acceleration. This leads to constant changes in the network topology,
because contacts among vehicles are continually established and terminated. Thus, the
most appropriate vehicles to act as replicas may also change over time. In contrast,

surrogate servers in the Internet are stationary and strategically placed where they
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are expected to be useful, based on content demand, historical facts, and expectation.

Therefore, there is no need to constantly change the replica places.

In addition, high vehicle mobility suggests that several different server replicas
will be required to complete a delivery. Contact between vehicles may not last enough
to deliver full content. In [Uppoor and Fiore, 2012], the authors, during a large-scale
mobility trace from the city of Cologne, in Germany, showed that most contacts between
vehicles lasts no longer than 15 seconds. This amount of time may not be sufficient for
delivery, in which case a vehicle will require many providers to receive content. In fact,

this makes the content delivery task even more difficult in such dynamic scenarios.

For some applications, content refers to specific locations, and must be delivered
only to those vehicles that are passing by or travelling in the direction of those respective
locations. Some content, such as video of an ongoing traffic jam, may only interest
vehicles in specific regions. Thus, the delivery process may be aware of this situation
and make decisions based on that. In addition, content may only be valid for a period
of time (e.g., during a traffic jam). Outside this validity time frame, it has no utility
at all. Two extra variables must then be added to the content delivery system: space

and time. This poses even more challenges for content replication and delivery.

Another issue is the difference in network density over the duration of time and
space, which increases the cost of selecting the replicas and delivering content to users.
Network density may differ significantly, depending on the time of day (e.g., peak hours
or late at night) and the region (e.g., downtown or rural regions). This requires content
delivery to be aware of and adaptive to different network density scenarios. Some
authors have been working on solutions to measure and predict the traffic intensity
in the roads, and consequently the network density, such as [Younes and Boukerche,
2015]. However, a lot of work should be done on this field. Therefore, the density
variability issue increases the complexity of a content delivery system, particularly in

large-scale environments.

Finally, VANET solutions are intended for deployment in large cities that have
hundreds of thousands of vehicles on the roads. Furthermore, connected vehicles are
expected to be integrated to the Internet of Things (IoT) [Piro et al., 2014; Borgia,
2014; Gerla et al., 2014al. In such complex scenarios, content may be provided by and
to a number of entities other than vehicles (e.g., intelligent semaphores, smart cameras,
mobile devices, drones) in a large-scale, heterogeneous architecture. Thus, vehicular

content delivery systems must also be efficient, resilient, and scalable.

All of these issues imply that many challenges exist in the vehicular content

delivery network field. To help address these challenges, it is important to have a
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background in the existing solutions and their characteristics. In this chapter, we
survey the studies found in the literature that propose replica allocation (Section 2.5.2)
and content delivery (Section 2.5.3) solutions applied to VANETs.

2.5.2 Replica Allocation Solutions

The idea behind a content delivery solution is to keep content replicas in nodes close
to the clients, and to then instruct them to use the replicas instead of the original
server itself. One of the main challenging issues, when it comes to VANETS, is the
selection of appropriate vehicles or RSUs to act as replica nodes. In this section, the
studies that propose solutions to the replica allocation problem applied specifically to
VANETS are described and analyzed. Some studies applied to MANETSs or cellular
networks considered relevant to VANETSs scope are also presented. The solutions are
analyzed from the architecture perspective that defines how their entities are organized
and how they communicate among themselves. The decision of which architecture to
use plays an important role on the performance of replica allocation.

From the VANET architecture perspective, there are basically three approaches
adopted to the replica allocation process: centralized, distributed (infrastructure-based
or infrastructure-less), and hierarchical. The studies found in literature for each of these

categories are analyzed in the following.

2.5.2.1 Centralized Approach

In the centralized approach, the decision regarding the selection of vehicles as replicas
is made by a centralized entity (e.g., RSU, AP, and Internet server). The centralized
entity is expected to have a high computational capacity in terms of memory and pro-
cessing, a constant energy source, and a wide bandwidth. In addition, the centralized
server may take advantage of a broader view of the network. However, care should be
taken when allocating replicas in a large-scale scenario.

The centralized solutions usually require a significant amount of knowledge of net-
work topology and status, as the studies described. In MobTorrent [Chen and Chan,
2009], the replica nodes are selected for each content request. Based on the expected
contact graph, the provider AP replicates chunks of the content to other APs, as well
as to other vehicles, with the objective of maximizing the amount of data transferred
to the requesting vehicle. The selection of carrier vehicles depends on the vehicles’
movement direction and expected encounter time with the requesting vehicle and the
APs. This solution requires a precise vehicle encounter prediction and APs position,

which may not be accurately available in large-scale dynamic networks. Another study



14 CHAPTER 2. BACKGROUND

proposes Push-and-track [Whitbeck et al., 2012], which keeps track of the nodes that
have already received content, and decides whether to re-inject new replicas into the
network. Through exhaustive simulation in a realistic mobility scenario, the authors
showed that random selection of replica nodes outperformed other strategies like entry
time, position, and connectivity-based approaches. The major drawback of both solu-
tions is the requirement for vehicle mobility behavior or for the network connectivity
graph, which may be costly to obtain with acceptable accuracy. Finally, an optimiza-
tion solution is described in [Bruno et al., 2014], where content is placed into RSUs
based on its demand and popularity, with the objective of maximizing the content
availability. In contrast to other existing solutions, this proposal assumes the adoption
of the Information-Centric Network (ICN) model [Liu et al., 2014; Grassi et al., 2014;
Amadeo et al., 2013; Bai and Krishnamachari, 2010], in which the content search and
delivery consider the content’s name instead of its physical location.

Other studies propose solutions to deliver content from one fixed source station
to a destination station. Thus, a vehicle is selected to be the content carrier from the
source to the destination. On-Time [Acer et al., 2011] is a routing protocol for bus
transportation systems. The objective is to deliver content from one point to another,
using buses as carriers. Based on the scheduled stops of each bus, an algorithm that
tries to maximize the delivery probability within a given period is used to select the
best carrier bus. In a similar manner, but one that considers all vehicles in a highway
scenario, OVS-OBRM |[Khabbaz et al., 2012| selects a vehicle to be the carrier of
content that must be delivered from one RSU to another. Thus, the authors propose
the computation of the residual travel time (the time taken for each vehicle to reach
the target RSU). The vehicle in the vicinity of the source with the smallest residual
travel time is then selected as the carrier. The main drawback of these solutions is the
assumption that both source and destination are fixed entities.

Other studies evaluate centralized approaches for selecting target nodes to adopt
opportunistic communication in order to offload the cellular network. Although not
directly applied to VANETS, they propose innovative and interesting solutions and are
described in this thesis, since they could be adapted to VANET scenarios. Opp-Off [Han
et al., 2010, 2012] selects an initial set of target users to exploit opportunistic commu-
nication for dissemination in cellular networks. The idea is to maximize the number
of users reached and to minimize the amount of cellular communication. However,
since this is a NP-hard problem, the authors propose and evaluate three algorithms:
random, greedy, and heuristic. The heuristic takes into account the expected mobility
pattern. The greedy approach achieves the best results, as it approximates the best

case of target selection. However, it requires the user’s mobility behavior, which may



2.5. VEHICULAR CONTENT DELIVERY SOLUTIONS 15

not be easy to obtain. Similarly, TOMP [Baier et al., 2012] is a cellular opportunistic
offloading strategy that selects some mobile devices as the initial target set. This set
of mobile devices is then responsible for opportunistically disseminating the informa-
tion to its peers. The target set selection in TOMP takes into account the position
and speed of each mobile device. The mobile devices that are expected to encounter
a higher number of peers are selected as part of the target set. Other existing solu-
tions |Thilakarathna et al., 2013, 2014; Barbera et al., 2014] rely on social network
metrics to select appropriate users of smartphone devices to replicate content in order
to offload the core cellular network. The overall idea is to exploit the knowledge of
users interaction to find the most appropriate users that would lead to good offload
results. All those solutions are lacking in the scalability area since they require a large

amount of information and complex algorithms to run.

In general, the centralized solutions achieve good coverage results with respect to
their purposes. However, they do not scale well due to their computational complexity.
Additionally, they require a significant amount of up-to-date information to operate
properly. In fact, most proposals for replica allocation applied to VANETSs consider
distributed algorithms that may or may not take advantage of infrastructure stations,

as described in the following.

2.5.2.2 Distributed Approach

In the distributed approach, the replica selection uses distributed algorithms and
protocols that only consider localized information. Some distributed solutions are
infrastructure-less, with the decisions made only by the vehicles themselves. Others,
on the other hand, are infrastructure-based, since they take advantage of infrastruc-
ture stations. We describe the infrastructure-based solutions next, followed by the

infrastructure-less.

Infrastructure-based distributed solutions In the infrastructure-based distributed
approach, decisions are made in a distributed fashion with help from infrastructure
stations. This can be considered a reasonable assumption. It is expected that VANET
scenarios will be covered by infrastructure communication capabilities, for example,
traditional cellular networks or even V2I dedicated short-range communication using
recent standards like the IEEE 802.11p |[Department, 2010]. The main advantage of the
infrastructure-based distributed approach is the capability of using a computational

system with a broader view of the network without having to organize a hierarchy
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among vehicles. Some studies in the literature have already exploited this advantage in
their proposals on VANET replica allocation procedures, as described in the following.

In Figaro [Malandrino et al., 2012|, content management is performed by brokers,
which are entities running on infrastructure computational systems. Each broker is
responsible for a set of users, and receives advertising of their local content from them.
By having a complete view of the content availability and requests in its region, a
broker is able to decide which content must be kept as a replica by the user that has
received it. A broker also decides which content must be replicated and where, based
on its popularity. The disadvantage of this solution is the overhead caused by content
report messages, since vehicles move constantly and rapidly from one broker coverage
to another. Similarly, VTube |[Luan et al., 2014, 2011] explores the RSUs, described
as Road-side Buffers by its authors, to replicate content where it is more likely to be
requested. To this end, VTube takes advantage of the content popularity to draw a
distributed solution for increasing the expected download rate.

Some proposals take advantage of the expected connectivity graph built by infras-
tructure stations to decide how to select carriers and schedule a content download. In
TEG-PW [Malandrino et al., 2014|, RSUs keep track of content availability. Based on
mobility predictions, an RSU formulates a linear programming optimization problem
to schedule content delivery by selecting the carriers to pre-fetch content chunks. These
carriers are selected based on the encounter time-expanded graph prediction, which is
built by a traffic manager system using mobility information messages from vehicles.
Each RSU updates its contact prediction map based on the local contacts it observes.
Similarly, in [Trullols-Cruces et al., 2012|, the APs maintain contact maps based on
overhearing the messages exchanged among vehicles. The contact of two vehicles is
predicted based on historical moments of contact that occurred between two vehicles
that have moved in a similar pattern to the current ones. The contact map is exploited
by an AP to select the vehicles required to carry content that should be downloaded by
other vehicles, using an estimated encounter prediction. Several algorithms based on
contact probability are evaluated through simulations. The main drawback of the de-
scribed solutions is their requirement for the connectivity graph and the future contact
prediction, which are costly to maintain in dynamic networks such as VANETS.

A hybrid approach is also explored in two studies |Leontiadis, 2007| and |[Leon-
tiadis et al., 2009a], that focused on keeping replica content in the vicinity of a region
of interest. The content is transmitted to a region by Infostations located in that re-
gion, as well as by vehicles passing by or expecting to pass by. Vehicles are selected
as replicas according to their movement characteristics, which are used as input for

utility function. This is done by a current content carrier that checks whether one of
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its neighbors may be a better carrier, and, in a positive case, transfers the content to its
neighbor. One drawback of this solution is the overhead caused by periodic messages
sent by vehicles containing their mobility status to be used as input for the utility
function.

In general, infrastructure-based distributed approaches are scalable, since they
take advantage of infrastructure stations as well as distributed algorithms. However,
they require more complex solutions because of their distributed fashion. Further-
more, the infrastructure stations must be strategically placed to cover the application

scenario.

Infrastructure-less distributed solutions In this approach, the decision pertaining
to which vehicle should keep a replica of content is made without the help of any
infrastructure station, and is based only on local information. On one hand, solutions
in this group tend to scale well to larger scenarios. On the other hand, the limited
information used as input for the algorithms may lead to a poor replica allocation.
Some solutions, as described in the following, follow the infrastructure-less distributed
approach.

Some studies propose schemes similar to caches, in which content is stored for a
period of time only in vehicles that have received it. Although caching schemes differ
from replica allocation [Padmanabhan et al., 2008], some of them are worth mentioning
in this thesis since they may be used in conjunction with allocation schemes to improve
content availability in vehicular content delivery networks. Furthermore, we can think
of a cache as a replica self-allocation process, in which the vehicles themselves are able
to apply a strategy to decide whether or not to act as a replica. Other caching schemes
are omitted here and can be found in specific surveys, such as [Padmanabhan et al.,
2008].

In InfoShare [Fiore et al., 2005], replicas are kept by vehicles for a period of time
after they receive requested content. All content received is cached, and no further
information is used to help with the decision of caching. Similarly, InfoCast [Sardari
et al., 2009] proposes that vehicles are selected as carriers when they successfully receive
content. After that, the vehicle periodically broadcasts the content to its neighbors.
On the other hand, Hamlet [Fiore et al., 2011, 2009] is a cooperative caching scheme
in which nodes estimate their neighbors’ caching to decide which content to keep in
their own cache, and for how long. This is done through query and response message
overhearing, which allows nodes to be aware of content belonging to their neighbors. In
this way, a diversity of content is expected in the vicinity, increasing data availability. In

general, the disadvantage of the caching schemes is that a large number of unnecessary
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replicas may be created. This makes schemes difficult to maintain, and may cause
overhead and congestion on the network. However, together with replica allocation
schemes, caches may help increase content availability:.

Another strategy for VANETS is the adoption of peer-to-peer (P2P) swarming
protocols such as BitTorrent [Cohen, 2003|. In SPAWN [Nandan et al., 2005], the
vehicles retain their downloaded content, and cooperate among themselves to improve
data availability. Unlike the traditional centralized approach, peer discovery in SPAWN
is done in a distributed manner by gossip messages exchanged among neighbors. The
disadvantage of this solution is that it may not be possible to find a content replica
close to the requester; also, depending on the delay in time it takes for a request to
reach a provider, the network topology may have changed significantly, which increases
delivery cost.

In the approach presented in [La et al., 2012|, each node retaining content de-
cides, based on its capacity and workload, whether the content should be dropped or
replicated to other nodes. The replication is performed when the node decides it can-
not sufficiently attend to all demands in its neighborhood. The placement of replicas is
based on the random walk diffusion mechanism, in which content moves randomly from
one replicated node to another, considering only 1-hop communication. The replica
content movement occurs after a period of storage time. A similar strategy is used
in |[Khaitiyakun and Sanguankotchakorn, 2014], in which vehicles are selected to keep
content replicas based on lower-layer information. More specifically, a subset with
higher coverage areas of the Multi-Point Relay (MPR) nodes, identified by the routing
protocol, are selected as replica vehicles.

An interesting research focus is related to geocast delivery. In geocast applications,
each content is specific to certain regions of interest, and only vehicles occupying or
moving into that region must receive it. The pure distributed approach for replica
allocation fits well with the geocast demand because the decision may be based only on
information local to the region of interest. When it comes to replica allocation for such
geocast demands, the idea is to select vehicles to which content can be transmitted, in
the region of interest; thus, the majority of vehicles passing by will receive the content.
Basically, what distinguishes the studies in this field is the practice of selecting vehicles
in the best and least costly way possible. In the following, the main geocast solutions
are presented.

In [Maihofer et al., 2005], a geocast dissemination strategy elects a node to keep
replicas of data inside a region of interest. The election process is based on the length
of time each vehicle will stay inside the region. To make the election process less

costly, more than one vehicle may be elected as replica keeper. A new election process
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begins when the previously selected node is no longer appropriate because it has left
the region. In RADD [Kumar et al., 2015], the vehicles in a region decide on the
best replica, based on their number of connections, velocity, communication range,
and the number of replicas in the vicinity. They exchange messages containing their
parameters, and the one with the highest index is selected as the replica.

Another geocast solution is ARM |[Borsetti et al., 2011], a framework that also
elects good content carriers in a distributed way. This process of selection is based
on the following information: carrier distance from the target central point, the angle
between vehicle direction and the target central point, vehicle speed, and the target
area size. Only one node is elected for each instance of content, and a new election
round is begun when the node is no longer deemed appropriate to act as a carrier. The
main drawback of this solution is the overhead caused by messages exchanged in the
selection process, as well as by monitoring when a new election must take place. Finally,
Linger |Fiore et al., 2013| is a protocol used to transmit information in a geographic
region of interest. To this end, the authors propose an index that is computed locally
by vehicles and that takes into account the distance to the center point of the region of
interest, the angle of vehicles (relative to the center point), and speed. This solution, in
contrast to the others, does not require the knowledge of vehicle trajectory. However,
an overhead is created by the message exchanges required to compute the index values
and to select the carriers.

The pure distributed (i.e., infrastructure-less) solutions for replica allocation use
local information to decide which vehicles are more appropriate to act as content car-
riers. Some of the studies follow a cache-based approach, while others consider vehicle
trajectory knowledge or current mobility patterns. Another approach is to let vehicles
themselves compute the local index and decide which are more appropriate to act as
carriers. In general, these indices are computed based on vehicles’ information, such
as position, speed, and direction. The distributed infrastructure-less solutions are scal-
able, as they require only local information. However, they are more complex and
require more message exchanges among neighbors, which may cause network overhead.
This kind of solution also tends to be fault tolerant, as failures may be locally identified,

and can then be solved as soon as possible.

2.5.2.3 Hierarchical Approach

Most studies proposing cluster-based replica allocation algorithms have their focus on
MANETS [Sharma et al., 2010]. Despite being proposed specifically for MANETS, some

of these studies are discussed in this thesis because they describe innovative solutions.
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When it comes to VANET scenarios, hierarchical architectures are not well explored
due to their highly dynamic vehicular topology; this may lead to a high cost for the
maintenance of a hierarchical structure. However, it is important to describe how
MANET solutions work, which will give insight into their applicability for VANETS.

In [Huang et al., 2003], the authors explore the use of mobility behavior to orga-
nize groups. Based on the motion behavior of nodes, they propose DRAM, a decentral-
ized algorithm used to organize clusters in which nodes have similar motion behavior.
Replicas of all content are then allocated based on their access frequencies and the
derived allocation units. To avoid the overhead of flooding messages, the proposed
solution does not require the knowledge of global network connectivity.

Distributed Hash Tables (DHTS) is a well-known data structure used to create
indices for content search. In [Martin and Hassanein, 2005], a Distributed Hash Table
Replication (DHTR) system is proposed. In DHTR, the cluster heads keep information
regarding the cluster node replica content in a local replica cache. Furthermore, a global
replica cache keeps information regarding which content is maintained by each cluster
member. The members of the cluster monitor their cluster head status and start a
re-election process when the cluster head is no longer available.

When a group of mobile users intends to download the same content, they may co-
operate to reduce bandwidth consumption and improve data availability. This problem
is tackled in [Stiemerling and Kiesel, 2009] and [Stiemerling and Kiesel, 2010], in which
mobile nodes in the proximity elect a node to be the central controller. The controller
node is responsible for coordinating which chunks of data each mobile node should
download from the Internet; this decision is based on local demands and throughput
measurements. The idea is to increase the probability of fetching required content
within the deadline.

FCD [Stanica et al., 2013] is one of the few content delivery solutions that focuses
on content flowing from vehicles to infrastructure servers. The authors propose a
scheme to select a small number of vehicles to receive the collected data from other
vehicles in a region; this scheme then proposes to use cellular communication to deliver
all data to the infrastructure. Topology metrics (i.e., node degree and assortative
organization) computed locally by vehicles over time are used to decide which vehicle
will be responsible for each region.

Slinky [Kawadia et al., 2011] is a content networking protocol that organizes the
network into communities and keeps content replicas in each community. Slinky also
defines a scheme to replicate content across the communities. Community formation
is achieved by adopting a distributed version of the greedy approach for the minimum

domination set solution; it requires only local knowledge (a small number of hops) of
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the network topology.

In VANETS, it is expected that the movement of some vehicles will follow the
same behavior due to speed constraints, road capacity, and daily activity cycles in urban
scenarios. For example, in [Uppoor and Fiore, 2012|, the authors showed, based on a
realistic large-scale mobility scenario, that there are some patterns in mobility flows
that operate according to different periods of the day. This group mobility behavior can
be exploited through the proposal of hierarchical replica allocation schemes intended
for VANETs.

When it comes to vehicular networks, hierarchical replica allocation solutions are
not yet well explored. The main drawback of hierarchical solutions is high maintenance
cost, which is not suitable for the large scale and highly dynamic topology of VANETSs.
However, based on the fact that vehicles may present a group mobility behavior, it
is a good idea to exploit this issue when proposing hierarchical solutions. If the cost
of organizing and maintaining clusters could be reduced, this approach may be very

useful to VANETS.

2.5.2.4 Remarks

Based on the studies described above, we argue that each architectural approach has
its advantages and disadvantages, as summarized in Table 2.2. In general, it is possible
to make some important observations that concern the architecture adopted thus far
in VANET replica allocation solutions. The centralized approach takes advantage of
a global view of the network, which enables the adoption of good allocation graph
algorithms. However, it is lacking in terms of scalability, since it requires a large
amount of up-to-date and accurate data to operate properly. In contrast, the pure
distributed approach scales well. However, this approach is complex, since it requires
a significant overhead on the network, and cannot take advantage of a broader view of
the network. The distributed approach that requires help from infrastructure stations
can balance those drawbacks by reducing the overhead, increasing the scalability, and
taking advantage of a broader view of the network. However, this approach requires
infrastructure stations placed in well-planned areas, which increases the deployment
cost. The main drawback of the hierarchical approach is the cost needed to organize and
maintain clusters; this is even more significant in highly dynamic networks, including
VANETs. By the time the clusters are formed, the cluster heads can use a broader
view of the network to operate.

In addition to the architecture adopted, each solution can also be categorized ac-

cording to its input data, which is the data it requires to operate and allocate replicas.
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Approach

Advantages

Disadvantages

Centralized

Global vision of the network
Takes advantage of
topology-aware algorithms

Does not require complex
distributed algorithms and
protocols

Single point of failure
Does not scale well

Topology and other infor-
mation may be out-of-date

Distributed

Does not require a global
processing unit

Easy access to up-to-date
local information

Complexity of distributed
algorithms and protocols
Only partial vision of the
network

Hierarchical

Can adopt topology-aware

Cost to organize and main-

algorithms for each cluster |tain the clusters
There is a cluster head to

coordinate the activities

Table 2.2. Replica Allocation Architecture Approaches

The solutions’ input data can be classified into four categories: Network Topology, Ez-
pected Network Topology, Vehicle Information, and Content Demand. The definitions
of the first two are straightforward. Network Topology refers to the current graph rep-
resenting the vehicles, the RSUs, and their contacts. On the other hand, the Expected
Network Topology refers to the graph representing the network topology in the future;
in other words, it represents the predicted topology graph. The Vehicle Information
input data may refer to different aspects, depending on the solution. In general, it
refers to the vehicle speed, position, and direction. Finally, Content Demand refers
to the popularity of content, which may indicate the probability of a content to be

requested.

Each solution can also be categorized according to its solution basis. The main
solutions presented in this thesis can be classified into three different solution basis:
Graph-based, Index-based, and Self-allocation-based. Solutions in the Graph-based class
adopt graph algorithms (e.g. maximum network flow, minimum domination set, among
others) to select replica vehicles that are expected to achieve high coverage and high
delivery rates. In general, the Index-based solutions use their input data to compute a
comparable value that is used to select the most appropriate replica vehicles. Finally,
Self-allocation-based refers to solutions in which a vehicle itself is responsible for de-
ciding whether or not to keep a local replica. The most relevant solutions found in the
literature and discussed previously are summarized in Table 2.3. For each solution, this
summary presents its input data required for operation, its solution basis, and some

comments.
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Solution [ Input | Solution Basis Comments
Centralized

MobTorrent [Chen | Expected Network | Graph-based Depends on predic-

and Chan, 2009] Topology tion accuracy

Push-and- Network Topology Graph-based Cost to keep track of

track [Whitbeck covered vehicles

et al., 2012]

On-Time [Acer et al.,
2011]

Expected  Network

Topology

Graph-based

Assumes fixed source
and target

OVS-OBRM [Khab-
baz et al., 2012]

Vehicle Information

Index-based

Assumes fixed source
and target

Distributed Infrastructure-based

Figaro [Malandrino | Network Topology, | Graph-based Overhead caused by
et al., 2012] Content Demand content advertise-

ment messages
VTube [Luan et al., | Content Demand Graph-based Complexity

2014]

TEG-PW [Malan- | Expected Network | Graph-based Depends on predic-
drino et al., 2014] Topology tion accuracy
Cooperative [Trullols- | Expected  Network | Graph-based Depends on predic-
Cruces et al., 2012] Topology tion accuracy

Hybrid P/S [Leon-
tiadis et al., 2009a]

Vehicle Information

Index-based

Overhead caused by
report messages

Distributed Infrastructure-less

InfoShare
et al., 2005]

[Fiore

Vehicle Information

Self-allocation based

Overhead caused by
queries broadcast

Hamlet [Fiore et al.,
2011

Content Demand

Self-allocation based

Overhead caused by
queries broadcast

InfoCast [Sardari | Vehicle Information Self-allocation based Overhead caused by
et al., 2009] content broadcast
SPAWN [Nandan | Vehicle Information Self-allocation based Overhead of replica
et al., 2005] discovery

Abiding Geo- | Vehicle Information Index-based Overhead caused by
cast [Maihofer the selection process
et al., 2005]

RADD [Kumar et al.,
2015]

Vehicle Information

Index-based

Overhead caused by
the index calculation
process

ARM [Borsetti et al.,
2011]

Vehicle Information

Index-based

Overhead caused by
the index calculation
process

Linger [Fiore et al.,
2013]

Vehicle Information

Index-based

Overhead caused by
the index calculation
process

Hiearchical

DRAM [Huang et al.,
2003

Content Demand

Index-based

Overhead due to
cluster management

DHTR [Martin and
Hassanein, 2005]

Vehicle Information

Index-based

Overhead due to
cluster management

FCD [Stanica et al.,
2013]

Network Topology

Graph-based algorithms

Assumes fixed target

Slinky
et al., 2011]

[Kawadia

Network Topology

Graph-based algorithms

Scalability issues

Table 2.3. Replica Allocation Solutions Summary
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We also outline below some important characteristics regarding the solutions’
foundational aspects. First, current and expected network topologies provide very use-
ful insights; they enable the scheduling of delivery so that clients receive different parts
of content from different replica sources, depending on their trajectory and expected
encounters. However, they require a significant amount of up-to-date and predicted
information regarding vehicles, traffic conditions, traffic light schedules, and so on. The
acquisition of this information is a difficult and costly task, especially on highly dy-
namic networks such as VANETs. On the other hand, index-based solutions, in which
vehicles compute indices based on local information, require less computational effort.
Furthermore, if well-defined, the computed index may lead to good replica selection.
However, these solutions require complex distributed protocols to control the replica
allocation process; they also lack a broader view of the network. In general, the dis-
tributed solutions are scalable and may lead to good delivery performance. However,
the content discovery when there is no control over content location is costly, and leads

to high network overhead.

Each solution basis has advantages and disadvantages. Based on the solutions
surveyed, Figure 2.1 depicts the input data, advantages and disadvantages of each of
the three solution basis classes selected. In general, Indez-based solutions include the
following characteristics: scalable since they require only local information; robust to
topology changes; and fault-tolerant, because new indices are computed as soon as
changes take place. However, these solutions cause a high network overhead due to
message exchange between vehicles to help with index computation. Self-allocation
solutions are also scalable because vehicles make decisions autonomously, and fault-
tolerant because many replicas of the same content may coexist. However, it is costly
to keep current content. Finally, Graph-based algorithms lead to high delivery rates.
On the other hand, they are computationally complex and require foreseen and accurate

data to operate.

To conclude our discussion on replica allocation solutions, it is important to state
that the great majority of solutions found in the literature only performed evaluations
on low-scale mobility scenarios. In addition, some of them only presented analytical
results. All evaluation results presented by the authors are extremely relevant for
validating their proposals. However, we argue that before deploying a content delivery
solution to a real VANET, more realistic evaluations must be conducted. In fact, it
is also important to note that there is a lack of realistic vehicular mobility scenarios
available in the literature. Hence, another challenge when proposing a VANET content

delivery solution is to determine the proper evaluation method.



2.5. VEHICULAR CONTENT DELIVERY SOLUTIONS 25
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Figure 2.1. Replica allocation solutions general aspects: input data, solution
basis and main characteristics.

2.5.3 Content Delivery Solutions

One of the most covered areas in the literature regarding VANETS is routing and
forwarding strategies [Willke et al., 2009; Nadeem et al., 2006; Li and Wang, 2007;
Bujari, 2012]. Most studies focus on deciding which vehicles should act as relays in
the process of forwarding a message to its destination [Rezende et al., 2014; Maia
et al., 2013; Villas et al., 2013; Sung and Lee, 2012; Ruiz et al., 2012; Rezende et al.,
2012; Rostamzadeh and Gopalakrishnan, 2011; Viriyasitavat et al., 2011; Ciccarese
et al., 2009; Zhao and Cao, 2008|. These solutions are important to content delivery
as they are responsible for disseminating requests and responses through multi-hop
communications. However, they are outside the scope of this thesis since they refer to
message forwarding instead of content delivery.

Content delivery in VANETS is classified as pull- or push-based. In a pull-based
application, vehicles send requests to the content providers (or their replicas) and re-
ceive the requested content from a selected provider. One of the challenges of this
approach is the replica discovery process, that decides which replica is most appro-
priate for responding to a specific request. Unlike pull-based approaches, push-based
applications assume that vehicles with specific characteristics are interested in partic-

ular content; the objective is to then deliver content to all such vehicles. One of the
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challenges of this approach is to achieve high coverage where, in the best case, all target
vehicles receive the content.

In this section, for each pull- and push-based approaches, we describe and analyze
solutions according to their architectural organization as well as to their solution basis.
Most solutions adopt distributed infrastructure-based or infrastructure-less strategies,
while some of them propose hierarchical solutions for pull-based applications. Some of
the studies presented were already described from the replica allocation perspective in

Section 2.5.2. Hereafter, they are analyzed from the content delivery point-of-view.

2.5.3.1 Pull-based Solutions

One architectural approach adopted for content delivery is the hierarchical one. In this
strategy, the network is organized into clusters, and the cluster heads are responsible
for receiving requests from their members and for determine the appropriate provider to
whom they can send out a response. In [Gerla et al., 2014b|, the authors propose that
vehicles in the vicinity elect one of them to be connected to the Long Term Evolution
(LTE) network and to then share content with others. Since LTE technology involves
a high cost, incentives to users and the round-robin scheme are adopted, so the cost
would be shared among the involved vehicles.

Some approaches adopt hierarchical structures for content discovery and delivery
in MANET scenarios. Due to the specific characteristics of VANETS, hierarchical solu-
tions have not been applied extensively in these networks. The hierarchical approach
is advantageous in terms of scalability issues. It should be noted that the cost of or-
ganizing and maintaining clusters may not be feasible in such dynamic networks with
constant topology changes, such as VANETs. However, the ideas behind MANET solu-
tions may be of interest to future solutions for VANETSs. Hence, some of these solutions
are analyzed.

In DHTR [Martin and Hassanein, 2005], the cluster heads use a global replica
cache to propagate a request to only those clusters that are supposed to keep the
requested content, as opposed to all of them. This solution diminishes the overhead
in the network when the content is not located on the same cluster as the requesting
node. In [Derhab and Badache, 2006] the authors also propose a hierarchical pull-based
content distribution approach in which the requests are sent to the cluster heads. A
cluster head tracks the content each of its cluster members are able to provide; based
on this information, it decides which member can respond to a request. Nodes send
update messages to their cluster heads informing them when their content has changed.

Another common approach to pull-based content delivery is to broadcast requests
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in multi-hop communications until they reach a provider. The provider then sends the
content to the requesting node using the multi-hop reverse path in the direction of the
requester. The main problem with one such approach is the flooding scheme used to
propagate the request. Thus, efficient forwarding strategies that deal with the broad-
cast storm problem must be adopted to avoid a high overhead. In InfoShare [Fiore
et al., 2005|, a content request is broadcast in a flooding scheme until it reaches a
source vehicle that can respond to it. Upon receiving the request, the carrier vehicle
delivers the content by a unicast path to the requesting vehicle. The path between
the content source and its destination is built during the requesting process; this in-
cludes the addresses of the relay nodes until the request reaches the carrier. Similarly,
CRoWN [Amadeo et al., 2012] proposes new layers to the IEEE 802.11p protocol stack
which are responsible for providing content-centric communication. Content requests
are broadcast by the consumer until they reach a provider that can respond. To avoid
broadcast storms, relay nodes adopt a contention time and only forward a request if
they have not received the same request from one of their neighbors.

The broadcasting request approach is also used in CCVN [Amadeo et al., 2013],
a pull-name-based content-centric architecture in which vehicles broadcast requests
to RSUs and nearby vehicles. Since more than one provider may exist, the most
responsive one is selected to deliver the requested content following the reverse path to
the requester. Finally, SPAWN [Nandan et al., 2005] adopts a P2P approach similar
to traditional swarming protocols like BitTorrent [Cohen, 2003]. However, unlike the
traditional centralized approach, peer discovery is done in a distributed way through
the broadcasting of gossip messages.

One problem encountered through the propagation of request messages in multi-
hop communications is the generated overhead. Additionally, the reverse path to the
requesting node may change as a result of the vehicle’s movement, affecting the route
of the response to the requester. To avoid such overhead costs, vehicles may inform
their neighbors about their available contents. Interested nodes will then be able to
send requests directly to one of the providers. In [Guidec and Maheo, 2007|, mobile
hosts announce to their neighbors a list of documents they keep stored locally. When a
mobile node is interested in a document, it sends a request to the document owner that,
in the sequence, broadcasts the requested document content. According to the authors,
broadcasting is used in the response because more than one host may be interested in
the same document. Similarly, a file sharing solution is proposed in |[Lu et al., 2011],
which exploits opportunistic communications between mobile nodes to deliver files to
interested nodes.

Some proposals make use of global information from infrastructure stations to



28 CHAPTER 2. BACKGROUND

schedule a delivery. In this case, request messages are sent to infrastructure stations
that are aware of the expected vehicle trajectories, and are able to schedule from the
points where the requesting vehicle must receive parts of the content along their route.
In the work described in [Malandrino et al., 2013|, the authors perform evaluations on
the content delivery in VANETS for such a system model. In this scenario, each vehicle
may be interested in different content and may send a request to an AP that will
schedule the delivery. These authors propose a time varying graph model and, based
on realistic scenarios, discover important information, such as how the AP locations
play a major role in the network capacity, and knowing how the user mobility can be
advantageous in the application of the carry-and-forward communication paradigm.

In MobTorrent [Chen and Chan, 2009|, vehicles send their content requests to
infrastructure stations, using either cellular communication or other WWAN methods.
Based on the request and the expected mobility behavior represented by a predicted
contact graph, the station performs a pre-fetch of the content and schedules the delivery
by selecting the APs and the vehicles to assist, using opportunistic communications.
The requester keep the APs up-to-date by sending information on which chunks have
already been delivered.

Network coding is a scheme proposed to improve the overall network capac-
ity |Gkantsidis and Rodriguez, 2005]. Basically, the idea behind this mechanism is
that packet forwarders combine several packets together before transmission. Given
the broadcast characteristic of wireless links, network coding can help to increase the
network throughput [Katti et al., 2008]. VANETCODE |[Ahmed and Kanhere, 2006]
is a content distribution solution that takes advantage of network coding to help with
peer selection and content discovery. Vehicles request content from an AP that encodes
the content blocks and broadcasts them to all passing vehicles, including those that
are requesting. When not under AP coverage, vehicles cooperate with one another by
sending out the blocks they own. Unlike SPAWN [Nandan et al., 2005], vehicles do not
have to request specific blocks, because the encoding scheme adopted makes all blocks
relevant to vehicles.

Figaro [Malandrino et al., 2012] keeps content location information in the so-called
brokers, located in infrastructure stations. Requests are sent to brokers that search
for and indicate mobile nodes that could provide the content to the requesting node.
Mobile nodes also keep the brokers informed of the content they are able to provide. A
broker disseminates the request to other brokers through a proxy when it does not have
an entry for requested content. In TEG-PW [Malandrino et al., 2014], when a vehicle
wants to download specific content, it sends a request to the query management server

via an RSU or via cellular communications. The request is forwarded to RSUs in the
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area near the vehicle. The RSUs fetch portions of the content from the content server
and deliver them to the vehicle. When appropriate, RSUs exploit V2V communication
by selecting other vehicles as relays or to carry-and-forward the content.

In [Trullols-Cruces et al., 2012], vehicles send request messages to an AP that uses
its contact map to organize a cooperative download scheme. The scheme is achieved
by delivering the content to intermediate vehicles that have a high probability of en-
countering the requesting vehicle. Another similar proposal is CarTorrent |Lee et al.,
2007], in which vehicles send their requests to APs that deliver the chunks available
for the connection period. In addition, vehicles periodically generate gossip messages
to inform others about their content; a V2V communication is then established among
vehicles to co-operatively download the remaining chunks.

Some of the pull-based solutions found in the literature consider only infrastruc-
ture communication and do not take advantage of V2V opportunistic transmissions.
The main drawback of these solutions is infrastructure overload. This is one draw-
back with MoPADS [Ha and Ngo, 2009], which considers the integration of vehicular
and cellular networks. Vehicles send their content requests using the cellular network.
Then, MoPADS schedules the content delivery by selecting which APs will be part of
the process. To cope with such a NP-hard problem, the authors propose a heuristic
to select the delivering AP and determine the content to be delivered, with a focus on
maximizing the throughput. This solution also takes into account the expected vehicle
trajectory.

The work presented in [He et al., 2013| focuses on video delivery to vehicles in
a scenario covered by both cellular and WiFi networks. Since WiFi networks are less
expensive and provide higher bandwidth than cellular ones, the proposed algorithm
uses this technology as its first option. The on-road video delivery problem tackled in
the article was proven to be NP-complete, and the authors proposed heuristics to solve
it. The APs enrolled in each delivery, and the period of time and location that the
cellular communication will adopt, is obtained by the server that schedules the delivery.
One difference in this work related to similar ones in the literature is the requirement
that the video experience have good quality, which adds restricted delay constraints to
the problem.

To conclude the pull-based content delivery analysis, we describe a solution in
which the content is pulled by base stations from vehicles to collect their information.
In DMND [Wang et al., 2010], the base stations are the interested parties of the model,
and request information from vehicles using a named data approach. They periodically
broadcast messages containing the content name that interests them to nearby vehicles.

Upon receiving a request message, a vehicle decides if it must respond based on the
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information supplied by request message naming.

In the pull-based applications, content providers respond to specific requests to
deliver the requested content. When infrastructure stations are available, the main
challenge relates to the delivery scheduling process; this selects the vehicles and stations
to act as providers, depending on their contact prevision with the requester. On the
other hand, the content discovery process is the main challenge when no infrastructure
stations are available. In this case, it is important to use efficient routing schemes and

to select good replica keepers to perform content pre-fetching.

2.5.3.2 Push-based Solutions

In push-based applications [Willke et al., 2009]|, vehicles presenting particular proper-
ties are assumed to be interested in content, and must thus receive it. One strategy
adopted is to allow RSUs to periodically broadcast their content to passer-by vehicles.
The vehicles that receive the content may then act as disseminators to help with the
propagating process. DP [Zhao et al., 2007| is a data dissemination scheme in which
a data center selects specific roads on which to push the content, based on a dissemi-
nating zone. The content is propagated to the selected roads and vehicles passing by,
which then use a broadcast contention scheme to disseminate the data to the desired
dissemination zone. In addition, some vehicles passing by selected intersections that
may lead to the dissemination zone are also selected to carry-and-forward the content.
In InfoCast [Sardari et al., 2009], it is considered that all vehicles in a highway scenario
are interested in all messages originating from the RSUs. The RSUs adopt a rate-less
coding scheme and broadcast their messages to all vehicles passing by. When a vehicle
receives a message in its entirety, it is considered to be a carrier and thus broadcasts
the message to its neighbors to help increase coverage. In [Baiocchi and Cuomo, 2013],
the list of content available in the server-side stations is pushed to vehicles passing
by, which disseminate this information to other vehicles using V2V communication.
Vehicles interested in content use cellular communication to request and download it.
In other words, the push-approach is used to inform vehicles about the availability of
content. Type-Based Content Distribution (TBCD) [Cao et al., 2014]| adopts a similar
approach. The content is first pushed by a provider to the RSUs located close to the
interested vehicles. Then, the RSUs periodically broadcast the content to the passing
vehicles. In addition, some vehicles also rebroadcast the content, depending on the
content type and on the number of interested clients.

When the content is already located in the vehicles, they may propagate this in-

formation to their neighbors using V2V communication. PrefCast [Lin et al., 2012] is a
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solution that considers a mobile social scenario in which nodes forward their content to
their neighbors using opportunistic communications. The forwarding is performed con-
sidering user profile and preferences instead of relying on the proximity of the mobile
nodes. Although proposed for MANETS, the idea of social preferences may be applied
to VANETS to improve content distribution solutions. RTAD [Sanguesa et al., 2015] is a
real-time adaptive dissemination system in which vehicles decide the broadcast scheme
to use, among a set of schemes, based on the current network density and topology
information on the road. Thus, this solution is expected to perform well under different
network conditions. Push-and-Track [Whitbeck et al., 2012| is a framework that takes
advantage of opportunistic ad-hoc communications to offload the network core infras-
tructure when disseminating content to various nodes. This solution was proposed for
scenarios in which many nodes may be interested in the same content. Some nodes
are selected to initially receive the content, which they then periodically disseminate
to their neighbors. One strength of this solution is that the disseminators keep track
of the nodes that have already received the content by adopting an acknowledgment
scheme, which is very useful for increasing the dissemination coverage area.

In some scenarios, content should be pushed to a single vehicle. The TSF
(Trajectory-based Statistical Forwarding) [Jeong et al., 2010| solution uses the tar-
get vehicle trajectory to send the message to an RSU (target point); this RSU will
in turn become the rendezvous point for the vehicle (i.e., an RSU that the vehicle is
expected to encounter). RSUs are selected in the vehicle trajectory based on the time
they are expected to pass the RSUs, and the expected delay. An encounter prediction
map is used in [Xu et al., 2011] to schedule content delivery from source to destination.
In this solution, APs are responsible for collecting and offering trajectory informa-
tion pertaining to vehicles. Based on an encounter prediction graph, the delivery of
a message is scheduled using multi-hop V2V communications. Existing push-based
dissemination approaches take into account the direction and movement of vehicles to
decide which vehicles to send a message to, as is proposed in [Nadeem et al., 2006|. In
this study, vehicles disseminate traffic information to other vehicles depending on their
movement direction.

An alternative to the pure push- and pull-based dissemination approaches is
the adoption of the Publish/Subscribe (P/S) [Eugster et al., 2003] paradigm; in this
paradigm, content is delivered only to subscribers that have shown interest in partic-
ular content. This approach was explored in [Leontiadis et al., 2009a; Leontiadis and
Mascolo, 2007; Leontiadis et al., 2010, 2009b]|. Vehicles that have an interest in content
send out a subscription message to express their interest. When content is available,

the publishers push content only to those vehicles that have subscribed to it.
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The hierarchical architecture is also adopted in push-based dissemination, as
proposed by [Derhab and Badache, 2006]; in this work, cluster heads are responsible
for periodically propagating new data updates to their cluster components, and also to
other cluster heads. Before disseminating updates, the cluster heads wait for a period
of time to receive more updates from other nodes, reducing the message exchanges.

In [Maihofer et al., 2005], the authors evaluate three geocast push-based dissemi-
nation approaches: server, election, and neighbor. In the first approach, a server sends
a message to the destination region. It can then deliver the message either periodically
or by notification. Depending on the distance from the server to the destination region,
this solution may not perform well. In the election approach, a node in the destination
region is elected to store and disseminate messages. Although efficient in terms of cov-
erage, the election approach generates a high overhead in the network. Finally, in the
neighbor approach, each node keeps the messages destined for its location, and shares
them with a new neighbor in the destination region. As a drawback, we can mention

the bandwidth required to deliver a message in the destination region.

2.5.3.3 Remarks

The decision of using a pull- or push-based approach depends on the application de-
mands. If content must be delivered only to requesting vehicles, the pull-based ap-
proach is more appropriate. Otherwise, if the content providers must decide which
vehicles need to receive content according to their properties, the push-based approach
is more appropriate. However, both pull and push-based solutions may differ depending
on the technique used to deliver the content.

Each solution may have different types of data as input. We classify the input
data in five categories: Network Topology, Expected Network Topology, Vehicle Infor-
mation, Content Information, and Network Information. The definitions of the first
three (i.e., Network Topology, Expected Network Topology, Vehicle Information) are
straightforward and are the same as described in Section 2.5.2.4. Content Information
refers to content demand as well as content meta-data such as type and author. Finally,
Network Information is used by some solutions as network measurements, for example,
link quality, congestion, and capacity.

In addition to the different types of input data, each content delivery solution
can also be classified according to its solution basis. In this thesis, we classify them
in four categories: Reverse Request Path, Delivery Scheduling, Periodic Broadcast, and
Content Announcements. In the Reverse Request Path solutions, request messages are

disseminated until they reach a vehicle that can respond; in other words, a provider.
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The provider then responds to the requester using the reverse path (i.e., the path in
the opposite direction) that the request message took to reach it. On the other hand,
Delivery Scheduling solutions usually use the expected network topology to schedule
a delivery based on the expected contacts that the requester will have in the future.
In contrast, in Periodic Broadcast solutions, providers periodically broadcast content
to vehicles passing by. Finally, Content Announcements refers to solutions in which
content providers announce their content to their neighbors. A vehicle interested in
certain content then requests it directly from a known provider.

The main solutions found and described in this thesis are summarized in Table 2.4,
which presents their input data, solution basis, and some comments. Each content
delivery solution technique has its advantages and disadvantages as well. Figure 2.2
highlights each solution input, advantages, and disadvantages. Application designers

should refer to these results before deciding on the best approach for their particular

Vehicle Network Content Network Ii:(pt:’ctelg
Information /| |ntormation/ \ Information Topolo e
pology Topology
|\ e

Reverse
Periodic Content Delivery
Request Scheduling
<
Scalable Robust to
Topology

Changes

demands.

Advantages

Disadvantages - ‘ ‘

Figure 2.2. Content delivery solutions general aspects: input data, solution
basis and main characteristics.

Reverse Request Path is one of the most frequently adopted techniques for content
discovery and delivery, particularly in distributed architectures. In this method, the
path that a request message travels in order to reach the provider is used following the

reverse direction for the delivery of content. The main drawbacks of such an approach
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Solution [ Input | Solution Basis Comments
Pull-Based

LTE Driven Clus- | Network Infor- | Reverse Request Path Clustering manage-
ter [Gerla et al., | mation, Vehicle ment
2014b] Information
InfoShare [Fiore | Network Information | Reverse Request Path Overhead caused by
et al., 2005] requests
CroWN [Amadeo | Network Information | Reverse Request Path Overhead caused by
et al., 2012] requests
CCVN [Amadeo | Network Information | Reverse Request Path Overhead caused by
et al., 2013] request
SPAWN [Nandan | Network Information | Content Announcements | Overhead caused by
et al., 2005] replica discovering
MobTorrent [Chen | Expected Network | Delivery Scheduling Depends on predic-
and Chan, 2009] Topology tion accuracy

VANETCODE [Ahmed
and Kanhere, 2006]

Network Information

Periodic Broadcast

Overhead caused by
periodic messages

Figaro |[Malandrino | Network Infor- | Delivery Scheduling Overhead caused by
et al., 2012] mation, Content advertisements mes-
Information sages

TEG-PW [Malan- | Expected Network | Delivery Scheduling Depends on predic-
drino et al., 2014] Topology tion accuracy
CarTorrent [Lee | Network Information | Content Announcements | Overhead caused by
et al., 2007] gossip messages
MoPADS [Ha and | Network Information | Delivery Scheduling Depends on predic-
Ngo, 2009] tion accuracy

OVD [He et al., 2013]

Vehicle Trajectory

Delivery Scheduling

High computational
complexity

DMND [Wang et al.,
2010]

Content Information

Periodic Broadcast

Overhead caused by
periodic messages

Push-Based
DP [Zhao et al., 2007] | Network Infor- | Periodic Broadcast Overhead caused by
mation, Vehicle periodic messages
Information
Infocast [Sardari | Content Information | Periodic Broadcast Overhead caused by
et al., 2009] periodic messages

PrefCast [Lin et al.,
2012]

Content Information

Delivery Scheduling

User profile require-
ment

RTAD [Sanguesa | Vehicular Informa- | Periodic Broadcast Overhead caused by
et al., 2015] tion beacon messages
Push-and- Network  Topology, | Periodic Broadcast Cost to track all ve-
Track [Whitbeck | Vehicular Informa- hicles covered

et al., 2012] tion

TBCD [Cao et al,
2014

Vehicle Information

Periodic Broadcast

Content information
requirement

TSF [Jeong et al.,
2010]

Vehicle Trajectory

Delivery Scheduling

Overhead caused by
beacon messages

STDFS [Xu et al.,
2011]

Expected  Network

Topology

Delivery Scheduling

Overhead caused by
beacon messages

Table 2.4. Content Delivery Solutions Summary
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are the overhead caused by flooding requests in large-scale networks, such as VANETS,
and the fact that the reverse path to the requester may not be the same due to high
vehicle mobility. Thus, an efficient routing protocol that deals with the broadcast
storm problem must be adopted. In addition, the replica allocation scheme plays an
important role in its performance: when a replica is found quickly, fewer messages are
exchanged, and fewer hops are required. On the other hand, this technique is scalable
since only localized information is required; it is also fault-tolerant, since more than
one path to the provider may exist.

Another scalable and fault-tolerant technique that leads to high delivery rates is
the Periodic Broadcast. However, this solution also leads to a high number of redun-
dant messages and, consequently, a high network overhead. In addition, good replica
allocations will also impact positively on its performance. In Content Announcements
solutions, content providers announce to their neighbors the list of content they are
able to offer. This also leads to a high network overhead because of the announcement
messages. However, the content discovery process is less complex and less expensive.

One option is to adopt a hybrid solution that supports distributed protocols
and takes advantage of infrastructure information. However, the Delivery Scheduling
solutions require a significant amount of information concerning vehicles” movements,
traffic conditions, road maps, traffic lights, etc. In addition, the adoption of such

information most likely requires the execution of complex graph algorithms.

2.6 Final Remarks

In this chapter, we presented an in-depth survey of the literature in terms of content
delivery concepts applied to VANETSs. All studies and solutions found and discussed
reinforce the idea that CDN and P2P concepts seem to help the design of VANET
applications. In addition, it is clear from these studies that application designers have
no models nor frameworks to follow in order to increase the chance of success when
developing and deploying their applications. Also, the studies lack detailed and large-
scale evaluation and are proposed to address particular problems. Therefore, in the
next chapters of this thesis we fill this gap by proposing a hybrid model called Vehicular
Content Delivery Network (VCDN), and a framework to help application designers. We
also propose and evaluate, under large-scale scenarios, two solutions that, in addition
to validate our VCDN model, also advance the state-of-the-art in this field as they are

novel in terms of how to replicate content in dynamic VANETs.






Chapter 3

Vehicular Content Delivery

Networks

Vehicular ad hoc network (VANET) applications are evolving from simple alert mes-
sage exchanging to advanced systems with content delivery demand [Costa-Montenegro
et al., 2012]. Typically, these emerging applications require heterogeneous content to
be delivered to vehicles, including traffic notifications, weather reports, advertisement
videos and images, entertainment videos, and other sort of files to be shared with
vehicles and their passengers. However, the task of delivering content in such a dy-
namic environment is easier said than done [Gerla et al., 2014b]. Therefore, substantial
research efforts in this area is expected to bring such applications into reality.

Usually, two approaches have been used to deliver content in the traditional Inter-
net [Passarella, 2012]: Content Delivery Network (CDN) and Peer-to-Peer (P2P). CDN
solutions rely on the replication of content in the so-called surrogate servers strategi-
cally placed in the network, and on redirecting a request to the server most able to
respond to it. As result, CDN provides high content availability in an infrastructure-
based approach. However, it assumes the existence of stationary strategically located
servers to replicate content. On the other hand, nodes in P2P solutions cooperate
among themselves by offering their resources to their peers, leading to a scalable so-
lution. Usually, nodes can join and leave a P2P network whenever desired, which is a
good strategy in terms of scalability, fault-tolerance, and deployment issues. However,
content discovery and delivery in P2P networks may take a long time and generate a
high network overhead.

Several characteristics of VANETSs and their applications suggest that pure CDN
and P2P models, as originally conceived for the Internet, are not suitable for them.

First, many applications in VANETS are referred to as push-based, meaning that con-

37
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tent should be pushed to the clients even in the absence of a request, like an accident
notification content, for example. In addition, contacts in VANETSs are intermittent,
making the establishment and maintenance of end-to-end links very difficult. Further-
more, the deployment of a surrogate server in a large-scale urban scenario is a costly
and time-consuming task. When it comes to content, several entities are potential
sources, such as vehicles, Intelligent Transportation System (ITS) solutions, Wireless
Sensor Networks (WSNs), mobile users, among others. Moreover, content sources and
clients move in considerable speed, causing constant changes in the network topology.
Finally, content in many applications is location- and time-dependent, meaning it is
valid only inside a region of interest (Rol) during a given period.

In this thesis, we advocate the need for a new model called Vehicular Content De-
livery Network (VCDN), where aspects of both CDN and P2P are integrated, adapted,
and extended to VANETs. On one hand, the infrastructure formed by stationary sur-
rogate servers, as in CDNs, is used to improve content availability. In this case, we
extend the traditional CDN concept by replicating content and storing it also into
moving vehicles. On the other hand, the ad hoc and self-organizing nature of P2P
networks is exploited, and vehicles cooperate among themselves to discover and deliver
content. We also adapt these services to VANETSs by considering the vehicular mobil-
ity. In summary, our proposed model exploits the advantages of each approach, CDN
and P2P, and adapt them to the highly dynamic VANET scenarios. As result, our
VCDN model is scalable, fault-tolerant, mobility-aware, and works even in the absence
of infrastructure stations.

The design of a VCDN requires many decisions to be taken and most of them are
directly related to the application’s characteristics. In the literature, some studies have
already proposed classification schemes for VANET applications, such as [Karagiannis
et al., 2011; Bai et al., 2012; Lee et al., 2014; Zeadally et al., 2012]. However, they
mainly focus on the user benefits of the applications and on the network aspects, such as
critical latency and routing, which are not enough to help designers of content delivery
applications. In Section 3.1, we expand the existing classification schemes by proposing
content-oriented classification criteria composed of key aspects to the implementation
of content replication, discovery, and delivery tasks.

VANETS are expected to run on a variety of environments having different entities
and infrastructures. In this scenario, the application’s designer should decide about
its internal components. To help on this task, we propose, in Section 3.2, our VCDN
model and a framework containing the modules to be implemented in order to make
content available to the potential clients.

In Section 3.3, we present examples of scenarios to illustrate the flexibility of our
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VCDN Application Classification

Budget Delay Tolerance D.erlii:‘iry Deadline Su-;ﬁ it Mobility = Roads Architecture
Infinite Tolerant Short Trajectory Yes Dense Highway Infra-based
Finite Sensitive Medium Restricted No Sparse Urban Infra-less
Hybrid Long Hybrid Rural Hybrid

Hybrid

Figure 3.1. A list of key aspects that should be considered when classifying a
VCDN application. The application aspects should be classified prior to its design
and deployment to increase its chance of success.

model and framework that can be adopted by different applications, as well as by a

multi-application domain.

In summary, in this chapter we contribute to the research community by propos-
ing a novel content delivery model conceived specifically to VANETSs. In addition, we
also define a framework that can be used to implement such model. Finally, we present
a classification scheme to help application designers on making important decisions on

implementation and deployment details.

3.1 VANET Applications Classification

Emerging VCDN applications differ among themselves in several key aspects that affect
their design and development. Therefore, before making decisions about design and
implementation details, it is recommended to classify the application being proposed

in terms of those aspects.

Existing classification schemes [Karagiannis et al., 2011; Bai et al., 2012; Lee
et al., 2014; Zeadally et al., 2012] lack key aspects when used to analyze content delivery
applications. Thus, we expand these schemes by proposing content-oriented criteria to
help designers of content delivery applications, as illustrated in Figure 3.1. We organize
the criteria into three major categories: application, content, and environment. The
application category comprises criteria of the application as a whole. For a particular
application, the content category describes each of its content to be delivered. Finally,
the physical scenario where the application is expected to run is described in the

environment category. The criteria for each category are described as follows.
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3.1.1 Application Category

Content Interest: applications expected to push content to vehicles, considering
some particular properties such as vehicle is inside a region of interest (Rol) or moving
towards a Rol, or when the users’ profile match the content profile, are referred to
as Push-Based, since content is pushed to the target vehicles regardless of explicit
requesting. On the other hand, Pull-Based applications require vehicles to explicitly
request the specific content they are interested in. Content providers respond to them

upon receiving request messages.

Budget Constraints: content delivery to vehicles involves communication costs.
Moreover, vehicle-to-infrastructure (V2I) communication is usually more expensive
than vehicle-to-vehicle (V2V) transmissions, since it involves base stations, as dis-
cussed below. Thus, applications must be aware of how much they are willing to
spend on delivering content to their clients. Hence, they can be classified into three
classes. The ideal application presents an Infinite Budget when cost is not a concern
at all. On the other hand, other applications have a Finite Budget that must not
be exceeded during their execution. Finally, an alternative approach is to have an
infinite budget for V2V communication and a limited budget for V2I transmissions

only, which we classify as Hybrid Budget.

3.1.2 Content Category

Local Interest: Content may be of interest only to vehicles that are inside a Rol,
such as traffic information and particular advertisements. We refer to them as
Local content applications. Differently, content referred to as Global is assumed to

be of interest to all vehicles across the network scenario, like a city-wide advertisement.

Delay Tolerance: Content that does not tolerate delay (e.g., real-time videos)
are classified as Delay-sensitive. For such content, delays affect the users’ quality of
experience. Conversely, Delay-tolerant content is not affected by delays, such as an

ordinary file to be downloaded and consumed when ready.

Bandwidth intensive: Content may require an intense use of bandwidth, and
then is classified as High bandwidth intensive. Examples include a large content to be
received in a short period, such as streaming of real-time videos. On the other hand,
Low bandwidth intensive content is properly delivered even under low transmission

rates.
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Delivery Time: The delivery time refers to the amount of communication
time required for a content to be totally delivered to a client. Thus, this metric
depends on the content size and on the adopted communication technology. We
classify the content delivery time as Short, Medium, or Long when the time required
to transmit it is less than one second, more than one second and less than five seconds,
or more than five seconds, respectively. These values were defined based on the
802.11p transmission rate that ranges from 3 Mbps to 27 Mbps [Li, 2012|, allowing the
transmission of up to 3.3 MBytes per second and 16.8 MBytes in five seconds. Larger
content requires longer contact duration with a provider in order to be fully delivered,

while small content may be fully delivered within a short contact.

Deadline: Even clients of delay-tolerant content may require the delivery to
be completed within a particular deadline. This deadline is classified as Restrict when
content is supposed to be consumed on-the-way, within a specific deadline. In other
words, content should be delivered and consumed by the vehicle before its arrival at
its destination. Examples include a text content to be read or a non-real-time video
to be watched by users before arriving at their destination. When the deadline is the
expected arrival time, we categorize it as Trajectory-based, meaning that content will
be consumed after arrival. For example, a user may download a file during his/her

journey to be consumed upon arriving at work.

3.1.3 Environment Category

Transportation System (TS) Support: When public transportation vehicles
(e.g., bus, subway) or even taxis are available to support the application, we say it is
TS-supported. Otherwise, the application is said to be Non-TS-supported. Examples
of such application include a geo-localized notification to be delivered in a particular

bus trajectory.

Mobility Scenario: Vehicular mobility patterns change significantly over time
and space. Traffic volume may be extremely large during peak hours, while not so
intense in another time, for example. Thus, applications have to be prepared to

operate under Dense, Sparse, or Hybrid density scenarios.

Road Scenario: Different road configurations require different solutions in ve-

hicular networks. Hence, applications may have to be able to operate at Highway,
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Urban, Rural, or Hybrid scenarios.

System Architecture: The infrastructure available also plays an important
role on the application design. When only infrastructure stations are available to be
exploited through Road Side Units (RSUs) or Cellular coverage, the application is
considered [Infrastructure-based and takes advantage of V2I communication only. In
this case, V2V is not an option. Conversely, Infrastructure-less applications exploit
only V2V communication. Finally, a Hybrid scenario is an alternative when both V2I

and V2V communications are available.

The VCDN application classification is the first contribution of this chapter.
This proposed classification extends previous schemes since it considers not only users
benefits and network aspects, but also other key features that affect the design of
content delivery applications. The classification of an application is a key step that
should be done prior to its design, since decisions on later steps depend on how the
application is expected to behave. After classifying the application, a designer should
then decide its internal structure and distributed components. To this end, in the
following, we describe our proposed VCDN model and a framework that encompasses

the fundamental building blocks to guide the application design and implementation.

3.2 Vehicular Content Delivery Network

In this section, we present arguments to endorse our proposal of a hybrid model that
inherits concepts from both CDN and P2P networks. The objective here is to describe
and present the weakness of the pure CDN and P2P models when applied to VANETs.
We then propose the integration of both approaches and discuss how this novel model
would lead to a better content delivery solution. In addition, we propose a flexible
framework to help application designers to implement and deploy applications following
our hybrid VCDN model.

3.2.1 Pure CDN Model

The pure CDN approach requires a first step of placing physical servers, in which
surrogate servers are strategically placed in geographical regions where potential clients
are expected to be. In the VANET context, the surrogate servers must be placed on the
roads as Road Side Units (RSUs), so vehicles would be able to wirelessly contact them

to request and receive content. After that, content must be placed in the appropriate
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surrogate servers to be as close as possible to their potential clients. These servers
form an infrastructured network used for content sharing and searching services. In
pull-based applications, a client vehicle sends a request message to the surrogate server
closer to it that will proceed to deliver the locally available content, or to search for it
in other surrogate servers. Differently, in push-based applications the surrogate servers
are responsible for delivering content to target vehicles even in the absence of request
messages.

The main advantage of this pure CDN approach, considering the VANET con-
text, is the infra-structured network formed by the surrogate servers, leading to high
content availability. A good alternative for content sharing and searching is to take ad-
vantage of high-speed connections between the surrogate servers. However, a high cost,
in terms of money and time, is required to deploy and maintain the surrogate servers
considering the outdoor, large-scale scenario of VANETSs. Furthermore, this approach is
not fault-tolerant since the failure of a surrogate server may cause disconnections and,
consequently, uncovered regions. Finally, only vehicle-to-infrastructure (V2I) commu-
nication would be used, which is more expensive than the ad hoc vehicle-to-vehicle

(V2V) communication.

3.2.2 Pure P2P Model

A pure P2P model may also be adopted. The unstructured P2P approach is more
appropriate to VANET scenarios mainly because of their highly dynamic topology
that makes it difficult to organize and maintain distributed structures. In this case,
vehicles joining the network establish a connectivity with their neighbors in an ad hoc
manner, forming a self-organizing and decentralized network. Content in such a pure
P2P approach is shared among vehicles that collaborate to increase their availability.
To motivate collaboration, vehicles that cooperate with others receive benefits, such
as priority in packet routing, when downloading content. In pull-based applications,
a client vehicle disseminates a request message that propagates through the network
until reaching providers that send the requested content back to the client. Differently,
in push-based applications, providers (i.e., vehicles keeping content) deliver content to
the vehicles potentially interested in it, regardless of the existence of request messages.

The main advantage of such pure P2P approach is its fault-tolerance, since the
failure of a provider is not perceived given the existence of other servers nearby. In
addition, there is no deployment cost and the self-organizing nature of P2P network fits
well in the dynamic scenario of VANETSs. Nevertheless, there is a high cost in searching

for content in terms of delay and network overhead, given the highly dynamic topologies
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posed by VANETs and the poor content availability that may occur. In addition, when
a provider is found, the client may have moved to a different location, increasing the

delivery cost.

3.2.3 Proposed Hybrid Model

Our hybrid model takes advantage of the benefits from both CDN and P2P approaches,
and extends some of their concepts to VANETs. On one hand, we exploit the idea of
replicating content on surrogate servers running on RSUs to increase content availabil-
ity. Furthermore, we extend such concept by allowing content to be replicated also in
moving vehicles as well, which increases content availability and fault-tolerance. On
the other hand, P2P concepts for distributed content discovery and delivery are ex-
ploited, together with incentive mechanisms that benefit cooperative peers. To reduce
the overhead and the time to find a content in the network, our model takes advantage
of the infrastructured stations to track the content availability nearby and then, to
indicate potential providers to clients. To help on the content replication and deliv-
ery tasks, our model includes a mobility management service that monitors mobility
patterns and supports the decision of content replication, discovery, and delivery.

Our model is fault-tolerant because a failure in a surrogate server, either a RSU
or vehicle, is compensated by others nearby. Moreover, a content is expected to be
found near all vehicles given its availability in RSUs and in other vehicles, reducing
the overhead caused by P2P content discovery protocols. The possibility of vehicles
acting as surrogate content providers also makes our model scalable, which is a key
factor for large-scale VANETSs. In addition, our model works in either infrastructured
and infrastructureless scenarios, since the use of RSUs is not mandatory. Finally, our
model deals with the highly dynamic topology of VANETSs by implementing a mobility
management service.

Figure 3.2 illustrates an example of how the main entities of our model interact.
In general, our proposed VCDN model has three stages: infrastructure planning and
placement, content replication, and content discovery and delivery.

Infrastructure planning and placement: This stage is a pre-application step
that involves placing infrastructure stations (i.e., RSUs) in appropriate locations. Given
the high cost involved in deploying the infrastructure, engineers and urban planners,
who will find the appropriate locations to optimize the network coverage, should head
this task. It is important to note that this stage should be executed considering the
requirements of a variety of future potential applications.

Content replication: An application replicates its content to RSUs and vehicles
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Figure 3.2. General system architecture of our proposed hybrid model. In this
example, one RSU and one vehicle are selected as surrogate content providers,
keeping replicas of content. The other vehicles are covered either directly by the
surrogate RSU (using V2I communication) or by the surrogate vehicle (using V2V
communication). The other RSU acts as content tracker, keeping information
about the content available in its vicinity. The other vehicles also act as relays in
the multi-hop V2V communication. It is important to note that our model is also
compliant with infrastructure-less architectures, not illustrated in this example.

to make it available to potential clients The decision of when and where to replicate
depends fundamentally on the application’s and content’s characteristics, such as local
interest, delay-tolerance, expected traffic conditions, content size, among others. In
addition, the expected mobility pattern is also a key factor to decide where to place
content replicas, since contacts among vehicles themselves, and vehicles and RSUs, will
determine how well a content is delivered to its clients. Vehicles and RSUs selected to
replicate content take the role of surrogate content providers, helping in the content
delivery task. Content providers are monitored in terms of how useful they have been
on content delivery and, whenever necessary, new replicas are allocated and useless

ones are removed with the objective of increase content availability.

Content discovery and delivery: In this stage, content is delivered to its

clients upon requesting it explicitly (i.e., pull-based applications) or not (i.e., push-
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based applications). Regarding the push-based applications, the content delivery is
straightforward: content providers, either origin or surrogates, deliver the content pe-
riodically to potential clients. The list of potential clients depends on the application
and may include those that satisfy some properties/characteristics such as current loca-
tion, trajectory, weather status and current time. To motivate cooperation, surrogate
providers acting in push-based applications are monitored and receive benefits in their

future request.

In contrast, clients in pull-based applications explicitly discover potential
providers and send request messages to them. The content discovery relies on the
dissemination of look up messages that are received by content providers that, in turn,
respond to the client offering the content (or parts of it) available. In addition to
its available content, providers also inform its resources availability depending on the
historical cooperative behavior of the client. In other words, a provider may allocate
more network resources to more cooperative vehicles to motivate collaboration among
vehicles. The client then chooses, among all offers received and based on expected
mobility pattern, the most appropriate providers, and sends request messages directly
to them requesting the content (or part of it). Upon receiving the requesting messages,
the providers send response messages containing the requested content (or part of it)

to the client.

It is important to mention that we focus on the application level, assuming the
existence of network-level addressing rules and routing protocols. Thus, our proposal
is compliant with the Information-Centric Network (ICN) architecture [Ahlgren et al.,
2012; Amadeo et al., 2013; Liu et al., 2014|, which proposes, among other things, a

name-based approach for content delivery and in-networking caching schemes.

3.2.4 Framework

The proposed VCDN model requires important decisions to be made, including the
components to be part of it and how those components are supposed to communicate
among themselves. The authors of the challenge paper described in [Bai and Krish-
namachari, 2010] have already proposed a high-level generic networking framework
for content delivery in VANETs. We go further and present a lower-level framework,
responsible for making content available to its clients.

Our framework is flexible to be adopted by different applications with different
demands. This is a very attractive characteristic, given the diversity of VANET ap-

plications that are becoming a reality. In addition, each module may run on different



3.2. VEHICULAR CONTENT DELIVERY NETWORK 47

Application Content

- MakeAvai | abl e(C, App)

- Update (C, App)
- Remove (C, App)

Content Management

- Update (C, App)

- Replicate(C App) - Renmove (C, App)

- Mnitor(C, App, <R>)

Content Replica
Replication Management

- Revi seReplicas(C, App)

Mobility Incentive

t St at
Service get Status() Control
- LogStats(C, App)

- updat eStatus(

Content Content

Discovery Delivery

- get CoopSt at us()

Figure 3.3. Framework encompassing the internal modules a VCDN should
implement. The interfaces among the modules help understanding the tasks per-
formed by each of them. It should be noted the application (App) parameter in the
module’s interface, which makes the framework compliant with multi-application
domains.

entities, depending on the application.

The framework’s modules are illustrated in Figure 3.3 and described in the fol-
lowing.

Infrastructure Planning: This module represents the pre-application step of
planning and placing of RSUs. A typical approach for such task is to adopt optimization
algorithms to select where to place RSUs to obtain a high coverage with a low cost.
It is important to mention that this module should consider the execution of different
applications in the future, and, therefore, should be well planned and implemented.
The output of this module is a list of locations where RSUs should be placed. When
the infrastructure is already deployed, or an infrastructure-less scenario is expected,

this module can be ignored.

Mobility Service: When it comes to VANETS, the vehicular mobility plays a
determining role on decision making. The Mobility Service module is responsible for
providing mobility status regarding particular areas and vehicles. Mobility status, in
this case, refers to the vehicles’ trajectory, vehicles’ expected temporal contact graph,

expected network density of a particular region, and vehicles’ points of origin and
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destination. The implementation of this module may vary from scenario to scenario,
and can be integrated with Intelligent Transportation System (ITS) entities, such as
traffic monitoring tools and semaphores, to improve the accuracy of the mobility status.

Content Management: This module provides services to the applications to
make content available to its potential clients, as well as to update or remove existing
content. Upon beginning its execution, the application provides key characteristics to
this module, such as content size, lifetime, target vehicles, Rol, delay constraints, bud-
get, among other aspects according to the classification scheme proposed in Section 3.1.
The Content Management module then proceeds to increase content availability by in-
voking the replication module. Whenever the application demands new content to
be delivered, or changes in existing contents, this module is invoked. It should be
noted by the module’s interfaces that the proposed framework is compliant with multi-
applications running simultaneously, since all provided services require the application
as a parameter.

Content Replication and Replica Management: The Content Replication
module is responsible for selecting appropriate vehicles and RSUs to act as surrogate
content providers. This complex task is considered as a major challenge given the highly
dynamic topology of VANETSs. Therefore, the implementation of this module must
rely on important aspects such as content size, target vehicles, Rol, delay constraints,
budget, and environment characteristics (e.g., available infrastructure and TS-support).
Also, this module accesses the Mobility Service to obtain the mobility status of involved
vehicles and areas, which will play an important role on the replication.

There are many approaches to select the most appropriate replica placements for a
content in a VANET, including graph-based, optimization and distributed algorithms,
as discussed in Chapter 2. The decision of which one to adopt in a particular case
depends on aspects related to the application, the content to be replicated, and the
environment. In addition, there is a lot of research opportunities in this field, given
that the appropriate replication is a fundamental issue to improve content discovery
and delivery tasks. Given the diversity of VANET applications, our framework is
flexible to implement any replication solution that is more appropriate according to
the designers’ decision. Therefore, we do not specify any particular implementation
detail.

After replicating the content, the Content Replication invokes the Replica Man-
agement module that is responsible for monitoring the selected replicas. Tracking the
replicas is a key functionality to keep replicated content consistent, since changes have
to be applied to all replicas as soon as possible, to avoid the delivery of out-of-date

content. When content must be updated or removed, this module provides the infor-
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mation of the current replica nodes that will be affected. The modules responsible
for discovering and delivering content update the Replica Management module with
statistics about the performance of the current surrogate providers, in terms of the
number of clients, the amount of data provided, and the average throughput of each
one of them. Thus, when a surrogate provider is not performing well, the Content
Replication service is invoked to revise the replication with the objective of increasing
the content availability.

Content Discovery and Delivery: The task of delivering depends fundamen-
tally on the application’s content interest (i.e., push- or pull-based). For push-based
applications, replica nodes (i.e., surrogate providers) should deliver content to all target
vehicles, expected to be interested in it. One challenge, in this case, is the estimation
of how relevant the content is to the target vehicles. On the other hand, clients in pull-
based applications must explicitly request content from the providers. In this case, the
Content Discovery module is responsible for finding the most appropriate providers to
respond to a request. To find a provider, a client disseminates a message looking up for
a content. Initially, the look up message is disseminated with TTL (time-to-live) of one
hop. If no providers answer within a configured period, the same look up message is
disseminated with TTL of two, and so on. This procedure is repeated until a maximum
configurable value for TTL is reached, or providers respond offering the content. It is
important to mention that the replication process is an important step to reduce the
time of finding a content.

Available surrogate providers that receive the look up message respond with a
message containing the available parts of the content they have, together with their
mobility status and the network capacity. Among all potential providers and their
mobility status, the client selects the most appropriated to request the content. To
reduce the time of finding appropriate providers, the RSUs also act as content trackers
by keeping up-to-date information about the vehicles acting as surrogate providers
in their vicinity. To this end, vehicles make use of beacon messages to inform the
RSUs in their range about the content they have available. Therefore, tracker RSUs
also respond to look up messages informing which vehicles could provide a particular
content.

The Content Delivery module is, therefore, responsible for delivering content from
providers to clients. Supposing a pull-based application, the providers discovered in
the Content Discovery service deliver the content to the client either directly or using
multi-hop communication. In the latter, relay vehicles are exploited so the message
reaches its destination. On the other hand, push-based applications adopt a periodical

broadcast approach that can be configured in terms of the delivery periodicity and the
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coverage distance (i.e., number of hops).

Incentive Control: VCDN applications also require constant cooperation from
vehicles to operate properly. For example, vehicles must offer their resources to act
as surrogate providers in exchange for some benefits. In addition, facilitator vehicles
will play an important role on multi-hop communication to act as packet forwarders.
Therefore, the Incentive Control module is responsible for defining and controlling how
vehicles will benefit from cooperating with each other. To this end, the Content De-
livery service informs the amount of data delivered and relayed by vehicles, which is
used by the Content Discovery service when providers offer their content to clients.
In other words, providers should offer their resources according to the clients’ coop-
erative behavior. However, to give new opportunities to selfish vehicles to cooperate,
content providers offer their resources randomly to vehicles with such characteristics.
In this way, they will receive the content and may then start cooperating. Again, our
framework is compliant with different incentive mechanisms, such as credit-based and

reputation-based schemes.

The proposed VCDN model and framework are expected to help application
designers to model the system from the logical point-of-view. The aforementioned
framework is flexible enough to be implemented on different entities, forming different
scenarios depending on the available infrastructure. In the next section, we present
potential scenarios for the implementation of a VCDN that will illustrate the use of

our framework.

3.3 VCDN Application Scenarios

The proposed VCDN model and framework are flexible enough to be adopted in a
variety of scenarios, assuming the logical modules are implemented according to their
definition. In this way, the logical modules of the framework can be implemented on
different physical entities. Figure 3.4 depicts four possible organizational architectures
that might be adopted. In the following, we describe potential applications for each
one of those scenarios. It should be mentioned that the objective here is to show how
the VCDN model and framework should be adopted in different scenarios. Therefore,

we do not present details regarding the implementation of the applications described.
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Figure 3.4. Examples of application architectures for a VCDN.

3.3.1 Image file shared from the Internet

Figure 3.4(a) illustrates an infrastructure-based architecture where content is provided
by an Internet server. The objective of this application is to make a large image
file of an advertisement available to the interested vehicles inside a region of interest
(RolI). The content file, which is divided into several fragments, should be pushed to
the vehicles in the Rol, assuming a hybrid budget where the V2V communication is
preferred. Also, an urban and dense scenario is expected, given the application should
run for an entire day, facing periods of heavy as well as low traffic. No TS-support is
available, and the server uses RSUs to reach the vehicles.

To achieve its goal, the server itself runs the Content Management, Content Repli-
cation, and Replica Management modules that together select and monitor the replica
vehicles to keep the content available inside the Rol. The number of simultaneously
allocated replicas is dynamic and based on the current and expected density of the Rol,
which is inferred from beacon messages sent periodically by the vehicles. Regarding

the Content Delivery module, the replica vehicles are responsible for delivering, period-
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ically, the image file to their neighbors in the Rol. The Internet server, responsible for
monitoring the overall process, gives incentives to vehicles. Thus, vehicles that act as
replicas or facilitators (i.e., packet forwarders) receive the benefits of having priorities

when downloading another file from the server.

3.3.2 WSN for traffic monitoring

In the infrastructure-less scenario shown in Figure 3.4(b), a Wireless Sensor Network
(WSN) monitors the traffic by counting the number of vehicles in the roads, and makes
such information available to vehicles. The objective of this application is to provide
traffic information to vehicles. In this case, content is pulled by vehicles interested in
the traffic information from the WSN and from replica vehicles. Also, content is small,
delay-tolerant, with restricted deadline, and local to a medium-size area of relevance to
vehicles in it. The application should work in a hybrid density scenario, where traffic
density may range from sparse to dense in the occurrence of an accident, for example.

The Content Management, Content Replication, and Replica Management mod-
ules run on vehicles executing decentralized algorithms. Vehicles decide about the
replicas using comparable indices indicating each vehicle’s mobility pattern in terms
of speed, direction, and distance from the monitored region. The index value for a
vehicle indicates how good the vehicle is likely to keep the content available to others.
The Content Discovery and Delivery modules run the basic look up, request and re-
sponse solution proposed by our VCDN model. Vehicles that act as replicas receive,
by the Incentive Control module, a priority when requesting a traffic information in

their route.

3.3.3 Vehicles for traffic monitoring

Another pure distributed, infrastructure-less scenario is depicted in Figure 3.4(c), where
vehicles gather data from their own sensors and make it available to others. The objec-
tive of this application is to provide traffic information inferred by the vehicles, without
an external support. In such case, vehicles are virtually part of a vehicular cloud net-
work responsible for sharing content and resources whenever possible. Vehicular cloud
is a recent topic discussed in the literature |Lee et al., 2014].

Vehicles in the cloud monitor their mobility behavior in terms of speed and ac-
celeration, and infer the occurrence of a traffic jam based on the roads’ characteristics.
When a traffic jam is inferred, this information is made available to others in the cloud.

Content in this case is a small notification message valid for a short period in a spe-
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cific region where the traffic jam is taking place. The Content Management, Content
Replication, and Replica Management run in the vehicular cloud, transparently for the
vehicles. The Content Discovery and Delivery modules, as well as the Incentive Con-
trol, also run in the cloud and rely on the basic solution of our VCDN model. The
application is expected to work in a hybrid density scenario, both in urban and highway

roads.

3.3.4 Smart City

Finally, Figure 3.4(d) illustrates an envisioned Smart City scenario where VANETS
are part of an overall Intelligent Transportation System (ITS). In such scenario, ITS
equipments, such as smart semaphores and traffic monitoring systems, as well as pedes-
trians using smart mobile devices, act as content providers and clients. Vehicles are
also equipped with sensors to collect and make content available to others. In ad-
dition, a WSN is also part of the overall ITS system. With respect to the Internet
connections, cellular network coverage is available additionally to the RSUs, which in-
creases the infrastructured network capacity. Several applications are expected to run
simultaneously in such scenario, which is a requirement accomplished by our VCDN
framework.

As an example, suppose two running applications: traffic monitoring and enter-
tainment system. In the traffic monitoring, information from different sources is aggre-
gated to improve the current and future traffic situation. Vehicles monitor their mo-
bility status, a WSN monitors the number of vehicles and their speed passing through
it, and the smart semaphores equipped with cameras provide information about their
schedule and the traffic movement around them. All that data is aggregated in an
Internet server that processes it and makes the traffic information available to vehi-
cles, as well as to online services. Since the server has information about the vehicles’
position and trajectory, it uses graph algorithms to select appropriate replica vehicles
for each content. Vehicles interested in traffic information request it from the Internet
server using the RSUs or the cellular network. The Internet server orchestrates the de-
livery by selecting the replica vehicles based on their trajectory and expected network
topology.

The entertainment system, on the other hand, is responsible for providing enter-
tainment videos to on-board users. Videos are large and have delay-sensitive content
expected to be pulled by users and fully consumed on-board. They are provided by an
Internet server that is also responsible for replicating them close to potential clients

according to their personal profile collected from online social networks. Users with mo-
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bile smart devices participate in this application by providing opinions about videos in
social networks. Given the delay-sensitive content characteristic, the replication should
be aware of the performance of the delivery, to increase the number of replicas when
the quality-of-experience faced by the clients is not as high as expected.

As stated earlier, the VCDN model and framework proposed in this work are
fully compliant with such multi-application domain. The designer must, however, pick
the most appropriate entities to run each of the framework’s modules, depending on
the objectives and characteristics of each application, according to the criterion list

discussed in Section 3.1.

3.4 Final Remarks

In this chapter, we advocate that CDN and P2P systems, as originally conceived for
the Internet, are not appropriate to VANET applications. Therefore, we propose a
hybrid model in which concepts from both approaches, CDN and P2P, are exploited
and adapted to VANETs. To facilitate the adoption of our model, we also propose
a framework that encompasses the fundamental building blocks of our VCDN model.
Finally, we discuss how our model could be applied to different scenarios. The next
step is to adopt the proposed model in real VANET applications with the objective of
validating its benefits. However, before that, we present in the next chapter vehicu-
lar mobility characterization results to give insights on how to implement the VCDN
building blocks.



Chapter 4

Vehicular Mobility Characterization

A key aspect that turns the problem of content delivery particularly challenging for
VANETS is the vehicular mobility. The network topology changes as vehicles move,
making the contacts between them significantly intermittent. This is an important
issue since end-to-end connections may not last for the entire period required for a
content delivery. Thus, having insights on how vehicles move may bring benefits when
selecting appropriate surrogate providers and transmitting content. Given that, in this
chapter we present characterization results of a realistic, large-scale vehicular mobility
trace. First, we present graph-based characteristics that indicate that some vehicles
are more likely to be better content providers than others. Then, we characterize the
vehicles in terms of their origin-destination (O-D) points, which are easily obtained and

can be useful in content delivery solutions, as it will be showed in the next chapter.

4.1 The Mobility Data Trace

The data trace used in this thesis consists of a publicly available vehicular mobility
trace from Cologne, the fourth-largest city of Germany [Uppoor et al., 2014al. Tts
metropolitan area encompasses over 400 km? and more than one million inhabitants.
Cologne has nine regions, which can be organized in two main groups: downtown
and suburb. The downtown, called Innenstadt, is the most populous and dense traffic
region. The remaining eight regions are comprised of suburbs.

The trace contains trips (i.e., a vehicle’s movement from its departure position
until its arrival position) that occurred between 6:00 am to 8:00 am on a weekday. The
trace comprises trips from more than 120,000 vehicles departing from and arriving at
different places throughout the city. The original trace was improved and validated by
Uppoor et al. [Uppoor et al., 2014b; Uppoor and Fiore, 2011|, who have applied several

95
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techniques and corrections to improve its accuracy. As far as we are concerned, this
trace is the most complete, realistic, and large-scale vehicular mobility data available in
the literature. Furthermore, Cologne’s characteristics are similar to many cities around
the world, which makes it a good model to be characterized, since the results may be

replicated in other scenarios.

4.2 Graph-based Characterization

Our proposed VCDN model seems to be very attractive to VANET applications. How-
ever, one question that arises is whether or not some vehicles are indeed more appro-
priate than others to be the replica placements. In other words, would it be worth to
spend computational and network resources to select content replicas in such scenario?
Some studies in the literature tried to answer the question of how vehicles differ
in their mobility properties. In [Resta and Santi, 2010], the authors demonstrated
analytically that the fully capacity of data dissemination in mobile networks can be
achieved only when the best disseminating nodes are selected. In the study described
in |[Zyba et al., 2011|, the authors demonstrated for different mobility scenarios (taxis
and mobile users in a University Campus) that some mobile nodes can be considered
more relevant to data dissemination than others; they furthermore demonstrated that
the dissemination capacity is expected to improve when those nodes are selected.
Also, some authors have already studied the behavior of mobility traces to dis-
cover helpful insight. Xia et al. [2012] characterized a mobility trace composed of
12,096 taxis from Beijing during a week, focusing on contact and clustering charac-
teristics. Ahmed and Salil [2010] analyzed 1,200 buses from Seattle in regarding to
contact duration, inter-contact intervals, and clustering characteristics. In [Monteiro
et al., 2012|, simplified urban (4Km?) and highway (25Km) scenarios were also char-
acterized. To the best of our knowledge, the only characterization of realistic urban
scenario was performed by Uppoor and Fiore [2012], where the authors analyzed the
trace from Cologne, in Germany, in regarding to vehicles flow and network density.
Nevertheless, other aspects of the network should also be studied to help on
answering the posed question. Thus, we go further and characterize the realistic,
large-scale vehicular mobility trace from Cologne to show that some vehicles present
special characteristics regarding complex networks and mobility aspects.
To assess the characterization results, the network was modelled as a graph G =
(V, E) in which V represents the set of vehicles and E C V' x V is the set of edges (e.g.

contacts among vehicles). An edge e = (v;, v;) between vehicles v; and v; exists if the
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Figure 4.1. Vehicles degree distribution follows a power-law on its tail. There
is a positive correlation between degree and k,,,, values

distance d(v;,v;) between v; and v; was lower than 100 meters for a period of time.
The value of 100 meters was chosen based on experimental results from [Cheng et al.,
2007; Teixeira et al., 2014].

In the following we present the characterization results in terms of complex net-

works and mobility aspects.

Degree distribution The degree distribution of vertices is an interesting metric that
provides relevant information on the network topology. We here consider the complete
graph comprised of all vehicles and their contacts during the entire trace period. This
graph comprises 120,913 vehicles and 15,385,919 contacts among them.

Figure 4.1(a) presents the vehicles degree complementary cumulative distribution
function (CCDF) in log-log scale. Most vehicles have a small number of contacts while
a small fraction of them have significantly more contacts (minimum=1, median=356
and maximum=3,792). The Maximum Likelihood Estimator (MLE) method was used
to check whether this distribution follows a power-law or not, like in other social net-
works [Mislove et al., 2007]. Considering all values (zmin = 1), the high value of the
Kolmogorov-Smirnov statistic (KS = 0.64) indicates that this distribution does not
follow a power-law. On the other hand, considering only the tail (zmin = 798), we can
say that it follows a power-law distribution for oo = 5.88 (KS = 0.034 in this case).

Besides the degree distribution, we have also measured the K, metric that maps
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Figure 4.2. Centrality and clustering relationships with vertices degree

vehicles” degree to their neighbors average degree. As showed in Figure 4.1(b), the
positive correlation between vehicles” degree and K, values (Pearson coefficient —
0.69) indicates a tendency of vehicles with higher degree also to be in contact with

others with this characteristic.

Centrality and clustering Centrality and clustering metrics also give insights re-
garding the network topology. Figure 4.2(a) depicts the relationship between vehicles’
degree and their correspondent betweenness values. The betweenness of a vertex v; is
the number of minimum paths between any two other vertices that include v;. The
higher the betweenness, the more important to the network the vertex is. We can note
a correspondence between the vertex degree and its betweenness. However, there are
some vehicles with higher betweenness that do not present higher degree.

The closeness is also a centrality metric calculated by the inverse of the sum of all
distances between a vertex v; and all other vertices. The higher this value, the lower
is the sum of the distances and therefore the vertex is relatively close to the others.
Figure 4.2(b) shows that there is a linear correspondence between vertices” degree and
closeness since its Pearson coefficient is 0.92.

Another important metric is the clustering coefficient that measures the edges
density of a vertex’s neighbors. As depicted in Figure 4.2(c), vertices with lower degree

have a higher clustering coefficient in general.

Travel time It is also important to characterize vehicles movement and the contacts

among them. Figure 4.3(a) presents the CCDF of the travel time vehicles take to reach
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Figure 4.3. Movement and contact information. Some vehicles travel for longer
periods than the majority ones. Furthermore, some contacts among them lasted
for many minutes while most contacts last less than 15 seconds.

their destination; it is possible to note that there are a small number of vehicles that
travel for significant longer periods than the majority. We have also studied how long
each contact among vehicles lasted. Figure 4.3(b) presents the CCDF of the length of
time that each contact lasted and it allows us the realize that most contacts lasted for
few seconds, while some of them lasted for much longer periods. This metric is relevant
since the higher the contact time, the more data can be transmitted.

Based on the characterization results, it is possible to come up with some insights
that validate the idea that some vehicles are more likely to be better content replicas

than others:
e some vehicles present a significantly higher number of contacts than most others;

e centrality analyzes show that some vehicles present higher values of betweenness
and closeness, indicating they are more important to the network structure than

others;

e clustering coefficient analysis indicates that some vehicles are more connected to

their neighbors than others;
e a small fraction of vehicles travel for longer periods than most others;

e a small fraction of connections between vehicles last for longer periods of time

than most others.
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As a result, we conclude that some vehicles have special characteristics that turn
them more likely to be better replicas than others, and that characteristics such as
degree, clustering coefficient, and travel time are relevant to the identification of such
vehicles. However, topology metrics, such as vehicle’s degree and clustering coeffi-
cient, are difficult to predict before having the entire contact graph. On the other
hand, the vehicle’s travel time is easily estimated by navigation systems given the
origin-destination (O-D) points, specially with the help of online traffic information
applications. Therefore, in the next section we characterize the same mobility trace
from the O-D perspective to find how knowing the departure and arrival points of

vehicles could be useful for content delivery applications.

4.3 Origin-Destination-based Characterization

Many existing solutions for content delivery applied to VANETS require either the cur-
rent or the expected network topology, which are difficult to obtain given the high
mobility of vehicles. In this thesis, we come up with the hypothesis that the vehi-
cles” origin-destination (O-D) points could be very useful when selecting appropriate
replica placements. Thus, in this section we present a characterization of the Cologne’s

mobility trace performed under the O-D standpoint.

4.3.1 Results

We start this process by partitioning the geographic area of Cologne into quadratic
sub-areas with sides measuring 1000 m, and then counting the number of departures
and arrivals for each of those sub-areas. The 1000 m value was chosen to provide a
representative number of samples to the analyses. Note that vehicles departing from
and arriving at the same region (i.e., intra-region mobility) are considered in both de-
parture and arrival analyses. Figure 4.4 illustrates the levels of departures and arrivals
for each sub-area; it shows that the departures are more equally distributed across the
city, while arrivals tend to be concentrated on the downtown region demarcated by the
squared area in the center of the maps. Given that, in the following characterization
we analyze separately the departures for suburban and downtown regions.

The suburb comprises the eight regions of Cologne, excluding the downtown.
Figures 4.5(a) and 4.5(b) present the histograms of the number of departures and
arrivals per quadratic area, respectively, for the suburban regions. It is possible to see
that a large number of sub-areas contribute to none or a small number of vehicles for

both departures and arrivals. Table 4.1 presents the statistical summary of this data.
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Table 4.1. Suburb statistical summary
Data Min | Q1 | Median | Mean Q3 Max Var Skewness
Departures 0.0 3.0 115.0 268.2 | 387.2 | 1887.0 | 132030.0 1.89
Arrivals 0.0 4.0 75.0 210.0 | 257.0 | 2698.0 | 115806.6 3.03
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Figure 4.5. Histograms for suburban departures and arrivals

The same analyses described above were performed for downtown region; the
results are presented below. Considering the histograms depicted in Figure 4.6 and
the statistical summary found in Table 4.2, it is possible to observe that the downtown

region presents a more concentrated flow of vehicles, since its sub-areas have at least
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14 departures and 81 arrivals. By the skewness value and the histogram plot, it is
reasonable to assume that the downtown departures are represented by a symmetric
distribution. Additionally, the arrivals sample presents a high number of small values,

and the higher values seem to be uniformly distributed.
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Figure 4.6. Downtown departure and arrival histograms
Table 4.2. Downtown statistical summary
Data Min Q1 Median | Mean Qs Max Var Skewness
Departures | 14.0 | 278.0 669.5 714.3 1082.0 | 1608.0 | 216630.2 0.28
Arrivals 81.0 | 659.0 959.0 1684.0 | 2621.0 | 6382.0 | 2783907.0 3.03

The distance traveled by each vehicle and its total travel time are also important
metrics. We then analyze the distance traveled by vehicles, as well as the time they
take to reach their final destination. In this case, the sample data comprises the
distance traveled by each vehicle and its travel time. It is important to state that
we consider the departing region of the vehicles in the analyses. In other words, the
results referred to downtown/suburb mean that we consider only vehicles departing

from downtown /suburb.

Table 4.3. Distance traveled statistical summary

Q1 Qs
2327.0 7395.0

Data
All regions

Min
0.0

Median
4185.0

Max
24930.0

Var
16446511.0

Skewness
1.30

Mean
5311.0

Figure 4.7(a) shows the histogram and Table 4.3 presents the statistical summary

of the distance traveled, considering all vehicles departing from both downtown and
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suburban areas. For these metrics, analyzing the data separately for vehicles depart-
ing from downtown and suburban regions was unnecessary, since they present similar
values.

Another important measurement for O-D modeling is the time each vehicle takes
to reach its final destination, which may influence the mobility scenario since it impacts
the number of vehicles traveling at the same time. Contrary to the distance traveled,
the travel time for vehicles differs for downtown and suburban regions. Thus, we present
the results separately for these regions. Figures 4.7(b) and 4.7(c) and Table 4.4 present
the travel time histograms and the statistical summary, respectively, for vehicles that

depart from the suburbs and downtown.

Histogram of Distance Traveled Histogram of Travel Time — Suburb Histogram of Travel Time — Downtown
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Figure 4.7. Downtown and suburb travel time (in seconds) histograms

Table 4.4. Travel time statistical summary

Data Min Q1 Median | Mean Q3 Max Var Skewness
Suburb 0.0 | 380.0 635.0 688.4 | 929.0 | 1999.0 | 166814.7 0.70
Downtown | 0.0 225.0 337.0 378.6 | 487.0 | 1992.0 | 47610.46 1.04

In addition to understanding how the number of departures and arrivals are
distributed across the city, it is also important to know how those vehicles depart over
time. In this analysis, it is only important to evaluate the departure time, as the arrival
time depends on the vehicle’s destination and on other aspects such as speed and traffic
density, which are out of the scope of this characterization.

To perform this analysis, we count the number of departures for each 10-minute
time frame. The plot shown in Figure 4.8 presents the empirical Cumulative Distribu-
tion Function (CDF) of this data. The mean and standard deviation of the number of
departures per time interval are 9816.66 and 2250.20, respectively, and the coefficient
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Figure 4.8. CDF of departures for each 10-minute interval

of variation is 0.22. Based on this information and on the plot’s visual analysis, it is

reasonable to assume that the departures are uniformly distributed over time.

4.3.2 Generic Model

To infer how the aforementioned metrics are related to each city, we argue that the
average number of departures and arrivals for a region depend on its demographic
density (habitants/area). To confirm our hypothesis, Figure 4.9 presents the linear
relationship between the demographic density (z axis) and the average number of
departures (y axis in Figure 4.9(a)) and arrivals (y axis in Figure 4.9(b)). It is important
to state that the average number of departures and arrivals for a region are calculated
by considering all 1000-meter side quadratic sub-areas that comprise the region. We
then apply a linear regression model to fit the equations in a form representative of
these relationships. The linear equations are in the form p = 8 x A 4+ « where p is the
average number of departures/arrivals for a region, A is the demographic density of the
region, 3 is the slope and « is the intercept. By applying a linear regression method,
we obtained the values f = 103.10 and o = 0.066 for departures, and g = 0.205
and o = —287.05 for arrivals. We also computed the Pearson and R? coefficients
to validate the linear relationship between departures/arrivals and the demographic
density, as shown in Figure 4.9. Hence, given the demographic density of a region, it
is possible to estimate its expected average number of departures and arrivals for each
of its 1000-meter sided quadratic sub-areas.

After defining how to compute the average number of departures and arrivals

with respect to the demographic density of a region, we apply regression models; these
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Figure 4.9. Analysis of the relationship between a region demographic density
and its average number of departures and arrivals

infer equations for computing the parameter values of the selected probability distri-
butions for all O-D aspects considered. These equations, together with the two defined
above, can be used to model mobility data for different scenarios. In the following, the
equations for departures and arrivals across the city, departures over time, total travel
distance, and total travel time are described.

To this end, the first step is to analyze the statistical data presented above to for-
mulate a hypothesis about the most suitable probability distribution functions f(X,0)
to describe the data. The goal is to fit the sample data to distributions that are well-
known and easy to implement, as the ones presented in Table 4.5. We then adopt the
Maximum Likelihood Estimator (MLE) technique [Law and Kelton, 1999; Casella and
Berger, 2001| in order to estimate the # parameter values of the candidate probability
functions f(X,#0) hypothesized in the previous step. The MLE is a well-known and
accurate method used for estimating parameters of statistical models that presents
interesting properties, such as consistency and efficiency. Finally, all candidate proba-
bility functions f(X,#) are evaluated in terms of their ability to represent the sample
data by using either the Quantile-Quantile Plot (Q-Q plot) or the Chi-square (x?)
goodness-of-fit test [Law and Kelton, 1999; Plackett, 1983] techniques.

Departures across the city The departures per each 1000-meter side quadratic sub-

area of the suburb are modeled as a Zero Differentiate Geometric distribution with

parameters p = ﬁ and pz = A x 0.15, where p is the average number of departures

for a region, calculated by the equations defined above, and A is the demographic



66 CHAPTER 4. VEHICULAR MOBILITY CHARACTERIZATION

Table 4.5. Probability distributions

Distribution Name | Parameters 6 Description
Uniform 0 = {maxz,min} | Each outcome between maz and min are equally likely
Geometric 0= {p} Number of failures before the first success in a
sequence of Bernoulli trials with probability p
Negative Binomial 0= {s,p} Number of failures before the s success in a
sequence of Bernoulli trials with probability p
Zero Differentiate 0 = {p,pz} Geometric distribution that considers that zeros
Geometric come from a different process with probability pz
Zero Differentiate 0 ={s,p,pz} Negative Binomial distribution that considers that zeros
Negative Binomial come from a different process with probability pz

density of the region. Considering only the downtown region, the departures follow a
Uniform distribution with parameters min = 0.001 x A and maz = 0.20 x A, where
A is the average number of departures for the downtown region. Inside a sub-area,

vehicles depart uniformly under the road constraints.

Arrivals across the city The arrivals per each 1000-meter side quadratic sub-area of
the suburban and downtown regions are represented as a Negative Binomial distribu-
tion with parameters s = 0.00016 x A—0.13300 and p = —8.203x10~"x A+6.957x 1073,

where A is the demographic density of a region.

Departures over time The number of departures over time can be described as a
Uniform distribution with parameters min = 1.70 x A and max = 3.86 X A, where A
is the demographic density of a region. Within a sub-area, vehicles depart uniformly

under the road constraints.

Total travel distance We found out that the total travel distance is well represented
by a Negative Binomial distribution with parameters s = 1.71 and p = 0.00032, re-
gardless of the demographic density of the departure region.

Total travel time This metric can be represented by a Negative Binomial distribution
for vehicles departing from downtown and suburban regions. However, the parameters
differ, and were inferred as s = 2.13 and p = 0.0030 for suburban regions and s = 2.69
and p = 0.0070 for downtown, regardless of the demographic density of the departure

region.

4.3.3 Validation

To validate the aforementioned results, we compare them to a data trace available from

Zurich, Switzerland [Naumov et al., 2006|. Zurich is the largest city of Switzerland with
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a population of 1,406,083 people, including its vicinity regions. Zurich’s trace was gen-
erated based on public census information, and represents vehicles’ movement with a
high level of realism. It comprises trips of about 260,000 vehicles around an area of
260 km? and encompasses 24 hours of traffic movement. However, we consider only the
trips between 6:00 am to 8:00 am to be in accordance with Cologne’s trace. This inter-
val comprises about 93,000 trips, with vehicles departing from their original position
and arriving at their final one. Zurich’s trace is adequate for validating since it was
generated considering realistic information of Zurich, a city with similar characteristics
as Cologne.

We conduct the validation by generating mobility data, considering Zurich’s de-
mographic density as input to our model, and comparing it to the actual data from
Zurich’s trace. We follow three complimentary approaches to validate our model. In
the first one, we adopt the Cumulative Distribution Function (CDF) over-plot proce-
dure, which is one of the heuristic procedures suggested by Law and Kelton [1999]. In
this procedure, both generated and actual CDF data are plotted together and if both
curves closely agree, it is possible to say that the proposed model was able to generate
mobility data similar to the existing ones. To reinforce the over-plot approach, we also
calculate the 95% confidence interval of the difference of means of both generated and
actual data. To take advantage of the central limit theorem!, the confidence interval
is calculated based on a hundred samples of our model. In this case, if the interval
includes zero, both generated and actual data are considered similar. In other words,
in 95 out of 100 cases the generated and existing data will be very similar to each other.
Finally, we generate a mobility O-D matrix using our proposed model and compare it
to the actual matrix from Zurich. This procedure was performed 100 times and the
difference of means is plotted in Zurich’s map for comparison.

In the validation plots presented in the following, we refer to Generated Data
(Proposed Model) as the data generated by our model. The actual data is referred to
as Realistic (Zurich). The CDF over-plot result is illustrated by the larger, main figure,
while the confidence interval result is represented by the small plot.

Figure 4.10 presents the validation results for departure measures in downtown
(Figure 4.10(a)) and suburban areas (Figure 4.10(b)). It is possible to see that the
generated CDFs for departures in suburban and downtown regions show behavior sim-
ilar to the actual data. More importantly, both 95% confidence intervals include zero
within their lower and upper boundaries. Figures 4.11(a) and 4.11(b) present the ex-

pected level of departures for Zurich and the comparison of the generated and actual

IThe central limit theorem states that the mean of sufficiently large samples of a population tends
to be Normally distributed
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Figure 4.11. Departure validations.

O-D across the map, respectively. It should be noted that most areas present very
similar results, while only a few generated matrices have a difference greater than 30%
from the actual matrix. Given this, we can say with reasonable confidence that the
proposed model accurately describes the departures of different scenarios.

The same reasoning is valid regarding the arrivals. Figure 4.12 shows the val-
idation results for downtown (Figure 4.12(a)) and for the suburbs (Figure 4.12(b)).
Again, the CDFs generated agree with the existing data for both downtown and subur-
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ban regions. Furthermore, both 95% confidence intervals also include zero within their
boundaries. Figures 4.13(a) and 4.13(b) present the expected arrival levels and the
comparison of the generated and original O-D across the map, respectively. Numeri-
cally, practically 100% of the generated data differ only around 1% of the actual data.

Thus, it is reasonable to state that the proposed model can also be used to generate

arrival distribution for different scenarios.
To conclude, we validate the departures along each 10-minute interval, as depicted
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in Figure 4.14. Again, based on the CDF over-plot and on the confidence interval mea-
sures, we can argue that our proposed model was able to represent vehicle departures
over time in Zurich. Since we focus here on the macroscopic aspects, the distance
traveled by vehicles is modeled to help with microscopic definitions (i.e., departure and
arrival points.). Thus, we do not validate this metric in the current work since it relies

on the simulation environment.
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4.4 Final Remarks

In this chapter, we present a characterization study about a large-scale vehicular mo-
bility trace in terms of complex networks and O-D points. In summary, the results
reveal that some vehicles are more likely to be better replicas than others. Moreover, it
was possible to infer a model to represent macroscopic aspects related to O-D points.
Given the difficulty to obtain a complete contact graph of a VANET and, consequently,
the correspondent complex network metrics, we argue that O-D points, which are eas-
ily obtained from navigation systems, can be useful for helping the design of content
delivery solutions. Therefore, in the next chapter we implement our VCDN model by
considering the vehicles O-D points in the content replication module for two different

scenarios: city-wide and region-wide.



Chapter 5

Content Delivery Solutions

As described in Chapter 1, the objective of this thesis is to investigate, to discuss,
and to validate the hypothesis that the adoption of concepts from both CDN and P2P
is effective to VANET applications with content delivery demand. In Chapter 2, we
investigate how existing solutions have been explored the content delivery problem
in VANETs. In Chapter 3, we propose the concept of Vehicular Content Delivery
Network (VCDN) and a framework to implement this model. Finally, in Chapter 4, we
characterize a large-scale mobility trace to obtain insights on how vehicular mobility

may help on content delivery decisions.

In this chapter, we implement the VCDN model by following the proposed frame-
work for two different applications with different demands. To this end, we take advan-
tage of the characterization results by considering the origin-destination (O-D) points
as basic input for our solutions. Given that replicating content is a fundamental is-
sue to cost-effective content delivery in VANETSs, we focus on the Content Replication
module of the proposed framework. In fact, placing content where potential clients are
expected to be will indeed reduce communication cost and delay, and consequently,

improve the users’ satisfaction.

In spite of validating our proposed VCDN model, the contribution of this chapter
also lies in the advance in the state-of-the-art in concerns with content replication and
delivery solutions for VANET applications. Differently from existing solutions, ours
rely on vehicles” O-D points that are easily obtained from navigation systems installed

on vehicles. In addition, we assess their performance under large-scale scenarios.

71
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5.1 Methodology

In this section we describe some concepts and the basic characteristics of both city-

and region-wide scenarios and evaluation.

5.1.1 Concepts

Connectivity Let V and S be the set of vehicles and infrastructure stations, respec-
tively. Graph G(V U S, E) represents the connectivity between vehicles, as well as
between vehicles and infrastructure stations. An edge e;; € £ indicates a contact be-
tween vehicle v; € V' and either another vehicle or an infrastructure station, vs; € VUS,
where v; # vs;. Two arbitrary vehicles, or a vehicle and an infrastructure station, may
have been through many different contacts along their lifetime. Therefore, the total

duration d; ; of a contact e; ; is defined as the sum of duration of all those contacts.

Content A content C is a digital file of size C, data units' that may be divided into
C, chunks of size C., = [g—} data units each. A content is considered valid for a period
starting at . and finishing at time t/. We refer to this period as the content’s lifetime,

within it must be delivered to the target vehicles.

Replication The content replication process aims at selecting a subset R C VU S
of vehicles or infrastructure stations to act as content replicas. Many strategies may
be adopted to select the most appropriate vehicles, which depend on the application
requirements and information about the vehicles. In this work, for example, we propose

replica allocation solutions that rely on the origin-destination points of the vehicles.

Coverage A vehicle v; may be covered basically by two different approaches: vehicle-
to-vehicle (V2V) communication only, or with the help of vehicle-to-infrastructure
(V2I) communication. Notice that V2V communication is preferred over V2I, since
it is expected to cost less, as well as it should reduce the infrastructure workload. V2V
and V2I present different communication capabilities, especially transmission rates,
which affect the content delivery process. We define Ty, and Tyo; the transmission
rates, in data units per time unit, of V2V and V2I communications, respectively. Thus,

the time required to transmit a content of size C; using only V2V communication is

'We are using the general term data units to represent content in terms of its storage unit (e.g.,
bits, Bytes, and KBytes)
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time with replica nodes is sufficient to receive the entire content:

Then, a vehicle v; is covered by V2V communication only if its total contact

> diy > 2 (5.1)
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Nevertheless, a vehicle may also be covered with the help of infrastructure sta-
tions. In this case, a vehicle v; is considered to be covered if its total infrastructure
contact duration is sufficient to transmit the remaining parts of the content that could
not be transmitted by V2V contacts. This is defined as:
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Time to be Covered The time a vehicle has to wait before being covered is also an
important metric. Thus, we define t¢ as the time a vehicle v; departs from its original
point, and ¢{ as the time when it is covered. For many applications, the lower the

waiting time, t¢ — t¢, the better.

Delivery Cost To represent the cost of delivering a content C' to a vehicle v;, let
Cyor and Cyay be the cost to transmit a data unit using infrastructure (V2I) and ad
hoc (V2V) communication, respectively. In general, Cyo;r > Cyoy. Then, the cost to

transmit a content C' to a vehicle v; is represented by

C’é = CS X Ovzv, (53)

when only V2V communication is sufficient, and by

i Tyvav Tyav
Cf = ———— X Oyay + (Cy — =——) x Cyar (5.4)
ZjeRﬂV di,j ZjeRﬁV di,j

when the infrastructure stations are part of the communication solution. Thus,

the lower the number of transmitted messages through V2I communication, the better.

5.1.2 System Model

Figure 5.1 illustrates the assumed network architecture. We assume a hybrid scenario
where vehicles are equipped with cellular as well as WAVE (Wireless Access for Ve-
hicular Environment) [Morgan, 2010] communication modules. This is a reasonable

assumption, since most vehicles are expected to be connected to the Internet in the
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Figure 5.1. System model architecture. Vehicles are capable of communicating
through cellular (V2I) and V2V networks. Replica vehicles deliver content using
V2V only.

near future [Lu et al., 2014]. This is a trend supported by both academia [Barros, 2014]
and industry |Telefonica, 2014]. Therefore, the system model we assume will make the
deployment of our solution quite simple.

We adopt a centralized approach consisting of a content server with high com-
putational capabilities in terms of memory, disk, and processing units. Because of
commercial and technology constraints, the cellular communication (V2I) costs signif-
icantly more, in terms of money, than the V2V solution. This leads to the objective of
giving priority to V2V over V2I communication, whenever possible.

Content is assumed to be static, and should be delivered to all vehicles in the
network (city-wide scenario) or in a region of interest (region-wide scenario) during its
lifetime. At departing time, vehicles use their navigation system to collect their O-D
points, which are then sent to the server through the cellular network, encapsulated
in an ENTER message. Based on the received information for each round, the server
selects the vehicles expected to be good replicas. The server then sends, to the selected
vehicles, the content encapsulated into a CONTENT message, also through cellular
communication. Upon receiving the content, the replica vehicles periodically dissem-
inate it to their peers, through V2V communication. It should be noted that, in the
region-wide scenario, replica vehicles only disseminate content when inside the region
of interest (Rol).

It should be clear that the selection of replicas may impose a communication
cost, since replica vehicles will communicate through V2V link with their peers. This

may lead to network congestion, bandwidth waste, packet loss, and, consequently, a
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poor quality of service. Furthermore, covering vehicles in a large-scale scenario is
not a trivial task, given the mobility dynamics, and the diverse conditions faced by
vehicles. In other words, there is a trade-off between coverage and cost. Therefore,
one requirement of our proposed solutions is to be flexible to be used by a variety of
applications with different demands in terms of content availability and communication
cost.

To this end, we argue and validate that content can be effectively replicated using
easily obtained information (i.e., O-D points) and low-cost algorithms, in contrast
to the majority of solutions found in the literature. The assumption that vehicles
know their destination points is reasonable given the increasing market penetration
of online navigation systems, such as Waze |waz, 2015|, in which users provide their
destination even for known routes to avoid traffic congestion. The adoption of such
systems is expected to increase even more with the advance of solutions that provide
real-time traffic status [Younes et al., 2014]. Furthermore, context-aware navigation
systems |[Ramazani and Vahdat-Nejad, 2014| are expected to learn users’ routine and
infer their destination. In fact, Waze already does that and suggests a destination to

the users depending on their current location and period of day.

5.1.3 Performance Evaluation Basic Configuration

We conduct extensive simulations to assess the performance of our solutions when
compared with other existing ones. Given the large-scale nature of VANETS, it is
important to evaluate our solutions under a large-scale mobility scenario. Due to
the computational complexity of existing network simulators [Joerer et al., 2012], we
perform evaluations through two complementary approaches: large-scale and network-
enabled.

In the large-scale approach, we adopt a realistic large-scale mobility scenario to
measure how our solutions perform when a large number of vehicles is involved, in an
ideal network scenario, where packets are not lost and the communication conditions
are always satisfied. To this end, we implemented a large-scale simulator in the R
environment. The adopted trace [Uppoor and Fiore, 2011] encompasses over 120,000
vehicles traveling from 6:00am to 8:00am (i.e., 7200s) of a week day in the city of
Cologne, Germany, in a 400 km? area.

On the other hand, in the network-enabled approach, we adopt the OMNET + 2
network simulator, in which vehicles implement the WAVE (wireless access for vehicular
environment) suite [Morgan, 2010] that includes the IEEE 802.11p standard [Jiang and

http:/ /www.omnetpp.org
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Delgrossi, 2008| as MAC and physical layers and the IEEE 1609 protocol suite to define
the upper-layer operations. In the network-enabled study, we adopt a realistic mobility
scenario of the city of Ottawa, Canada, for the city-wide solution and of Manhattan,
NYC, for the region-wide case. To improve the realism of the physical layer even more,
we also adopt the shadowing model described in [Sommer et al., 2010]. This is a realistic
model for urban environments based on IEEE 802.11p measurements, and simulates
signal attenuation caused by buildings. To simulate realistic vehicle movements, we
take advantage of the mobility model defined by SUMO?3.

5.1.3.1 Baseline Solutions

We compare each of our solutions with two others from the literature. For the city-wide
case, we adopt as baseline solutions the Push-and-Track [Whitbeck et al., 2012] and
Selective Flooding [Vahdat et al., 2000]. For the region-wide one, we adopt Push-and-
Track as well and Linger [Fiore et al., 2013]. We describe each of them as follows.

Push-and-Track is a content delivery solution in which an infrastructure server,
accessible through the cellular network, keeps track of all target vehicles already covered
(i.e., received the content). A vehicle sends to the server an ENTER message when
it becomes a target for a content, and a LEAVE message when it is no longer a
target. By the time a vehicle receives the content, it sends an ACK message to the
server. These messages are transmitted only through the cellular network. Based on the
received ACK messages, the server is aware of how many vehicles are still uncovered.
Furthermore, the server expects a linear coverage behavior, where at least p% of the
target vehicles are expected to be covered after p% of the content lifetime has elapsed.
If this coverage expectation is not satisfied, the server randomly selects new replicas
and sends the content to them using the cellular network. The replicas deliver content
periodically every § seconds. Push-and-Track also defines a panic zone starting some
time before the content expiration time, when all uncovered vehicles receive the content
through the cellular network.

Selective flooding is well adopted in the literature and refers to the idea of
vehicles selectively forwarding a content to their neighbors. By selectively, we mean
that only vehicles expected to provide good dissemination performance and coverage
will forward a content. Then, upon receiving a content, a vehicle decides whether
to forward it to its neighbors. Different strategies may be used to decide forwarding
a content, such as the ones based on the vehicle position, network density and ran-

domness. In this work, we adopt a random approach in which vehicles only forward a

3http://sumo-sim.org
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content with f, probability. Furthermore, a parameter 6 is used to indicate the number
of vehicles to start the application acting as local providers. A server in this case is
responsible for sending, through cellular network, the content to these vehicles.
Linger is a totally distributed solution in which vehicles compute a comparable
index that indicates how suitable they seem to be as replicas. The index takes into
account the vehicle’s speed, direction, and distance to the Rol. The higher the index,
the better replica a vehicle is expected to be. Initially, the vehicle that first senses or
generates the geo-localized data to be shared is assumed as replica. From this time
on, a distributed replica selection process starts with the first replica computing and
sending its index to its one-hop distance neighbors. Upon receiving the index, these
neighbors also compute their own indices, and compare them with the received value.
When the computed index is higher than the received one, the replica candidate waits
for a period that is inversely proportional to its index before responding to the current
replica, indicating that it should become a replica. Thus, the first vehicle that responds
is expected to have the higher index among the neighbors, and is then selected as the
new replica. It should be noted that many replicas may exist simultaneously, and that
each is responsible for looking for new, better replicas. Each replica delivers content
to its neighbors every o seconds. Here, we consider ¢ to be 1s, which is the same value

used for the other solutions.

5.1.3.2 Evaluation Metrics

We measure two major metrics to evaluate the performance of our solutions: content
availability and delivery cost. The former refers to the ease of content availability to
interested vehicles, in terms of coverage, time to be covered, and capacity. The coverage
is defined as N./N;, where N, is the number of target vehicles and N, is the number
of target vehicles covered. The time to be covered for vehicle v; is computed as t§ — t¢,
where t¢ is the time when v; departs from its origin point, and #¢ is the time when it is
covered. Finally, the capacity represents the amount of data that could be transmitted
by replica vehicles, and is computed as zz jdij X Tyay Vi€ R, j €V, where d;; is the
duration of contacts between v; and v;, R is the set of replica vehicles, V' is the set of
all vehicles, and Ty 9y is the transmission rate of the V2V communication technology.

The latter major metric, delivery cost, refers to the number of messages ex-
changed, and the amount of redundant messages that is transmitted. The number of
V2I or infrastructure messages Nyoy is the number of all messages exchanged between
infrastructure stations and vehicles (i.e., Enter, Leave, Ack, content from the server to

selected replicas). The number of ad hoc or V2V messages Nyoy is the total number
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of messages exchanged between vehicles (i.e., control messages in Linger, content from
replicas to vehicles). The redundant messages for a vehicle v; is defined as R; = NC;—1,
where N} is the number of times v; received the same content. The total of the redun-
dant messages is then the sum for all vehicles, defined as R0 = ey I In addition,
we measure the number of network lost packets for the network-enabled study to assess
how each solution affects network performance.

In summary, the higher the coverage and the capacity, and the lower the time to

be covered, the redundancy, and the cost in general, the better.

5.2 City-wide Scenario

The main objective of this solution is to propose and evaluate a city-wide content deliv-
ery solution for VANETS in which all vehicles in the network must be covered with the
content. Based on the vehicles’ origin-destination (O-D) points, the proposed solution,
called Origin-Destination-based Content Replication (ODCRep), is flexible to be ap-
plied to different applications, and focuses on balancing the number of replicas in the
entire city. To evaluate our proposal, we compare it with two existing solutions named
Push-and-Track [Whitbeck et al., 2012| and Selective flooding [Vahdat et al., 2000], by

running exhaustive simulations and measuring content availability and delivery cost.

5.2.1 ODCRep: Origin-Destination-based Content Replication

The implementation of ODCRep follows the VCDN model and framework proposed
in this thesis, with focus on the content replication module. Given the focus of this
thesis, we do not consider any implementation for the incentive control module, which

is out of scope of our work.

5.2.1.1 Content Replication and Management

The ODCRep content replication process runs in the server, which is responsible for
deciding whether an entering vehicle should become a replica. Given that it is not
possible to know, in advance, which vehicles will travel for longer periods, ODCRep
estimates the probability of a vehicle being a good replica based on current information
only. Three metrics contribute to this probability: the vehicle’s estimated travel time,
the content lifetime, and the vehicle’s departure and arrival locations. Notice that these
metrics are easily obtained from the content specification, and from the O-D points.

Furthermore, each contribution can be parametrized according to the application’s
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demand in terms of cost and content availability. In the following, we describe how

each metric contributes to the selection of replica vehicles.

Travel time contribution The vehicles’ travel time is an important metric, as pre-
sented in Chapter 4. ODCRep aims at selecting the vehicles expected to travel for
longer periods. As result, we expect high content availability, since those vehicles can
contribute significantly in the delivery process.

To achieve this goal, the ODCRep server receives and stores all vehicles’ estimated
travel time. A vehicle is then considered a replica candidate only if its travel time is
higher than a threshold, which separates all estimations into two groups: the first one
where ¢% of the values are smaller, and the second one where (100 — ¢)% are higher
than the threshold, considering ¢ € [0,100) is an application-defined value. Vehicles
expected to travel for periods shorter than the threshold are not even considered as
replica candidates.

An important issue here is how to efficiently compute the threshold considering
that the application is expected to operate in large-scale scenarios. To this end, the
estimated travel time of all vehicles are stored in two heap data structures called
mazHeap and minHeap. The maxHeap stores the ¢% of the smallest values, while the
minHeap stores the (100 — ¢)% highest values. Both heaps satisfy the heap property
meaning that the first element of minHeap is the smallest value among the (100 — ¢)%
highest ones. Similarly, the first element of maxHeap is the highest value among the
®% smallest ones. Then, the threshold is easily picked as one of the first element of
any heap.

In terms of computational complexity, picking the threshold takes O(l) opera-
tions, given that the heaps satisfy the heap property. To satisfy the heap property,
an insertion takes O(log n) operations. In addition, after a number of new inserted
values, the heaps must be balanced to keep ¢% of the values in the mazHeap, and
(100 — ¢)% of them in the minHeap, which also takes O(log n) Thus, the overall
process requires O(log n) operations.

The parameter ¢% is used to balance content availability and cost. The highest
this value is, the less likely for an arbitrary vehicle to be considered as replica candidate.
Consequently, a small number of replicas may be selected, which may reduce the content
availability and save communication resources. In contrast, more vehicles may be
selected as replicas when ¢% is low. Thus, the application designer should set ¢%
based on the application demands.

Notice that the threshold approximates the real value (i.e., the threshold for
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all vehicles) as new vehicles enter the network. Therefore, this value may be not
accurate in the beginning of the application, which may lead to the selection of not so
good replicas. To help ease this problem, other metrics also contribute to the replica

selection, as described next.

Content lifetime contribution The purpose of ODCRep is to select replica vehicles
to help deliver content to all vehicles traveling during the content’s lifetime. Therefore,
the content expiration time plays an important role on the replica selection process.

City-wide content delivery applications may demand different delivery coverage,
relative to the content lifetime. While some applications may require that all vehicles,
no matter their departure time, must be covered, others may be more flexible, and are
not affected by uncovered vehicles departing close to the content’s lifetime expiration.
Therefore, our solution should be compliant with this diversity of application demands.

To this end, the content lifetime contribution has three categories. The first one
represents the period encompassing less than 25% of the content lifetime. The second
category represents the period between 25% and 75% of elapsed lifetime. Finally, the
last one represents the period from 75% of elapsed time to the expiration time. Thus,
the application’s designer can configure the content lifetime contribution according to
its expected delivery over time, as explained below.

Let t, = tf_# be the fraction of time elapsed after the content lifetime began,

te—t )
where t is the current time, and ¢ and t/ define the content lifetime interval. Thus, we

i
c

define a linear function wy(t.) representing how this metric contributes to the selection
process in terms of the percentage of the elapsed time, t., after the content lifetime

begins:

ap X t,+ P if0<t,<0.25
wi(te) = ay Xte+ B if0.25 <t, <0.75
ay X te+ Bz ift. >0.75

where o, indicates the changing rate in the function according to t., and Sy <
B0 < [i3 are the coefficients.

The parameters of this function should also be used to balance content availability
and communication cost, based on the application’s demand. The function wy(t.) is
flexible enough to achieve different application demands in terms of content availability
over time. The parameter «; defines the weight of this metric to the replica selection.
In addition, the parameters S;1, B;2, and (i3 define the importance of each period of the

content lifetime in the replica selection. For example, when content should be delivered
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to all vehicles, no matter their departure time, all of the three parameters should have
an identical, high value. On the other hand, when content is not useful at the ending
of its lifetime, the ;3 parameter should be assigned to a negative high value, so less

vehicles will be selected as replicas in this period.

Departure and arrival areas contribution The vehicle’s departure (origin) and ar-
rival (destination) areas also play a determining role in the replica selection. Since
ODCRep focuses on city-wide scenarios, it attempts to balance the replica placements
across the entire map to increase the content availability. Otherwise, unbalanced allo-
cated replicas may lead to uncovered and over-covered areas.

Thus, we take advantage of the results described in Chapter 4, where we determine
how the number of departures and arrivals are distributed across downtown and suburb
regions, in terms of their demographic density. Based on those results, we estimate the
number of vehicles departing from and arriving at each quadratic area of 1000-meter
side, and then we calculate the number of vehicles to be selected as replica for each
area as a percentage 6 of the total estimated.

To this end, let dy and a; be the estimated number of vehicles departing from
and arriving at area k, respectively. For each of the vehicles departing from or arriving
at area k, we want to select up to 6% of them as content replicas, according to the
application demands. In addition, let dj and aj be the number of already selected
replicas departing from and arriving at area k, respectively. Thus, dj, < dj x 6 and
ap, < ap x 0.

We define two functions, wy(k) and w,(j), to calculate the weight to be assigned

to a vehicle in terms of its departure area k, and its arrival area j, as:

dr

wy(k) = —ay X (dk i 5 % 100) + B4 (5.5)
and ,
a’-

we(j) = —ag X (aj :( 7 x 100) + B, (5.6)

where constants ay and a, must be in (0, 1] range, and 8, and [, must be assigned a
value in the (0, 100] range.

In summary, since both functions wy(k) and w,(j) are negatives, the higher the
number of already selected vehicles departing from or arriving at an area, the lower
the chance of a vehicle to be selected. The parameter 6 is also used to help balance

the number of replicas over space and time. A higher value will lead to more replicas,
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and, consequently, higher communication costs. A lower value, on the other hand, will
reduce communication costs, as well as content availability. Therefore, 6 should be

assigned to a value to meet the application demands.

Algorithm 1 - Server Replica Selection
Input: ENTER message msg from vehicle v (containing its travel time travelTime,
departure area dArea and arrival area aArea), maxHeap and elapsed content lifetime
te
Output: CONTENT message only if v is selected as replica.
1: procedure ISREPLICA(v)
2 threshold < maxHeap[1]
3 if msg.travelTime > threshold then > Is v a replica candidate?
4: wlifetime < wy(t.)
5: wDeparture < wq(msg.dArea)
6
7
8

wArrival < wy(msg.aArea)

probReplica < (wLifetime + wDeparture + wArrival) /3
: if probReplica > Random(0,100) then > v is replica with probability
probReplica

9: send CONTENT message to v
10: end if
11: end if

12: end procedure

Putting all together After defining the contributions of the vehicles’ travel time,
content lifetime, and vehicles’ origin-destination areas to the replica allocation process,
we now put them together. Algorithm 1 shows the procedure running in the server

after receiving an FNTER message from vehicle v.

5.2.1.2 Content Discovery and Delivery

The vehicles selected as replicas must act as local providers, helping delivering content
to their peers using V2V communication only. Given this is a push-based application,
the content discovery module is not required. To this end, upon receiving the content
from the server, a replica vehicle delivers it periodically to its peers, every d seconds.
Given the dynamic topology of VANETS, a contact between a replica vehicle and a client
interested in content may last for a short period. Therefore, the value for parameter
0 should be chosen to increase the chance of a client to be covered, even for a short
duration contact with the replica. On the other hand, notice that the lower the 9§, the

higher the number of messages.
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5.2.1.3 Mobility Service

The mobility information used in this solution is the O-D points of vehicles. Therefore,
this module is responsible for collecting the departure and arrival points and make them
available to the vehicle that, as described before, send them to the server through the

cellular network.

5.2.2 Performance Evaluation
5.2.2.1 Simulation Setup

ODCRep was proposed to operate in a hybrid architecture model where vehicles are
able to communicate through cellular network (V2I), as well as among themselves using
ad hoc communication (V2V). For the latter, the IEEE 802.11p standard is assumed to
be implemented in all vehicles. The entire map is assumed to be covered by the cellular
network that is able to transmit data at a rate up to Tyor = 1 Mbps. We assume V2V
and V2I transmission rates to be of 1 Mbps and 3 Mbps, respectively, based on real
experiments conducted in |Teixeira et al., 2014]. Vehicles have a transmission range
of 100m based on the results presented in [Cheng et al., 2007]. When it comes to
transmission cost, it is assumed that Cyo; > Cyoy. Therefore, the objective is, in
general, to reduce the V2I communication, which is the most expensive one.

The application aims at delivering a content of size Cs = 100 KBytes represented
by a single fragment of the same size. Thus, a contact lasting for one second is sufficient
to the entire delivery. To evaluate the performance in long running applications, the
content lifetime is assumed to last for the entire running period of the application.
Given the city-wide coverage demand, all vehicles are expected to be covered.

Table 5.1 presents the ODCRep specific parameters, as well as the ones for the
baseline solutions, configured for the simulation studies. These values were chosen
with the objective of balancing the trade-off between content availability and commu-
nication cost. To demonstrate the flexibility of our solution, we suppose a low effect
on the application’s performance for uncovered vehicles departing close to the content
expiration lifetime. This is represented by the negative, high value for parameter (3.
The other values were chosen after plotting and observing the behavior of the functions

wy(te), wa(k), and w,(j) under different inputs.

5.2.2.2 Large-scale study

The objective here is to measure how ODCRep performs under a large-scale scenario.
We vary 6 from [0.1,0.5] (i.e., [10%,50%]) to evaluate the impact of the number of
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Table 5.1. Simulation Configuration Parameters.

Parameter Value
0] 98.0%
o 4.0
B 0.0
Bia 100.0
B3 -400.0
o 0.8
Ba 80.0
Qq 0.8
Ba 80.0
4] 1 second
o
(Selective Flooding only) 0.1
Panic Zone
(Push-and-Track only) 10s prior to the end
[10%, 50%)] for large-scale study
0 30% for network-enabled study
7200s for large-scale study
Simulation time 3600 s for network-enabled study
400 km? for large-scale study
Simulation area 9km? for network-enabled study

replicas from each departing and arriving areas. All results represent the average and
the 95% confidence interval from 33 simulations.

Figure 5.2 presents the content availability results. Notice in Figure 5.2(a) that,
the higher the 6, the higher the coverage for ODCRep, since more vehicles are selected
as replicas, according to functions wy(k) and w,(j). In addition, the coverage achieved
by ODCRep reaches 96% when 0 = 50%. Not surprisingly, Push-and-Track achieved
100% coverage, since all uncovered vehicles are covered by the server during the panic
zone. Selective Flooding also achieved high coverage, because of its flooding spread
mechanism. However, there is a cost to be paid by those solutions, as discussed later.

Figure 5.2(b) demonstrates the flexibility of our solution. As stated earlier, we
configured ODCRep to be flexible in the delivery for late departing vehicles, by setting
the parameter ;3 to a high negative value. In fact, this demand was accomplished, as
shown in Figure 5.2(b), since most uncovered vehicles depart after 75% of the content
lifetime has elapsed.

Another important metric is the time to be covered, which measures how long a
vehicle waits before being covered. Figure 5.2(c¢) shows the Complimentary Cumulative

Distribution Function (CCDF) of the waiting time of all covered vehicles, assuming 6 =
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Figure 5.2. Content availability results for the network-enabled study. ODCRep
achieved good coverage results together with low time to be covered. In addition,
ODCRep’s flexibility is demonstrated since most uncovered vehicles depart close
to the end of the content lifetime.

0.5. Notice that vehicles in ODCRep and Selective Flooding have higher probabilities
of being quickly covered, when compared to Push-and-Track. In fact, many vehicles
in Push-and-Track are only covered in the panic zone period, due to its unbalanced
replica allocation. Again, the balanced replica allocation achieved by ODCRep leads
to a higher chance of uncovered vehicles to be in contact with replicas. This is also

true in Selective Flooding.
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Figure 5.3. Delivery cost in terms of messages exchanged and redundant mes-
sages for the large-scale study. OCDRep outperformed the baseline solutions since
it balances the number of replicas over time and space.

The communication cost is also an important metric, particularly when it comes
to V2I (i.e., infrastructure) transmissions, which is more expensive than the V2V (i.e.,
ad hoc) one. Since ENTER (Push-and-Track and ODCRep), LEAVE and ACK (Push-

and-Track) messages are relatively short, when compared to content, they are not
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Figure 5.4. Coverage and time to be covered results for the network-enabled
scenario.

considered here for the sake of simplicity. However, it is known that ODCRep and
Push-and-Track require as many ENTER messages as the number of vehicles, and
Push-and-Track requires as many ACK messages as the number of covered vehicles. As
illustrated in Figures 5.3(a) and 5.3(b), ODCRep requires less V21 and V2V messages
than the baseline solutions. In addition, # does not affect significantly the results
of ODCRep. Notice that the higher the 6, the higher the number of infrastructure
messages exchanged in Selective Flooding, since the number of initial replica vehicles

increases with 6.

Redundant messages refer to duplicated messages received by vehicles, which lead
to a waste of network resources. The number of redundant messages is significantly
higher for Selective Flooding and Push-and-Track, when compared to ODCRep, as
illustrated in Figure 5.3(c). ODCRep reduces the number of redundant data by bal-
ancing the content replication according to vehicles’ departing and arriving areas. On
the other hand, Selective Flooding and Push-and-Track do not use such information,

which may lead to unbalanced replica allocation.

In general, we can state that ODCRep could deliver content quickly to a high
number of target vehicles (around 96%), by consuming significantly less network re-

sources than Push-and-Track and Selective Flooding.
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Figure 5.5. Delivering cost in terms of messages exchange for the network-

enabled study.

5.2.2.3 Network-enabled study

The objective here is to evaluate ODCRep when vehicular specific network protocols
are used. We run simulations under low, medium, and high network density to evaluate
different scenarios. All results represent the average and the 95% confidence interval

from 33 simulations.

The coverage, shown in Figure 5.4(a), was nearly 100% for all solutions. ODCRep
achieved over 99% of coverage for all density scenarios (from 20 to 240 vehicles/km?).
Similar to the large-scale results, both Push-and-Track and Selective Flooding were
able to achieve practically 100% of coverage, no matter the network density. In terms
of time to be covered (Figure 5.4(b)), our solution was able to deliver content to target
vehicles as soon as they enter the network for all scenarios, except for the lower-density
one (20 vehicles/km?). This is due to the fact that ODCRep balances the replicas
over time and space, leading to uncovered areas in the ending of the application. In
contrast, Push-and-Track leads to very high time to be covered for the high-density
scenario (240 vehicles/km?) because of its unbalanced replica allocation. In fact, many
vehicles were only covered during the panic zone period. Selective Flooding, on the

other hand, was very effective in this metric no matter the network density.

ODCRep also required less V2I messages than the baseline solutions, as shown
in Figure 5.5(a). This is an important result, given that V2I transmissions are more
expensive than V2V. In addition, the higher the number of vehicles, the higher the
number of V2I messages, since more replicas are selected. This is also true for the
Selective Flooding approach. Push-and-Track performed poorly in this metric, as well

as the number of V2V exchanged messages, as shown in Figure 5.5(b). Again, this is
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due to the fact that replicas are selected in a way that they are balanced across the
areas. On the other hand, Push-an-Track requires more messages because of its replica

allocation based on the current coverage, and also due to unbalanced selection.

The amount of redundant messages increases with the number of vehicles for all
solutions, as illustrated in Figure 5.5(c). Push-and-Track presents the worst results
when it comes to redundant messages for lower-density scenarios, due to its unbal-
anced replica allocation. However, Push-and-Track reduces the number of redundant
messages for the higher-density scenario because many vehicles are only covered during

the panic zone period by V2I communication.

5.3 Region-wide Scenario

We also propose and evaluate a Geo-Localized Origin-Destination-based Content
Replication (GO-DCR) solution designed for VANET applications. GO-DCR relies
on the vehicles’ origin-destination (O-D) points (i.e., departure and arrival points) to
select those that are more likely to be effective in keeping content inside a Rol. To
evaluate our proposal, we compare it with two existing solutions named Push-and-
Track [Whitbeck et al., 2012] and Linger |Fiore et al., 2013|, by running exhaustive

simulations and measuring content availability and delivery cost.

5.3.1 GODCR: Geo-localized Origin-Destination Content

Replication

The objective of this application is to keep content available inside a circular region of
interest (Rol), so all vehicles travelling through it will be covered. Content is assumed
to be static and is provided by a vehicle that has sensed geo-localized useful information,
such as a traffic jam situation. This vehicle uses a cellular network to send the sensed
content and its location reference to the server, which then proceeds to the execution of
the replication task. At time of departure, ordinary vehicles send a message containing

their O-D points, also using the cellular network.

The implementation of GODCR follows the VCDN model and framework pro-
posed in this thesis, with focus on the content replication module. Given the focus of
this thesis, we do not consider any implementation for the incentive control module,

which is out of scope of our work.
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5.3.1.1 Content Replication and Management

Different approaches can be used to strategically select replicas. In this work, we use
the origin o; and destination d; points of vehicle v; to decide whether or not it is
expected to be a good replica. Furthermore, our solution measures a coverage index
that indicates how well the Rol is covered by replicas over time, in order to decrease
delivery cost.

The GO-DCR content replication process runs every ¢ seconds in the server. For
each execution, the server evaluates the efficiency of vehicles that sent their O-D points
after the last execution round for their roles as replicas. A vehicle is only considered a
replica candidate if it is expected to pass through the Rol, based on its O-D points.

A vehicle v; is considered to travel through the Rol when a straight line segment
from its origin o; to its destination d; intercepts the circular area A that represents the
Rol. We assume vehicles travel following a straight-line segment from their origin to
their destination to save resources and time. In this case, there is no need to compute
the vehicle’s route and trajectory, which requires complex graph algorithms. Although
some vehicles may be incorrectly selected as replicas even when they do not travel
through the Rol, we argue that this is acceptable due to conservation of time and
resources. To demonstrate this rationale, we compute the ratio between the number of
vehicles that travel through the Rol considering their real trajectory over the number
of those that are assumed to do so in a straight line. In other words, To this end,
we consider 33 randomly generated Rol of radius 500 m, 1000 m and 2000 m for the
Cologne scenario [Uppoor and Fiore, 2012, 2011] comprised of over 120,000 vehicles in
a 400 km? area. In fact, as shown in the box plots of Figure 5.6, the precision is quite
good, particularly for larger Rols. Therefore, only a small number of replica candidates,
based on the straight line, fail to travel through the Rol in their real trajectories.

Two metrics contribute to the replica selection in GO-DCR:

e the distance d* a vehicle v; travels inside the Rol A: the longer the better,
because vehicles that travel for longer distances inside the Rol are more prone to

cover more vehicles;

e a coverage index I for the interval starting at time t¢ when v; enters A and
ending at t when it leaves. This is inversely proportional to the number of
vehicles covering the Rol in the interval #¢ — t!: the higher the better, because

fewer vehicles will be simultaneously covering A.

Figure 5.7 depicts examples of six possible scenarios of departure and arrival
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points. In the following, we refer to this figure whenever necessary in helping under-

stand the solution.

To compute the distance that a vehicle travels inside A, we define the line formula
that represents the segment ﬂ as y = mx + c¢. Also, it is known that a circle A
centered at point (p,q) with radius r is defined as (z? — p) + (y*> — ¢) = r?. Next,
we find the interception points of the line in the circle, if any. To this end, we first
compute the values of m and ¢ by replacing the o; and d; coordinates into the line
formula. Next, we replace y from the line formula into the circle formula, obtaining
(22 — p) + ((mx + ¢)* — q) = r?. To conclude, we then solve the quadratic equation to

find the points (z,y;) and (27, y?) where the line intercepts the circle.

In the event that no results are found, the vehicle will not pass through A, and
is then not considered as a replica candidate, as seen in the example of Vehicle 6 in
Figure 5.7. Also, it should be noted that having interception points does not imply
that the vehicle travels through A, since the line y = mx + ¢ is an extension of the
segment ﬁ, as shown by Vehicle 5 in Figure 5.7. Although the line representing the
segment 55—d_5> intercepts A, the segment itself does not. We then compare the segment
m to the points where the line intercepts the circle to check whether or not ﬂ
is inside A partially or totally. The distance d# is then computed as the Euclidian
distance of points (z},y;) and (x?,4?) which is the part of ﬂ that is indeed inside
A. After this procedure, we have d2* for Vehicle v;, as marked for Vehicles 1, 2, 3, and

4, in Figure 5.7. We then compute the contribution of this distance to the vehicle’s
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Figure 5.6. Precision of vehicles that indeed travel through a Rol when a straight
line segment from its origin to its destination intercepts the Rol.
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Figure 5.7. Different scenarios of vehicles intercepting the area A based on a
straight line from their O-D points.

selection as the percentage of this distance relative to A’s diameter:

d;'
wi = T (5.7)

The next step is to compute the coverage index I that measures how well A is
covered during the period Vehicle v; is expected to be inside it. To this end, let A, be
the area covered by each vehicle, which is given by the V2V communication range. We
then estimate the number n#' of replica vehicles that will be inside A simultaneously
with v;, and the total coverage area that they are able to achieve in the best scenario
(i.e., with no overlaps). Since the best scenario has a very small chance of happening,
we expect the occurrence of redundant coverage areas. Then, we set the index as a
negative quadratic function:

-1 ni % A,

I} = (1—0) X (ZTV + 100. (5.8)

(2 (2

The reasoning is to have a higher chance of a vehicle being a replica when A is
under cover. The idea of using a negative quadratic function is to be more flexible
under a low number of simultaneous replicas, and more rigid in a selection already

covered by numerous vehicles.

Finally, we compute the probability of a vehicle’s selection as a replica by aver-
aging both values defined by Equations (5.7) and (5.8):
wd + 1A

bi = 9 (5.9)
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In summary, vehicles that travel for longer distances inside the Rol, when few
other vehicles are expected to be there, are more prone to have higher selection prob-

abilities.

5.3.1.2 Content Discovery and Delivery

The vehicles selected as replicas must act as local providers, helping delivering content
to their peers using V2V communication only. Given this is a push-based application,
the content discovery module is not required. To this end, upon receiving the content
from the server, a replica vehicle delivers it periodically to its peers, every ¢ seconds,
when inside the Rol. Given the dynamic topology of VANETSs, a contact between a
replica vehicle and a client interested in content may last for a short period. Therefore,
the value for parameter § should be chosen to increase the chance of a client to be
covered, even for a short duration contact with the replica. On the other hand, notice

that the lower the 4, the higher the number of messages.

5.3.1.3 Mobility Service

The mobility information used in this solution is the O-D points of vehicles. Therefore,
this module is responsible for collecting the departure and arrival points and make them
available to the vehicle that, as described before, send them to the server through the

cellular network.

5.3.2 Performance Evaluation
5.3.2.1 Simulation Setup

To assess the performance of GO-DCR as compared to two existing solutions, we
conduct extensive simulations following two complementary approaches. The first,
referred to as a large-scale study, adopts a large-scale mobility model and assumes an
ideal network scenario with guaranteed packet delivery. In addition to the large-scale
evaluation, we also implement and compare both solutions in the OMNET + -+ network
simulator, which is referred to as a network-enabled study.

We assume V2V and V2I transmission rates to be of 1 Mbps and 3 Mbps, respec-
tively, based on real experiments conducted in [Teixeira et al., 2014]. Vehicles have
a transmission range of 100 m based on the results presented in [Cheng et al., 2007].
Hence, A, = 7 x 100? is the area covered by each vehicle. We consider a static content
of size 100 Kbytes, as a single fragment of the same size, to be delivered to vehicles

that are inside the Rol during the 2hours of the mobility scenario. For all solutions,
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the replicas deliver the content periodically every 6 =1s when inside the Rol, and
the server runs its allocation process every ¢ = 1s. In Push-and-Track, the panic
zone starts 10 seconds before the content lifetime expires. The number of simultaneous
replicas assumed for Linger is 200 for the large-scale, and 4 for the network-enabled
studies.

We present the simulation details and results for each study as follows. All results
represent the mean and the 95% confidence interval of 33 simulation runs. For each
run, a random Rol position is used, which is the same for all three solutions. This way,
the solutions are compared under the same conditions, and for different scenarios. It
is important to state that a different seed is used for the random number generator for

each simulation run.

5.3.2.2 Large-scale study

We vary the Rol radius from 500 m to 2000 m to measure how well the solutions perform

under different application demands.
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Figure 5.8. Large-scale simulation results in terms of content availability. GO-
DCR achieves higher coverage and lower time to be covered results, when com-
pared to Push-and-Track and Linger.

Figure 5.8 presents the content availability results. GO-DCR covered more ve-
hicles than Push-and-Track and Linger, as shown in Figure 5.8(a). This is because
GO-DCR balances the number of replicas over time, and selects vehicles that are ex-
pected to be more valuable in terms of coverage. The coverage of Push-and-Track
decreases for the 2000m Rol radius scenario. In contrast, GO-DCR adapts accord-
ingly to larger Rols, because of the computed coverage index. It should be noted that
Linger presents very poor coverage results in large-scale evaluations, particularly for

larger Rol radius. Our network-enabled study confirms the proof provided by Linger’s
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Figure 5.9. Large-Scale simulation results in terms of communication cost.
GO-DCR leads to a low number of V2I messages. However, the higher coverage
achieved led to a higher redundant, in terms of V2V messages.

authors of its effectiveness for small mobility scenarios. However, Linger performs more
poorly when large-scale mobility scenarios are used. In fact, given the large number
of vehicles to be covered, Linger cannot select the appropriate replicas, covering only
a small subset of all target vehicles. It is important to state that not even the panic
zone strategy of Push-and-Track could improve its coverage; many vehicles leave the
Rol without being covered, and then are not considered in this panic stage. Thus, this
strategy is only effective for vehicles that are inside the Rol when the panic zone starts.

The appropriate replica allocation also led GO-DCR to cover vehicles earlier than
Push-and-Track and Linger, as shown in Figure 5.8(b). This metric is of great value
when content must be delivered as soon as possible, as in the case for traffic condition
alerts. Figure 5.8(c) illustrates that Push-and-Track could transmit slightly larger
content than GO-DCR and Linger, since contacts among replicas and target vehicles
last longer. However, this accomplishment is undervalued due to the lower coverage
obtained.

GO-DCR also performed better than Push-and-Track when it comes to delivery
cost in terms of the number of V2I messages exchanged, as shown in Figure 5.9(a).
Given this result, we argue that the objective of giving preference to less expensive
communication, V2V, was achieved by GO-DCR, as illustrated in Figure 5.9(b). Since
Linger does not rely on infrastructure stations, it does not require infrastructure mes-
sages to operate. Linger also does not require many V2V messages, a result of the bad
replica allocation.

However, the improvement in content availability and the preference for V2V

communication come at a price. GO-DCR initiated a greater amount of redundant data



5.3. REGION-WIDE SCENARIO 95

than Push-and-Track and Linger because the replica vehicles were in more frequent
contact with the same target vehicles, as shown in Figure 5.9(c). Regardless, the
redundant data in GO-DCR is a result of V2V content transmissions, which is less

critical than using the most expensive V2I communication.

5.3.2.3 Network-enabled study

The objective of this study is to evaluate GO-DCR when vehicular specific network
protocols are used.
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Figure 5.10. Network-enabled simulation results in terms of content availability.

We adopt a Manhattan-like mobility scenario comprised of vertical and horizontal
double-lane roads in a 9km? area, in which blocks have an average size of 80m x
270 m. Manhattan was chosen because of its similarity with many other cities around
the world in terms of roads and traffic. To simulate realistic vehicle movements, we
take advantage of the mobility model defined by SUMO*. We fixed the radius of the
Rol at 500 m to be in accordance with the simulated area. We consider a static content
size of 100 Kbytes, as a single fragment of the same size, to be delivered to vehicles
that are inside the Rol during the entire application running time. We set the other
parameters, such as delivery interval and content size, with the same values as in the
large-scale evaluation study. We run simulations in low, medium, and high network
density to evaluate different scenarios.

The network-enabled content availability results are shown in Figure 5.10. Given

the confidence interval, all solutions achieved 100% coverage for all network densities,

4http://sumo-sim.org
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as shown in Figure 5.10(a). This result was expected due to the size of the network
scenario, which increases the chance of a target vehicle coming into contact with a
replica vehicle. When it comes to the time-to-be-covered, Linger and Push-and-Track
present slightly better values, particularly for low network densities, as depicted in Fig-
ure 5.10(b). This is due to the fact that GO-DCR does not focus on covering vehicles
as soon as possible, but on balancing the number of replicas along time and space. As a
result, target vehicles at the beginning of the content lifetime may not be in immediate
contact with a replica vehicle. In addition, Push-and-Track selects more replicas than
GO-DCR, which increases the chance of target vehicles making contact with replica ve-
hicles. In fact, we measured that Push-and-Track selects on average approximately 3.7
times more replica vehicles than GO-DCR. Linger also performs quite well on this met-
ric, regardless of the network density. For such a small-scale scenario, the distributed
index-based approach followed by Linger is very useful. However, when we also con-
sider the large-scale evaluation results, GO-DCR seems more attractive. Furthermore,
these results come at a price for Push-and-Track, as shown by the communication cost
results in Figure 5.11.

With respect to communication costs, Figure 5.11(a) shows that Push-and-Track
requires a significantly higher number of V2I messages to be exchanged during its op-
eration, when compared to GO-DCR and Linger. In fact, this is a key point, since V2I
communication is more expensive than V2V. Again, Linger requires no V2I messages,
since it relies exclusively on V2V communication.

On the other hand, both Push-and-Track and GO-DCR present similar results
for V2V communication costs and redundancy, with slightly better values for GO-
DRC, as shown in Figures 5.11(b) and 5.11(c). These results are mainly because
Push-and-Track selects more replica vehicles (i.e., approximately 3.7 times on average)
and adopts the panic zone approach using V2I communication. On the other hand,
GO-DCR balances the number of replicas over time to give more opportunities for
using V2V communication. Linger, on the other hand, requires a larger number of
V2V, and consequently, generates more redundant messages than the other solutions.
Furthermore, these values increase in a manner linear to with the network density,
since Linger requires more negotiation messages in the replica selection process.

Finally, Figure 5.11(d) shows that Linger also results in greater packet loss, mainly
due to communication congestion caused by the large number of messages required.
This is even more critical for scenarios with greater network density.

It is important to discuss differences observed when comparing large-scale with
network-enabled results. For example, Linger performed quite well in the small-scale,

network-enabled scenario, and very poorly in the large-scale scenario. In other words,
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Linger, as originally proposed, should be used in small scenarios and avoided in large-

scale ones. Therefore, we argue that each solution has its advantages and disadvantages.

In general, considering both large-scale and network-enabled results, we can state

that our proposal, GO-DCR, achieves high coverage results and conserves resources by

requiring a low number of V2I exchanged messages. We accomplished our objective

of balancing the number of replicas over time, covering as many vehicles as possible

and using as little infrastructure as possible. In conclusion, GO-DCR is a cost-effective

solution that could be adopted in various scenarios.
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5.4 Final Remarks

In this chapter, we implement the proposed VCDN model for two different applications:
city-wide and region-wide. In the first, the content should be delivered to all vehicles in
the network. On the other hand, in the second the content should be delivered only to
vehicles that are inside a region of interest during the content lifetime. Both solutions
rely on the characterization results in terms of O-D points, and the results reveal that
they were able to improve the content availability while reducing the communication
cost. In the next chapter, we present our conclusions and future directions and the

publications obtained as well.



Chapter 6

Final Remarks

6.1 Conclusion

In this thesis, we explored the field of content delivery for vehicular ad hoc networks
(VANETS), with the hypothesis that concepts inherited from Content Delivery Network
(CDN) and Peer-to-Peer (P2P) and adapted to VANET applications would improve
their performance. Given that, the objective was to investigate how those concepts
could be applied to VANETS, and propose solutions that validate the aforementioned
hypothesis.

To accomplish this objective, we first did an in-depth study of the state-of-the-art
to understand how content delivery has been explored in the context of VANETS. In
this study, we realized that there was a lot of room for improvements in this field,
particularly when it comes to content delivery models and frameworks. Therefore, we
proposed a Vehicular Content Delivery Network (VCDN) model and a framework to
guide designers when developing VANET applications with content delivery demand.
We proposed a hybrid model that inherits concepts from both traditional CDN and
P2P, adapting them to VANETS’ concept.

To validate our model, we implemented two solutions for different scenarios: city-
wide and region-wide. These solutions were proposed based on characterization results
obtained within this thesis’ context, which indicates that origin-destination (O-D)
points seem to be useful for content replication and delivery. We conducted exten-
sive simulations under large-scale scenarios to demonstrate that our VCND model was
very effective for content delivery in VANETSs. In addition to validate our hypothesis,
these solutions also advance the state-of-the-art as they explore novel aspects to select

good replica vehicles.
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6.2 Future Directions

We discuss here some important research opportunities to extend this thesis:

e Pull-based applications: In addition to the push-based proposals described in
this thesis, it is also important to evaluate how our VCDN model will perform
under pull-based applications where vehicles send explicit request messages and,

therefore, the content discovery is even more challenging;

e Real-time content: A promising type of application for VANETSs involves the
transmission of real-time videos to be consumed on-board. The delay-sensitive
characteristic of such content turns the replication and delivering tasks even more
difficult. Thus, an important future research direction is related to proposing and

evaluating solutions with real-time content demand;

e Dynamic content: The highly dynamic nature of VANETSs also leads to constant
changes in content to be delivered to on-board users. Therefore, the content man-
agement module should be implemented and evaluated under various conditions

for many applications;

e Network-layer integration: As stated earlier, our VCDN model is compliant with
different lower-level solutions. However, it is important to evaluate how to inte-
grate our model with different network-level protocols, particularly the ones that

follow the Information Centric Network (ICN) concepts;

e Incentive mechanisms: Cooperation will play a determining role on VANET con-
tent delivery applications. Thus, novel incentive mechanisms that benefit selfless
and punish selfish users should be proposed by taken into account the particular
characteristics of VANETS;

e Mobility Scenarios: Given the diversity of cities all over the world, it is also
important to evaluate our VCDN model for different mobility scenarios, including

highway and urban other than Cologne, Manhattan and Ottawa.

e Interactive applications: Other promising VANET applications involve interac-
tive content, such as online gaming. In this case, users interact with each other in
real-time, bringing even more difficult to content replication and delivery. This

type of application should also be explored in the near future.
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6.3 Publications

During the development of this work, we have produced and published the following

papers:

6.3.1 Journal Papers

1.

Fabricio A. Silva; Azzedine Boukerche; Thais R. M. Braga Silva; Linnyer B.
Ruiz; Eduardo Cerqueira; Antonio A. F. Loureiro, "Vehicular Networks: A New

Challenge for Content Delivery-based Applications". ACM Computing Surveys

. Fabricio A. Silva; Azzedine Boukerche; Thais R. M. Braga Silva; Linnyer B.

Ruiz; Antonio A. F. Loureiro, "Geo-localized Content Availability in VANETs".
Ad Hoc Networks (Elsevier), 36(2):425-434 , January 2016.

Fabricio A. Silva; Azzedine Boukerche; Thais R. M. Braga Silva; Fabricio
Benevenuto; Linnyer B. Ruiz; Antonio A. F. Loureiro, "ODCRep: Origin-
Destination-based Content Replication for Vehicular Networks". IEEE Trans-
actions on Vehicular Technology 64(12):1-12, December 2015.

Fabricio A. Silva; Azzedine Boukerche; Thais R. M. Braga Silva; Linnyer B.
Ruiz; Antonio A. F. Loureiro, "A novel macroscopic mobility model for vehicular
networks". Computer Networks (Elsevier), 79(C):188-202, March 2015.

6.3.2 Conference Papers

1.

Fabricio A. Silva; Clayson Celes; Azzedine Boukerche; Linnyer B. Ruiz; An-
tonio A. F. Loureiro, "Filling the Gaps of Vehicular Mobility Traces". ACM
International Conference on Modeling, Analysis and Simulation of Wireless and
Mobile Systems (MSWiM),(2015).

Fabricio A. Silva; Azzedine Boukerche; Thais R. M. Braga Silva; Linnyer B.
Ruiz; Antonio A. F. Loureiro, "Geo-localized Content Replication for Vehicu-

lar Ad-hoc Networks". IEEE Symposium on Computers and Communications
(1SCC),(2015):695-700.

Fabricio A. Silva; Linnyer B. Ruiz; Antonio A. F. Loureiro, "Content Repli-
cation in Mobile Vehicular Ad-hoc Networks". IEEE Mobile Data Management
(MDM),(2015):26-29.
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