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Resumo

Estereotipos podem ser vistos como ideias simplificadas sobre grupos sociais,
evoluindo de acordo com mudancas sociais e culturais. Alguns estereotipos e precon-
ceitos encontrados no mundo real sao refletidos no mundo virtual. A internet tem es-
treitado a distancia entre as culturas locais e globais, afetando de diferentes maneiras a
percepcao das pessoas sobre si e os outros. No contexto global da Internet, as platafor-
mas de maquinas de busca sao um importante mediador entre individuos e informacoes.
O objetivo principal deste trabalho é identificar esteredtipos associados a atratividade
fisica feminina em imagens disponiveis nos resultados das maquinas de busca. Pre-
tendemos também identificar a influéncia da globalizacao da internet e da cultura local
na formacao de esteredtipos por meio de dois fatores: linguagem e localizagao. Nos con-
duzimos experimentos no Google e no Bing, realizamos consultas por mulheres bonitas
e feias. FEm seguida, coletamos imagens e extraimos informacoes das faces. Primeira-
mente, propomos uma metodologia para compreender como raca e idade se manifestam
nos esteredtipos observados e como eles variam de acordo com os paises e regioes. Nos-
sos resultados demonstram a existéncia de estereotipos de atratividade fisica feminina,
em particular esteredtipos negativos para mulheres negras e esteredtipos positivos para
mulheres brancas em termos de beleza. Também encontramos estereotipos negativos
associados a mulheres mais velhas. Em seguida, identificamos uma fracao significa-
tiva de imagens replicadas em resultados de paises com a mesma lingua. No entanto,
quando as consultas sao limitadas a sites locais, mostramos que a existéncia de imagens
comuns entre paises é praticamente eliminada. Com base nisso, argumentamos que os
resultados das maquinas de busca sao enviesados em relacao a linguagem utilizada, o
que leva a certos esteredtipos de beleza que muitas vezes sao bastante diferentes da

maioria da populagao feminina do pais.
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Abstract

Stereotypes can be viewed as oversimplified ideas about social groups. They can
evolve in ways that are linked to social and cultural changes. Some stereotypes and
prejudgment found in the material world are transferred to the online world. The
Internet has been blurring the lines between local and global cultures, affecting in
different ways the perception of people about themselves and others. In the global
context of the Internet, search engine platforms are a key mediator between individu-
als and information. The main goal of this work is to identify stereotypes for female
physical attractiveness in images available in search engines results. We also aim to
identify the influence of globalization of the internet and local culture on the formation
of stereotypes through two factors: language and location. We conducted experiments
on Google and Bing by querying the search engines for beautiful and ugly women. We
then collect images and extract information of faces. First, we propose a methodology
to understand how race and age manifest in the observed stereotypes and how they
vary according to countries and regions. Our findings demonstrate the existence of
stereotypes for female physical attractiveness, in particular negative stereotypes about
black women and positive stereotypes about white women in terms of beauty. We also
found negative stereotypes associated with older women in terms of physical attractive-
ness. Then, we identify a significant fraction of replicated images within results from
countries with the same language. However, when the queries are limited to local sites,
we show that the existence of common images among countries is practically elimi-
nated. Based on that, we argue that results from search engines are biased towards the
language used to query the system, which leads to certain attractiveness stereotypes

that are often quite different from the majority of the female population of the country.
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Chapter 1

Introduction

Prejudice, discrimination and stereotyping often go hand-in-hand in the real
world. In social sense, the word discrimination refers to an action based on preju-
dice resulting in unfair treatment of people because of their social context, without
regard to individual merit. Discrimination can also refers to an unjustified difference
in treatment on the basis of any physical or cultural trait, such as gender, ethnic group
and religion, among others [Romei and Ruggieri, 2014]. Stereotypes - positive, neutral
or negative - are generally defined as beliefs about the characteristics, attributes, and
behaviors of members of certain groups [Hilton and Von Hippel, 1996]. As Banaji and
Greenwald [2013] pointed out, humans think with the aid of categories and in many
circumstances, these categories turn into stereotypes, such as Africans have rhythm or
Asians are good at math.

Stereotypes may also be associated with some prejudgment, that indicates some
sort of social bias, positive or negative. Sometimes they can negatively affect the
way we evaluate ourselves. Age, race, gender, ethnicity, and sexual orientation are
elements that contribute to the creation of stereotypes in different cultures that can
evolve in ways that are linked to social and cultural changes. For example, tiger moms
are considered a positive stereotype that refers to Asian-American mothers that keep
focus on achievement and performance in the education of their children. However,
negative stereotypes based on gender, religion, ethnicity, sexual orientation and age
can be harmful, for they may foster bias and discrimination. As a consequence, they
can lead to actions against groups of people [Cash and Brown, 1989, Kay et al., 2015|.

While stereotyping can be viewed as oversimplified ideas about social groups,
discrimination refers to actions that treat groups of people unfairly or put them at
a disadvantage with other groups. Some stereotypes and prejudgment found in the

material world are transferred to the online world. For example, Kay et al. [2015]
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2 CHAPTER 1. INTRODUCTION

show a systematic under representation of women in image search results for some
occupations. This kind of stereotype affects people’s ideas about professional gender
ratios in the real world and may create conditions for bias and discrimination.

All over the world, search engines are powerful mediators between individuals
and the access to information and knowledge. General search engines play a major
role when it comes to give visibility to cultural, social and economic aspects of the
daily life [Anthes, 2016]. With the ongoing growth of Internet and social media, people
are constantly exposed to steady flows of news, information and subjective opinions of
others about cultural trends, political facts, economic ideas and social issues, among
others. In addition to information that come from different sources, people use Google
to obtain answers and information in order to form their own opinion on various so-
cial issues. Recent studies have demonstrated that the ranking of answers provided
by search engines have a strong impact on individuals attitudes, preference and be-
havior |Epstein and Robertson, 2015]. Usually, people trust the answers in higher
ranks, without having any idea how the answers get ranked by complex and opaque
algorithms [Pasquale, 2015]. Search engines can be viewed as part of a broad class of
social algorithms, that are used to size us up, evaluate what we want, and provide a
customized experience |[Lazer, 2015]. Physical attractiveness is a pervasive and pow-
erful agent in the social world, that is also being affected by social algorithms and by
the growing digitization of the physical world. Physical attractiveness has influence
on decisions, opportunities and perceptions of ourselves and others. Thus, one natural
question arises: what is the impact of search engines on the perception of physical

attractiveness? This question is one of the targets of this thesis.

1.1 Research Goals

Every day, Google processes over 3.5 billion search queries.!

The search engine
decides which of the billions of web pages are included in the search results and how to
rank the results. Google also provides images as the result of queries. Thus, in order to
understand the existence of global stereotypes, we decide to start looking at the search
engines as possible sources of stereotypes. In this thesis we focus our analysis on the

following research questions:

e Can we identify stereotypes for female physical attractiveness in the images avail-
able in the Web?

Thttp://www.internetlivestats.com/google-search-statistics/
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e How do race and age manifest in the observed stereotypes?

e How do stereotypes vary according to countries and regions?

In our analyses, we look for patterns of women’s physical features that are con-
sidered aesthetically pleasant or beautiful in different cultures. We also look at the
reverse, i.e., patterns are considered aesthetically ugly [William, 1753|. In order to an-
swer the research questions, we conduct a series of experiments on the two most popular
search engines, Google and Bing. We start the experimentation by querying the search
engines for beautiful and ugly women. We then collect the top 100 image search results
for different countries. Once we have verified the images, we use Face+-, which is an
online APT that detects faces in a given photo. Face++ infers information about each
face in the photo such as age, race and gender. Its accuracy is known to be over 90%
|Bakhshi et al., 2014| for face detection. The images collected from Google and Bing,

classified by Face+-, form the datasets used to conduct the stereotype analyses.

1.2 Contributions

The main goal of this work is to identify stereotypes for female physical attrac-
tiveness in images available in search engines results and to examine the local and
global impact of the internet on the formation of these stereotypes. We propose a
methodology to understand how race and age manifest in online stereotypes of beauty
and how they vary according to countries. To do that, we conducted experiments on
Google and Bing by querying the search engines for beautiful and ugly women. In

summary, our main contributions are:

o We identified stereotypes for female physical attractiveness in the images available
in the Web.

e We showed how race and age manifest in the observed stereotypes. In partic-
ular, negative stereotypes about black women and older women, and positive

stereotypes about white women in terms of beauty and attractiveness.

e We showed how stereotypes may vary according to countries, depending how the
search is performed. Results from search engines are biased towards the language
used to query the system, in the sense that countries that share the same language

exhibit similar results.
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We believe that the first step in solving a problem is to recognize that it does exist.
Our findings demonstrate the existence of stereotypes for female physical attractiveness
and an important way to fight gender and age discrimination is to discourage them.

Part of the results presented in this thesis was published in [Aratjo et al., 2016].
The publication of the paper itself was a great contribution, since our findings were
published in The Washington Post journal® stimulating the discussion about the im-
portance of understanding the impact of search engine results for society. Besides, our

work was presented in two international workshops:

e Workshop on Data and Algorithmic Transparency (DAT’16), 2016, New York
University Law School, NY /USA.

e Algorithms, Law and Society: Building Rights for a Digital Era, 2016, Harvard
Law School, MA /USA.

1.3 Organization
This thesis is organized as follows:

Chapter 2 [Background|: In this chapter, we present the related work and an
overview about characterization studies of search engines, bias and discrimina-
tion in the media, as well as physical attractiveness. Furthermore, we give a
more detail description of the background information necessary for the reader

to understand the motivation and relevance of the work.

Chapter 3 [Identifying and Characterizing Stereotypes|: In Chapter 3, we
present our methodology to identifying and characterizing beauty stereotypes,

including the data gathering process and a characterization of the database.

Chapter 4 [Locality in Stereotypes]: In Chapter 4, based on insights obtained
through Chapter 3, we investigate the impact of local and global factors on the

formation of stereotypes in search engine results.

Chapter 5 [Conclusions and Future Work]: Finally, in Chapter 5, we present
the conclusions of this thesis, highlighting its main contributions and possibilities

for future work..

https://www.washingtonpost.com /news/the-intersect /wp/2016 /08 /10/study-image-results-for-
the-google-search-ugly-woman-are-disproportionately-black /?7utm term=.1a6613{563f1



Chapter 2

Background

In this chapter, we present some previous characterization studies of search en-
gines, bias and discrimination in the media, as well as physical attractiveness and
possibles origins of beauty standards. Furthermore, we give a more detail descrip-
tion of what are principles for accountable algorithms and algorithm auditing, these

concepts are important to understand the motivation and relevance of our work.

2.1 Stereotypes

Stereotypes can be regarded as "pictures in our head that portray all members
of a group as having the same attribute" [Banaji and Greenwald, 2013]. A context
where we may find stereotypes is beauty. Beauty is a property, or set of properties,
that makes someone capable of producing a certain sort of pleasurable experience in
any suitable perceiver [Rationality., 1999|. It is known that what is defined as beautiful
or ugly might change from person to person. Similarly, the concept of racial identity
is shaped by experiences and social interactions that are specific to the context of
each person or group, such as gender, education level, family structure [Mazza et al.,
1999]. In the past, television, movies, and magazines have played a significant role
in the creation and dissemination of stereotypes related to the physical appearance or
physical attractiveness of women |[Downs and Harrison, 1985|. The concepts of beauty
and youth have been used to create categories of cultural and social stereotypes. The
idealized images of beautiful women have contributed to create negative consequences
such as eating disorders, low self esteem and job discrimination. Because of this we
believe that investigating the existence of beauty stereotypes on the Web is relevant.

The reasons why beauty standards exist and how they are built are topics that

are broadly discussed from the biological and evolutionary point of view. In the book

5



6 CHAPTER 2. BACKGROUND

"The Analysis of Beauty" published in 1753, William [1753] describes theories of visual
beauty and grace. For the authors in [van den Berghe and Frost, 1986 the aesthetic
preference of the human beings is a case of gene-culture co-evolution. In other words,
our standards of beauty are shaped, simultaneously, by a genetic and cultural evolu-
tion. Other studies [Fink et al., 2006, Grammer et al., 2003] argue that the beauty
standards are part of human evolution and therefore reinforce characteristics related to
health, among other features that may reflect the search for more 'qualified” partners
for reproduction. Some works are concerned to understand how, despite cultural dif-
ferences, the concept of beauty seems to be built in the same way worldwide. Diverse
ethnic groups agree consistently over the beauty of faces [Cunningham et al.; 1995],
although they disagree regarding the attractiveness of female bodies. It is even possible
to indicate which features are the most desirable: childish face features for women -
big eyes and small nose, for example. In [Coetzee et al., 2014|, the authors conclude
that: people tend to agree more with respect to faces that are more familiar and in
some cultures the skin tone is more important in the classification of beautiful people,
but, in other cases, it is the face shape. In Computer Science, Eisenthal et al. [2006]
demonstrated that using machine learning methods, it is possible to predict, at a cor-
relation of 0.6, a face attractiveness score, showing that it is possible for a machine to
learn what is beautiful from the point of view of a human.

Media influences people’s perceptions about ethnic issues |Mazza et al., 1999).
In the USA, for example, media tends to propagate stereotypes that benefit domi-
nant groups. Black men, for example, are often stereotyped as violent, even though
much of the black population does not agree with the way they are represented and
believe that this construction is harmful, unpleasant or distasteful. New technologies
bring prejudices already present in society, for example, Uber drivers who have African
American last names tend to get more negative reviews. Just as black tenants have
less chances of getting a vacancy at rented apartments on Airbnb site [Allibhai, 2016].
In the medical scenario, because of false judgments, black patients may receive inferior
treatment compared to the treatment given to white people |[Hoffman et al., 2016|.
Many health-care professionals believe in biological differences with respect to black
and white people, for example, black skin to be more resistant. In our work, we are
concerned with understanding the role of the Internet in disseminating stereotypes.

Algorithms have a strong influence in our lives, since they often determine what
content we will consume, places we will visit, etc. Therefore it is important, from
an ethical and social point of view, understanding how algorithms can be biased or
even discriminatory against some groups [Bonchi et al., 2016]. Discrimination is an

unjustified difference in treatment on the basis of any physical or cultural trait, such
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as gender, ethnic group and religion, among others [Romei and Ruggieri, 2014|. In
our case we will identify whether search engines propagate stereotypes by representing
negatively specific groups of people. Algorithms can do these sort of things, even if
the computing process is fair. Most machine learning methods, for example, are based
upon assumptions that the historical data is correct, and represents the population
well, which is often far from reality |[Zliobaite, 2015]. A learning algorithm is designed
to pick up statistical patterns in training data and if the training data reflect existing
social biases against a minority, the algorithm will probably incorporate these biases
|Barocas and Selbst, 2014, Hardt, 2014].

2.2 Search Engines

Still in 1994, McBryan [1994] wrote that a fundamental problem with the WWW
(World Wide Web) was the enormous number of resources available and the difficulty of
locating and tracking everything. In this scenario information retrieval, the process of
searching within a document collection for a particular information need [Langville and
Meyer, 2006|, emerged, since the growing amount of information required the creation
of search tools for retrieval of useful information [Andronico et al., 2004|. Specifically,
a search engine is the practical application of information retrieval techniques to large-
scale text collections [Croft et al., 2009|, and it is important for retrieving information
from the Web. In response to a user query, search engines return a list of results
ranked in order of relevance. Then, the user can examine one result at a time, until
the information has been found [Carpineto et al., 2009]. The search process consists,
basically, of three main steps: crawling, the process used by search engines to collect
pages from the Web; indexing, how the data is stored; and ranking, order the most
relevant documents [Baeza-Yates and Ribeiro-Neto, 2011, Castillo, 2005].

The World Wide Web Worm [McBryan, 1994] was one of the first developed web
search engines and, at the time, it had an index of 110.000 pages and web-accessible
documents. A few years later, Larry Page and Sergey Brin founded Google, one of
the most popular search engines nowadays', while they were students at Stanford
University.? Brin and Page [1998] presented Google as a prototype of a large-scale
search engine designed to crawl and index the Web efficiently and produce much more
satisfying search results than existing systems at the time. Now, Google processes over

40.000 search queries every second on average, over 3.5 billion searches per day and 1.2

Thttp:/ /www.ebizmba.com /articles /search-engines
2https://www.google.com /about /company /history /
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trillion searches per year around the world.?

Because of its scope and impact power, Google has become an object of study
in the field of digital media and key to understand how the results of queries affect
people who use search engines. Previous studies investigated the existence of bias in
specific scenarios. |[Umoja Noble, 2013] shows how racial and gender identities may
be misrepresented, when, in this context, there is commercial interest. The result of
a query to Google typically prioritizes some kind of advertisement, which should -
ideally - be related to the query. But search engines are often biased, so it is important
to assess how the result ranking is built and how it affects the access to information
|Introna and Nissenbaum, 2000]. Some more recent results argue that discriminating
a certain group is inappropriate, since search engines are ’information environments’
that may affect the perception and behavior of people [Kay et al., 2015]. One example
of such discrimination is, when searching the names of people with black last names,
the higher likelihood of getting ads suggesting that these people were arrested, or face
a problem with justice, even when it did not happen |Sweeney, 2013]. In this case,
the search algorithm supposedly discriminates a certain group of people while looking
for profit from advertising. [Umoja Noble, 2012| has questioned the commercial search
engines because the way they represent women, especially black women, and other
marginalized groups, regardless of cultural issues. This behavior masks and perpetuate
unequal access to social, political and economic life of some groups. Besides the search
itself, other site features are also analyzed. Baker and Potts [2013| highlights how the
auto-complete search algorithm offered by Google can produce suggested terms which

could be viewed as racist, sexist or homophobic.

2.3 Principles for Accountable Algorithms and
Algorithm Auditing

The concept of accountability is important to many activities and arrangements
in government and business, such as elections, work-place hierarchies, and delegation
of authority. Accountability is used to encourage and reward good performance, to
expose failures and undesirable behavior, besides to build trust among competing indi-
viduals and organizations. Therefore, accountability is a subject that has been studied
in law, political theory, and philosophy. Nowadays, computer scientists and society are
concerned about accountable algorithms [Druschel, 2008, Feigenbaum et al., 2011]. In

an article published on The New York Times, Angwin [2016] stated the proliferation

http://www.internetlivestats.com /google-search-statistics /#trend



2.3. PRINCIPLES FOR ACCOUNTABLE ALGORITHMS AND ALGORITHM AUDITING9

of automated decision-making in everyday life has been accompanied by a necessity to
make algorithms accountable. Algorithmic discrimination - for example, an individual
or group receiving unfair treatment as a result of algorithmic decision-making - is a
motivation for accountable algorithms [Goodman, 2016|. Autonomous decision mak-
ing is the essence of algorithmic power, but on other hand are humans that establish
criteria choices, such as optimization functions and training data [Diakopoulos, 2016].
In other words, the human operator influences the algorithm. In our modern society,
machine learning algorithms have an important role in making substantive decisions,
from online personalization to credit decisions. But often their decision-making pro-
cesses are opaque [Datta et al., 2016|. In [Introna and Nissenbaum, 2000] the authors
suggest that search engines systematically exclude, by design or accidentally, certain
sites and certain types of sites in favor of others, for users, it is difficult to understand
why this certain decision was made.

Given the potential for significant societal impact of algorithms, mentioned in
the previous paragraph, Diakopoulos et al. [2016] write a document to help in the
design and implementation of algorithmic systems in publicly accountable ways. For
them, accountability includes an obligation to report, explain, or justify algorithmic
decision-making as well as mitigate any negative social impacts or potential harms.

They outlined five important guiding principles:

e Responsibility: Make available externally visible avenues of redress for adverse
individual or societal effects of an algorithmic decision system, and designate an

internal role for the person who s responsible for the timely remedy of such issues.

o Frplainability: Ensure that algorithmic decisions as well as any data driving those
decisions can be explained to end-users and other stakeholders in non-technical

terms.

o Accuracy: Identify, log, and articulate sources of error and uncertainty throughout
the algorithm and its data sources so that expected and worst case implications

can be understood and inform mitigation procedures.

o Auditability: Enable interested third parties to probe, understand, and review the
behavior of the algorithm through disclosure of information that enables monitor-
ing, checking, or criticism, including through provision of detailed documentation,

technically suitable APIs, and permissive terms of use.
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e Fairness: Fnsure that algorithmic decisions do not create discriminatory or un-
Just impacts when comparing across different demographics, such as race, gender

and age.

Transparency is also an important principle, algorithmic transparency provides
several benefits [Datta et al., 2016]. For example, Chen et al. [2016] analyzes empiri-
cally algorithmic pricing strategies on Amazon Marketplace showing that transparency
is important to help people to understand how the use of data about them affects the
ads they see. Unfortunately, very often, the principles for accountable algorithms are
not followed. In these cases it is possible to apply algorithm auditing - a mechanism
for achieving transparency and verify correct functioning of algorithms [Mittelstadt,
2016]. Some traditional areas of audit are, but are not limited to, financial audits,
compliance audits with respect to laws and regulations and performance audits [Hasan
and Stiller, 2005]. Sandvig et al. [2014] generally describes audit studies as field ex-
periments in which researchers participate in a social process that they suspect to be
corrupt in order to diagnose harmful discrimination. For example, to verify the ex-
istence of discrimination against job applicant seeking employment, researchers can
create different candidate profiles (age, gender, race...) with the same skills and target
it at real employers. A different answer for two candidates with the same skills, but
different demographic characteristics, may indicate the presence of bias or even discrim-
ination. From the perspective of Computer Science, the auditing process investigate
the functionality and impact of decision-making algorithms [Mittelstadt, 2016].

"Algorithm Auditing" is an emerging area of research and allows researchers,
designers, and users new ways to understand algorithms "from the outside", some-
times testing them for problems and harms without the cooperation of the algorithm
providers. Auditing studies have so far investigated algorithms that handle recom-
mendations, prices, news, and search, examining them for individually and societally
undesirable consequences such as racism or fraud [Karahalios, 2015]. In our work we
examined the presence of stereotypes in search engines, auditing two specific search
engines: Google and Bing. In [Sandvig et al., 2014|, the authors defined different
algorithm auditing methods. Our work employs a ’scraping audit’ since we, repeat-
edly, send similar queries to the search engines and observe the results, looking for

stereotypes patterns.



Chapter 3

ldentifying and Characterizing
Stereotypes

In this chapter we describe the methodology used for identifying and character-
izing stereotypes. We use a database of photos and information extracted from these
photos, in particular features of the people portrayed. The first step of the method-
ology involves the data collection process: what and how to collect the data. Then
we extract information about the collected photos, using computer vision algorithms
to identify race, age and gender of the people in each picture. The second part of the

research refers to the use of the collected information to identify stereotypes.

3.1 Methodology

3.1.1 Data Gathering

Our aim is to identify and characterize stereotypes in a beauty context. To work
with this context we build a dataset with the top 100 photos of the results of the
following queries (in different languages): beautiful woman and ugly woman. It is
known that what is defined as beautiful or ugly might change from person to person,
then we chose these two antonym adjectives that are commonly used to describe the
quality of beauty of people.

Data gathering was carried through two search engine APIs for images: Google!

and Bing?. Once gathered, we extract features from the photos using Face++3.

!Google Custom Search: http://bit.ly/1TWjHBN.J
2Bing Image Search API: http://bit.ly/2cyjGsy
Shttp:/ /www.faceplusplus.com/

11
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The data gathering process is depicted in Figure 3.1 and summarized next:

1. Define search queries
Define search queries, in our case beauty related, and translate* the query to the

target languages.

2. Gathering
Using the search engines APIs, perform the searches with the defined queries.

Then, filter photos that contain the face of just one person.

3. Extract attributes of photos

Using face detection tools estimate race and age.

_____________________ " e e m e m e ——————————
- Define search queries: 1 2 - Gathering - Extract attributes of photos

cCw

I

11 !

| Select the search queries and 1 : Using the search engines APls

! translate each query into different | ' perform the searches with the
1

i |

1

I
1
: sing the face detection tool
I

1 predefined queries for different |
I
I
I
I
I

1
1
1
1
Face++) extract race and age.
1
1
1

languages.
, countries. Filter photos with
--------------------- ! 1 specific features: Photos with the e e il
, face of only one person. @
. . L m o oo o oo oo o o o o o e e e e e ==
Search querles In English: @ :Extract information from each result set:
beautiful woman ;

beautiful woman: EUA

: ugly woman ' Each query, for each languagelcountry, '

has a result set (photos):

beautiful woman: EUA

.0 FN

Photo 1: white, 22 years
Photo 2: white, 18 years
Photo 3: asian, 20 years

-]

Figure 3.1: Data Gathering Framework.

Bing’s API offers a limited number of countries to choose for the searches®, we
collected data from 28 countries. For Google we collected data for 41 countries, adding
more countries with different characteristics, providing better coverage in terms of
regions and internet usage. The searches were performed for the following countries and

their official languages (for some countries more than one language, see appendix A):

Google: Algeria, Angola, Argentina, Australia, Austria, Brazil, Canada, Chile, China,
Denmark, Egypt, Finland, France, Germany, Greece, Guatemala, India, Iraq,
Italy, Japan, Kenya, Malaysia, Mexico, Morocco, Nigeria, Paraguay, Peru, Por-
tugal, Russia, Saudi Arabia, South Africa, South Korea, Spain, Sweden, Switzer-
land, Turkey, Ukraine, United Kingdom, United States, Venezuela, Zambia.

4Using Google Translator: http://translate.google.com.br/
Shttps://msdn.microsoft.com /en-us/library /dn783426.aspx#countrycodes
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Bing: Argentina, Australia, Austria, Brazil, Canada, Chile, China, Denmark, Fin-
land, France, Germany, India, Ireland, Italy, Japan, Malaysia, Mexico, Portugal,
Russia, Saudi Arabia, South Africa, South Korea, Spain, Sweden, Switzerland,
Turkey, United Kingdom and United States.

3.1.1.1 Dataset Characterization

Now we present a brief characterization of the datasets collected for this work. As
mentioned, we picked the top 100 photos for each query but we consider as valid only
images for which Face++ was able to detect a single face. In appendix A, we present
the number of photos that Face+-+ was able to detect a single face per country, for
Google and Bing. In order to make our results more robust, we would like to define a
minimum value of valid photos so that a query could be used in the characterization
and analysis. At the same time, we would like to eliminate as few queries as possible.
In the Figure 3.2, we observe the CDF (cumulative distribution function) of the values
of valid photos for queries. From the plot analysis, we decided that characterization
and analysis will be performed for all query responses that contain at least 40 valid

photos. In this way, we eliminate about 5% of the queries only.

CDF - Useful Photos

0,75

0.5

0,25

0 20 40 60 80

Number of Photos

Figure 3.2: CDF - Useful Photos.

For the first step of the characterization our aim is to show the race distribution
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by country. Figure 3.3 (color online) shows the race distribution of the 41 countries

for which we performed searches on Google and in Figure 3.4 (color online) the 28

countries of Bing.

Race distribution for the query: Race distribution for the query: *
beautiful woman’ ugly woman'
Asian [ White [ Black Asian [l white [l Black
Algeria [ I Algeria I —
Angola e Angola I N—
Argentina I Argentina I ——
Australia I | Australia I ——
Austria I Austria [ ——
Brazil I Brazil I
Canada (EN) | Canada (EN) s
Canada (FR) I Canada (FR) [ Iy ——
Chile ] Chile I
China . China I
Denmark I | Denmark I
Egypt | I Egypt 1 —
Finland e Finland I
France [/ I France I —
Germany I Germany I
Greece | I Greece | |
India I India I — —
Iraq | I Iraq 1 —
Italy I Italy I —
Japan I Japan I
Kenya I B Kenya I
Malaysia I Malaysia I B
Mexico | Mexico I
Morocco | I Morocco I
Nigeria I Nigeria |77 I
Paraguay | Paraguay I
Peru | Peru 1 —
Portugal I Portugal | |
Quatemala | Quatemala I
Russia I Russia | |
Saudi Arabia |/ I Saudi Arabia | |
South Africa e South Africa [ I
South Korea | South Korea I
Spain ] Spain I
Sweden [ I Sweden [ I
Switzerland (DE) I Switzerland (DE) I
Switzerland (FR) |7 I Switzerland (FR) I
Turkey |7 IR Turkey e
Ukraine I Ukraine I
United Kingdom I United Kingdom [ I B
USA (EN) I USA (EN) |70 I
USA (ES) I USA (ES) | |
Venezuela | Venezuela I
Zambia I Zambia |7 I
0% 20% 40% 60% 80% 100° 0% 20% 40% 60% 80% 100%

Figure 3.3: Race Fractions for Google (color online).

Our first observation from the charts is that the fraction of black women in search

'ugly women’ is clearly larger, in general, for the two search engines. We have also

calculated the mean and standard deviation of each race for both queries and search

engines. From the results in Table 3.1 we can confirm this observation.

Another interesting point is that Asian countries - China, Japan, Malaysia, South

Korea, Japan - generally have a larger proportion of Asians in both queries. This kind
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Race distribution for the query: ' Race distribution for the query: '
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beautiful woman’ ugly woman
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Argentina | Argentina | |
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Brazil | e R Brazil I
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Figure 3.4: Race Fractions for Bing (color online).

of cohesion we do not find in African countries. However, for Asian countries, there
is no pattern when comparing the two queries, that is, for some of these countries the
proportion of Asian women is larger when we search for ugly women, but for others
the opposite happens. The only Asian country where the fraction of Asian women is
not relatively larger is Malaysia, on Bing. This difference may be explained because
this search was performed in English, restriction of Bing’s API, on Google that same

search was performed in Malay.

Table 3.1: Mean and Standard Deviation of Distributions

Google
beautiful woman ugly woman
Asian Black White Astan Black White
mean | stdv | mean | stdv | mean | stdv | mean | stdv | mean | stdv | mean | stdv
15.85 | 15.86 | 3.01 3.73 | 81.14 | 16.35 | 18.15 | 14.21 | 16.46 | 7.16 | 65.38 | 12.06

Bing

beautiful woma ugly woman
Asian Black White Asian Black White

mean | stdv | mean | stdv | mean | stdv | mean | stdv | mean | stdv | mean | stdv

16.87 | 17.38 | 2.76 2.46 | 80.38 | 16.32 | 15.52 7.81 19.31 | 7.24 | 65.17 | 8.00

3
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Age distribution for query: 'beautiful woman’ (GOOGLE)
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Age distribution for query: 'beautiful woman' (BING)
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The second step of the characterization shows the difference between the age dis-
tribution of women in photos by query and search engine through boxplots (Figures 3.5
and 3.6). In the x-axis we have the analyzed countries and the y-axis represents ages.
Analyzing the median and upper quartile, we noticed that beautiful women tend to
be younger than the ugly women. We can also observe that, in general, for Asian

countries, we have younger women.

3.1.2 Data Analysis

In the last section we observed the presence of some patterns in the racial pro-
portions and in the age distribution for the queries beautiful and ugly woman, such as
the fraction of black women in search 'ugly women’ being generally larger and beau-
tiful women being younger than the ugly women. In the Data Analysis section our
main purpose is to identify if these patterns are in fact stereotypes, in other words,
our purpose is to identify whether there is a stereotype in the perception of physical
attractiveness. For sake of our analysis, we distinguish two characteristics extracted
from the pictures: race and age. As discussed, stereotype is a subjective concept and
quantifying it through objective criteria is a challenge. In our case, we employed a
contrast-based strategy. Considering race as a criterion, we check the difference be-
tween the fractions of each race for opposite queries, that is, beautiful woman and ugly
woman. We consider that there is a negative stereotype of beauty in relation to a race,
when the frequency of this particular race is larger when we search for ugly women
compared to when we search for beautiful woman. Likewise, the stereotype is consid-
ered to be positive when the fraction is larger when we search for beautiful woman.
Similarly, we say that there is a age stereotype when the age range of the women are
younger in the searches for beautiful women. We characterize the occurrence of these

stereotypes through seven questions. Formally,

Q1 (negative stereotype for black women): Is the fraction of black women larger when

we search for ugly women than when we search for beautiful women?

Q2 (negative stereotype for Asian women): Is the fraction of Asian women larger when

we search for ugly women than when we search for beautiful women?

Q3 (negative stereotype for white women): Is the fraction of white women larger when

we search for ugly women than when we search for beautiful women?

Q4 (positive stereotype for black women): Is the fraction of black women smaller when

we search for ugly women than when we search for beautiful women?
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Q5 (positive stereotype for Asian women): Is the fraction of Asian women smaller

when we search for ugly women than when we search for beautiful women?

Q6 (positive stereotype for white women): Is the fraction of white women smaller

when we search for ugly women than when we search for beautiful women?

Q7 (age stereotype): Are the women’s ages when we search for beautiful women younger

than the ages of the women when we search for ugly women?

Each of these questions is associated with a test hypothesis. For the questions

Q1, Q2 and Q3, negative stereotype, the test hypothesis is:

Hy(null hypothesis) : The fraction of women of the specific race (i.e., black, white,
Asian) is smaller, or equal, when we search for ugly women, than when we search

for beautiful women.

H,(alternative hypothesis) : The fraction of women of the specific race (i.e., black,
white, Asian) is larger when we search for ugly women than when we search for

beautiful women.
For the questions Q4, Q5 and QG6, positive stereotype:

Hy : The fraction of women of a specific race (black, white, Asian) is larger, or equal,

when we search for ugly women than when we search for beautiful women.

H, : The fraction of women of a specific race (black, white, Asian) is smaller when we

search for ugly women than when we search for beautiful women.
For the question QT7:

Hy : The age range of the beautiful women is older, or equal, than the age range of

the ugly women.

H, : The age range of the beautiful women is younger than the age range of the ugly

women.

3.1.2.1 Racial Stereotype

We assume that there is a negative stereotype when the fraction of a given race is
significantly larger when we search for ugly woman than when we search for beautiful
woman and there is a positive stereotype when the fraction associated with a search

for ugly woman is significantly smaller. We then calculate the difference between
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these two fractions for each race and each country and verify the significance of each
difference through the two-proportion z-test, with a significance level of 0.05. The
test determines whether the difference between fractions is significant, as follows.

For the first three questions, (Q1, Q2 and Q3), with confidence of 95% we
reject the null hypothesis when the z-score is smaller than —0.8289 and we accept the
alternative hypothesis, which is the hypothesis in study.

For example, considering Finland - Google, the z-score calculated for the hypoth-
esis associated with question Q1 was —0.04, 0.76 for Q2 and —0.61 for Q3. Since none
of these values is smaller than —0.8289 we can not reject the null hypothesis and we
can not answer positively to any of the 3 questions. On the other hand, for France, the
z-score associated with question Q1 was —3.15 and —1.10 for Q2, then we can answer
positively to both questions and consider that there is a negative stereotype associated
with blacks and Asians.

For questions ( Q4, Q5 and Q6), under the same conditions, we reject the null
hypothesis when the z-score is greater than 0.8289.

For example, considering China - Google, the z-score calculated for the hypothesis
associated with question Q4 was —1.06, 0.04 for Q5 and 0.21 for Q6. Since none of
these values is greater than 0.8289 we can not reject the null hypothesis and we can
not answer positively to any of the 3 questions. On the other hand, for Australia, the
z-score associated with question Q5 was 1.61 and 1.74 for Q6, then we can answer
positively to both questions and consider that there is a positive stereotype associated
with Asians and whites. Detailed results of the tests and z-scores for each country and

each search engine are in the appendix B.

3.1.2.2 Age Stereotype

For characterizing the age stereotype, we verify our hypothesis through the un-
paired Wilcoxon test [Wilcoxon, 1945]. The null hypothesis is rejected when the p-value
is less than 0.05 and with 95% of confidence we can answer positively to question Q7
(see appendix C for detailed results). For example, considering South Korea - Google,
the p-value found was 0.4094 then we cannot reject the null hypothesis. For Saudi Ara-
bia the p-value was 0.0109 and we accept the alternative hypothesis that demonstrates

the existence of a stereotype that gives priority to younger women.

3.1.3 Clustering Stereotypes

After identifying the existence of stereotypes in the perception of physical at-

tractiveness, we want to discover whether there is a cohesion among these beauty
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stereotypes across countries. For this we use the z-score table, assuming that countries
with close z-scores are similar. Then, we use a clustering algorithm to identify coun-
tries that have the same racial stereotype of beauty. The results for each country and
search engine is represented by a 3D point where the dimensions are Asian, black and
white z-scores.

There are several strategies for clustering. However, a hierarchical clustering
strategy was used in this thesis because it is not required a priori information about
the number of clusters and it outputs a hierarchy that can be very useful for our
analysis. We used the Ward’s minimum variance method® which is briefly described
next. Using a set of dissimilarities for the objects being clustered, initially, each object
is assigned to its own cluster and then the algorithm proceeds interactively. At each
stage it joins the two most similar clusters, continuing until there is just a single cluster.
The method aims at finding compact and spherical clusters [Murtagh and Legendre,
2014]. Another advantage of employing a hierarchical clustering strategy is that it is
not necessary to set in advance parameters such as the number of cluster of minimal

similarity thresholds, allowing us to investigate various clusters configurations easily.

Table 3.2: Clusters centroids - Google Dendrogram

GOOGLE
Black Asian Whate
Cluster | Countries Mean  std | Mean  std Mean  std
1 -1.06 1.01 1.28 1.17 -0.43 1.15
2 -3.06 0.40 1.04 0.34 1.69 0.09
3 -3.96 0.33 | -0.18 0.29 3.02 0.36
4 -1.76 0.35 -2.79 0.42 3.44 0.53
5 -1.87 0.71 | -0.71  0.70 1.67  0.50

The clusters we are looking for should be cohesive and also semantically meaning-
ful. Cohesion is achieved by the Ward’s minimum variance method, but the semantic
of the clusters should take into account cultural, political and historical aspects. In our
case, the variance is taken in its classical definition, that is, it measures how far the
entities, each one represented by a numeric triple (black, Asian and white z-score val-
ues), that compose a cluster are spread out from their mean. For the results presented
here we traversed the dendrogram starting from the smallest variance to the maximum
variance, which is the root of the dendrogram. For each group of entities, we verify

what they do have in common so that we may understand why they behaved similarly

SR library: https://stat.ethz.ch/R-manual/R-devel/library /stats/html/hclust.html
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Table 3.3: Clusters centroids - Bing Dendrogram

BING
Black Asian Whate
Cluster | Countries Mean  std | Mean  std Mean  std
1 -4.20 0.25 | -0.38 0.55 3.59 048

-1.38 1.17 1.72 1.10 | -1.10 1.00
-2.09 054 | -145 044 | 262 0.73
-3.20  0.02 112 0.03 112 0.04
-2.72 0.22 | -0.29 0.44 | 2.05 0.55

Tt o W N

or not. As we show next, we are able to identify relevant and significant stereotypes
across several entities (e.g., countries).

Figure 3.7 presents the dendrograms for both search engines, where we use a cutoff
of 5 clusters to illustrate the process of clustering from the dendrogram structure. The
centroids of the clusters are shown in Table 3.2 and 3.3. It is important to emphasize
that when analyzing the centroids of each cluster the dimensions represent the per
race average z-score. In addiction, a lower z-score means a greater difference between
the proportions of that race when we search for ugly women than when we search for
beautiful women which implies a negative stereotype and the opposite for a greater

value of z-score.
3.2 Summary and Discussion

In this chapter we presented a methodology to identifying and characterizing
stereotypes. First, we built our dataset by querying the search engines for beautiful
and ugly women and collecting the top 100 image search results for different countries.
Then, using Face++, we extracted age, race and gender from each face in the photos.
Based on the collected data, we have the following observations: (1) the fraction of
black women in search "ugly women’ is generally larger for the two search engines and
(2) beautiful women tend to be younger than the ugly women.

To identify stereotypes we employed a contrast-based strategy, checking the dif-
ferences between the distributions of the two opposite queries, beautiful woman and
ugly woman. For sake of our analysis, we defined that a positive stereotype exists
when the fraction of beautiful women for a given race is larger than the fraction of ugly
women for same race and the opposite for negative stereotype. In the same way, we de-
fined that there is a age stereotype when the age range of the women are younger in the
searches for beautiful women. Then we characterized the occurrence of these stereo-
types through seven questions, each one of them associated with a test hypothesis.

Using statistical tests we verified when stereotypes are confirmed.
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Figure 3.7: Clusters: dendrogram structure, cutoff of 5 clusters.
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Our results point out that, for the majority of countries analyzed, there is a
positive stereotype for white women and a negative one for black and, weakly, for
Asian women. Table 3.4 summarizes the test results with the fraction of countries
that we answer positively to each of the 7 questions (rejecting the null hypothesis).
For instance, column ’Google’ and line 'Q1’ indicates that for 90.90% of countries we
rejected the null hypothesis and we answered positively to the question Q1. That
is, the number of countries for which there is a negative stereotype for black women
dominates our statistics, since 96.30% of countries in Bing also display this type of
stereotype. We can see that the results of the two search engines agree. There is a
beauty stereotype in the perception of physical attractiveness, that is, we can say that,
significantly, the fraction of black and Asian women is greater when we search for ugly
women compared to the fraction of those races when we search for beautiful women
(negative stereotype). The opposite occurs for white women (positive stereotype). In
the same way we show that there is a negative stereotype about older women. In 95.45%
of the countries in Google and 93.18% in Bing, the concept of beauty is associated with

young women and ugly women are associated with older women.

Table 3.4: Summary of results for questions Q1, Q2, Q3, Q3, Q4, Q5, Q6 ¢ Q7

Results
Google | Bing
Q1 (negative/black) | 90.90% | 96.30%
Q2 (negative/Asian) | 29.54% | 33.33%
Q3 (negative/white) | 4.54% | 3.70%
Q4 (positive/black) | 0.00% | 0.00%
Q5 (
Q6 (
QT (

positive/Asian) | 18.18% | 14.81%
positive/white) | 84.09% | 92.59%
negative/age) 95.45% | 93.18%

After identifying the existence of stereotypes we explored the possibility to dis-
cover whether there is a cohesion among the beauty stereotypes across countries. Coun-
tries have different configurations of stereotypes, and they can be grouped accordingly.
For example, some countries have a very negative stereotype against black women, but
can be 'neutral’ with respect to other race. It is important to remember that a lower
z-score means a greater difference between the proportions of that race when we search
for ugly women than when we search for beautiful women which implies a negative
stereotype and the opposite for a greater value of z-score. Thus we use the z-score
table to cluster the countries, assuming that countries with close z-scores are similar.

In the Google dendrogram (Figure 3.7a), we can highlight cluster 3 - Angola, Ar-

gentina, Brazil, Canada, Chile, Denmark, France, Mexico, Paraguay, Peru, Portugal,
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Guatemala, Spain and Venezuela - which has a geographical (and linguistic) semantic
meaning. They are Latin language countries, most of them countries from the Amer-
icas. Denmark is the exception. The centroid of this cluster (black: —3.96, Asian:
—0.18, white: 3.02) indicates that for this group of countries there is a very negative
stereotype regarding black women and a positive stereotype for white women. In Clus-
ter 4 - Algeria, Egypt, Greece, Iraq, Morocco, Saudi Arabia and South Korea - we
have countries from Africa, Asia and Middle East. Here we have a different stereotype
(black: —1.76, Asian: —2.79, white: 3.44) since Asians have a more negative stereo-
type than blacks. For Cluster 1 - Canada, China, Finland, Japan, Kenya, Malaysia and
Ukraine - we could not identify a clear semantic meaning for the group. However, the
cluster has an interesting stereotype of beauty (black:—1.06, Asian:1.28, white:—0.43)
in which the stereotype, positive or negative, are small. There is a coherence between
the proportions of the races for the two queries, that is, for part of these countries
there is no significant difference between the fractions of the races when we search for
beautiful women or ugly women.

In order to deepen the understanding of the stereotypes, we looked at the race
composition of some countries to verify if they may explain some of the identified
patterns. In Japan, Asians represent 99.4% of population’, in Argentina 97% of pop-
ulation are white®, in South Africa 79.2% are blacks and 8.9% white?, at last, in USA
racial composition is 12% of blacks and 62% of whites!?. Although the racial compo-
sition of these countries indicate different fractions of black people, the search engine
results show for all of them the presence of the negative stereotype of beauty about
black women. We did not find any specific relation between the racial composition of

a country and the patterns of stereotypes identified for the country.

Thttp:/ /www.indexmundi.com /japan /demographics _profile.html

8http://www.indexmundi.com /argentina/ethnic_ groups.html

%http://www.southafrica.info/about /people/population.htm+#.V4koMR9yvCI
Ohttp: //kff.org/other /state-indicator /distribution-by-raceethnicity/






Chapter 4

Locality in Stereotypes

In the previous chapter we identified stereotypes for female attractiveness in im-
ages available on the Web, more specifically on search results. However, we did not
find any specific relation between the racial composition of a country and the patterns
of stereotypes identified for the same country. Considering the internet is blurring the
lines between local and global cultures, a relevant issue is to understand the impact of
local and global factors on the formation of stereotypes in search engine results. In this
chapter, in order to do that, we focus on the analysis of answers provided by search
engines in different countries to questions associated with physical attractiveness. Our
methodology aims to identify the influence of globalization of the internet and local
culture on the formation of stereotypes through two factors: language and location.

The complexity of internet search platforms, such as Google and Bing, makes it
impossible to look for transparency of their algorithms and data. Thus, our approach
for the stereotype problem is to follow the concept of transparency of inputs and outputs
(a.k.a. as black-box techniques) of a class of specific queries [Chander, 2016]. This
approach allows us to verify whether the algorithm is generating discriminatory impact
or not. Identifing that the results of an algorithm are systematically discriminatory
is enough to seek to redesign the algorithm, or to distrust its results. This type of
approach has been successfully used to analyze the behavior of complex systems, such
as virtual machines [Wood et al., 2007|. Black-box techniques infer information about
the behavior of systems by simply observing each virtual machine from the outside
and without any knowledge of the application resident within each machine. Several
interesting observations related to bias and fairness were learned from the quantitative
analysis of the global and local answers provided by the search engines to our set of

input queries on female physical attractiveness.

Similarly to what was done in the previous chapter, the starting point of our
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analysis is a set of image queries submitted to different search engines. We then
analyze, for each query, the top 100 images checking which images do repeat across
queries as well as image characteristics (e.g., race) and try to draw patterns that
arise for languages and countries. However, at this stage in particular, since the same
language may be spoken in several countries, we employ a two-level strategy, where we
first check for patterns at the language and then we also consider location as well. In the
following sections, we first describe the data gathering strategy, then the procedure to
generate image fingerprints that will allow to detect the occurrence of the same image

in several queries and finally the similarity metric used to compare query results.

4.1 Methodology

4.1.1 Data Gathering: Global and Local

The data gathering process is the same described in Section 3.1.1. But now we
build two different datasets, one with default parameters and the other with parameters
to return only results of the same country. For both datasets, each query is associated
with a single country, that is, it is expressed in the official language of the country and
submitted to a service whose address is in the top level domain (TLD) of the target
country. The first dataset, named global, does not restrict the source of the images
in terms of TLD of the site that provides them, that is, the images collected are not
necessarily from hosts in the country for which the APT is submitting the search. The
second dataset is named local, since we also define the country from which the images
must come.

Over again, using the APIs we were able to obtain 100 images for query, but we
consider as valid only images in which Face++ was able to detect a single face and
the analysis will be performed for all query responses that contain at least 40 valid
images (see appendix A). The three query searches (beautiful woman, ugly woman
and woman) were performed for several countries, providing a good coverage in terms

of regions and internet usage, and their official languages:

Google: Algeria, Angola, Argentina, Australia, Austria, Brazil, Canada, Chile, China,
Denmark, Egypt, Finland, France, Germany, Greece, Guatemala, India, Iraq,
Italy, Japan, Kenya, Malaysia, Mexico, Morocco, Nigeria, Paraguay, Peru, Por-
tugal, Russia, Saudi Arabia, South Africa, South Korea, Spain, Sweden, Switzer-
land, Turkey, Ukraine, United Kingdom, United States, Venezuela, Zambia.
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Bing: Argentina, Australia, Austria, Brazil, Canada, Chile, China, Denmark, Finland,
France, Germany, Greece, India, Ireland, Italy, Japan, Malaysia, Mexico, Portu-
gal, Russia, South Africa, South Korea, Spain, Sweden, Switzerland, Turkey,
United Kingdom and United States.

4.1.2 Image Fingerprinting

We aim to verify the co-occurrence of images in different scenarios. In other
words, we want to evaluate whether images are repeated across service, queries and
countries. In order to identify the co-occurrence of images across datasets, we need to
determine whether or not two images are the same.

Matching their URLs is not enough, since the same image may be provided by
different sites. Using a hash function such as MD5 or SHA-1 does not solve the problem
either, since a re-sized image would be associated with a completely different hash value
compared to the original one. Thus, it was necessary to employ a technique able to
"fingerprint" an image (i.e., to determine a label that uniquely identifies the image,
despite small modifications): the dHash (difference hash) algorithm [Krawetz, 2013].

The dHash algorithm consists of four main steps:

1. Reduce size: shrinking images to 9x8 pixels;
2. Reduce color: converting images to grayscale;
3. Compute the difference: computing differences between adjacent pixels;

4. Assign bits: assigning bits whenever the left pixel is brighter than the right pixel.

This algorithm will output a 64-bit hash value per image that we use to uniquely

identify the images in our datasets.

4.1.3 Similarity Metric

Since we are able to uniquely identify each image, we need an adequate similarity
metric to compare the sets of images returned by different queries. Given two lists of
images, A and B, the Jaccard Index measures the similarity (or diversity) between A

and B, and is calculated as:
_ |[AnB|

- JAUB|

In other words, it is the ratio between the size of the intersection and the size of the

J(A, B)

union of A and B. The closer the index is to 0, more diverse the sets are, while an



30 CHAPTER 4. LOCALITY IN STEREOTYPES

index closer to 1 indicates that A and B are similar. In practice, each set of images
returned by a search is represented as a set of fingerprints, and we define the similarity

of two searches through their Jaccard Index.

4.2 Experiments and Results

This section describes the experiments carried out in our analysis and present
the main results. First, we present evidence that images co-occur in different datasets.
Then, we characterize the repetition of images across search results by analyzing the
similarities between them. Finally, we compare global and local results, analyzing them

in terms of similarity and racial profile of the target countries.

4.2.1 Repetition of Images

In order to analyze the repetition of images across our search results, we start
by calculating the dHash of each image and determining the frequency of each unique
hash value in our datasets. Our goal is to analyze how frequently the same images
appear in multiple queries, countries and services. For this experiment we use only the
global dataset.

First, in Figure 4.1 (color online) we observe the number images by the number
of occurrences, segmenting by services. Although most images are unique, it is possible
to see repetitions.

Figure 4.2 (color online) shows the Cumulative Distribution Function (CDF) of
the number of repeated images, for three scenarios: whole dataset (left), grouping by
query (center) and grouping by service (right). First, we observe that there are, indeed,
images that do appear in several sets of results. Although approximately 65% of the
images are unique, some images appear in up to 42 different sets of results.

Another interesting finding is that images resulting for the query "ugly woman"
seem to repeat more often than the other queries. For instance, the maximum value
of repetition for "ugly woman" is 42, whereas for "beautiful woman" is 16 and for
"woman" is 15. Also, analyzing the distribution in Figure 4.2 (center) we observe
that approximately 99% of the images repeat themselves less than 9 times for plain
and beautiful woman, while for ugly the same happens for approximately 95% of the
images.

Comparing the distribution between services, we observe that they are slightly
different. In Bing results, approximately 60% of the images are unique, while in Google
it is approximately 70%. These results motivate us to investigate what are factors that

influence image repetition.
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4.2.2 Co-occurrence of Images

Now we aim to investigate the reasons for the co-occurrence of images. We
measure similarity between services, queries and countries. For the analysis presented

in this section just the global dataset was used.

4.2.2.1 Services

In this section we analyze the co-occurrence of images in both Bing and Google.
We do that by comparing the pairs of image sets (one from Bing and one from Google)

for the same query and same country (Figure 4.1).

Country woman  beautiful woman  ugly woman
Argentina 0.07 0.06 0.18
Austria 0.08 0.06 0.14
Australia 0.01 0.03 0.17
Brazil 0.05 0.16 0.12
Canada (English) 0.01 0.03 0.16
Canada (French) 0.02 0.03 0.13
Chile 0.05 0.07 0.17
China 0.01 0.00

Germany 0.07 0.05 0.06
Denmark 0.00

Spain 0.05 0.07 0.16
Finland 0.09 0.09
France 0.03 0.04 0.09
India 0.00 0.00 0.00
Italy 0.01 0.04 0.11
Japan 0.04 0.03 0.11
Republic of Korea 0.06 0.01 0.02
Mexico 0.06 0.02 0.14
Malaysia 0.00 0.00 0.00
Portugal 0.05 0.15 0.11
Russia 0.08 0.10 0.01
Turkey 0.04 0.17 0.09
United Kingdom 0.02 0.01 0.16
United States (English) 0.02 0.02 0.16
United States (Spanish) 0.03 0.06 0.17
South Africa 0.01 0.02 0.15
Sweden 0.08 0.03 0.02
Switzerland (German) 0.06 0.07 0.15
Switzerland (French) 0.02 0.03 0.12

Table 4.1: Similarity between Google and Bing - Countries

We calculate the average and standard deviation Jaccard Index per query, pre-
sented in Table 4.2. The average Jaccard indices for plain, beautiful and ugly woman
queries are, respectively, 0.04, 0.05 and 0.11, indicating that there is no significant

match between results from Bing and Google. Despite that, the similarity for "ugly
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woman" is almost twice as large as the others (on average), supporting our previous

finding that "ugly woman" images repeat more often.

Jaccard Index

Query Avg.  Std.
woman 0.04 0.03
beautiful woman 0.05 0.05
ugly woman 0.11 0.06

Table 4.2: Similarity between Google and Bing

4.2.2.2 Queries

Analogously to the comparison between services, we will now analyze the co-
occurrence of images between queries (e.g "woman" vs. "beautiful woman"). For this
scenario we have three possible pairs: "woman" vs. "beautiful woman", "woman" vs.
"ugly woman" and "beautiful woman" vs. "ugly woman". In Table 4.3, we present the

average and standard deviation values per query configuration.

Jaccard Index

Query 1 Query 2 Avg.  Std.
woman beautiful woman 0.03 0.02
woman ugly woman 0.00 0.01
beautiful woman ugly woman 0.00 0.02

Table 4.3: Similarity between combination of queries

We observe that, again, the similarity is small. The average Jaccard index for
"ugly woman" compared to either "woman" or "beautiful woman" is 0.01 (std = 0.02).
Interestingly, the similarity between "woman" and "beautiful woman" is three times
larger than the other combinations (avg = 0.03, std = 0.02), indicating that the plain
query ("woman") tends to give results closer to "beautiful woman". It is important
to notice that this is a preliminary result, since the standard deviation values are high

and the confidence intervals overlap with the average values of the other.

4.2.2.3 Countries

Finally, we compare the lists between each pair of countries, and calculate their
Jaccard index. Figure 4.3 shows the similarity matrix between countries. To enhance
visibility, we present only the countries that cluster with other countries with higher

similarities (Jaccard index higher than 0.2).
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Figure 4.3: Similarity of image results between countries, for global queries.



4.2. EXPERIMENTS AND RESULTS 35

In contrast to the service and query analyses, there are very strong similarities
between countries. We observe that the similarities are stronger among countries that
speak the same language, and almost nonexistent between countries that speak different
languages. The influence of language is so pronounced that we may easily identify

"language-based clusters".

Such result is explained by the fact that images are indexed by the search engine
using the content of the web-page with which the image is associated. Since the queries
are issued using written natural language, it is possible that an image returned, for

example, by Google Mexico is actually from a site in Spain (e.g., xyz.es)

4.2.3 Global and Local Images

As shown in the previous section, there are very strong similarities between coun-
tries. Our hypothesis is that the results of image searches, on both search engine plat-
forms, are biased in relation to language and do not always reflect the characteristics

of the female population of the country.

We investigate the effect of filtering the search query to return only results from a
given country, defined by local sites existing in the country code domain of the specific
country. For this investigation we select the countries of the two largest clusters (En-
glish and Spanish), totaling 8 countries in Bing and 15 in Google. We then collect the
images using the same methodology used for searching globally (without the country
filter).

4.2.3.1 Similarity

We initially assess the impact on the similarity between countries when searching
images locally. Similarly to Section 4.2.2.3, we calculate the Jaccard index for each

pair of countries.

Figure 4.4 shows the similarity matrix for the local search results. Compared
to the matrix for global queries (left), it is visible how the similarity is drastically
reduced. The clusters have virtually disappeared, only some small values (< 0.2)
remained, mainly for query ’ugly woman’. This result supports our observation that
the similarity is almost non-existent between countries that speak different languages.

On the other hand, we may easily identify "language-based clusters".
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Figure 4.4: Similarity of image results between countries, for local queries.
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4.2.3.2 Racial Profile

In chapter 3, we have demonstrated the existence of stereotypes for female phys-
ical attractiveness, in particular negative stereotypes about black women and positive
stereotypes about white women in terms of physical attractiveness. In this chapter
we show how the racial profile of the countries changes when we filter local results,
indicating that query results do not reflect the local demography. We then compare
the racial distribution of a country when issuing global queries vs. local queries.

It is possible to observe how the racial distribution changes for almost every
country/query when the search query is local (Figures 4.5 and 4.6 (color online)). For
African countries (Angola, Nigeria, Kenya, South Africa and Zambia) the proportion
of black women increases for almost all queries - only for Algeria, on Google, the
proportions decrease. This result is consistent with the demographics of those countries
where most of the population is black.! On the other hand, the proportion of black
women decreases for almost all the local searches in Argentina and Austria, where 97%?2

and 96%" of the population is white, respectively.

4.3 Summary and Discussion

In this chapter, we explored the local and global impact of the internet on the
formation of female physical attractiveness stereotypes in search engine results. First,
we queried 'woman’, 'beautiful woman’ and 'ugly woman’ and downloaded the top
100 images returned by the search engines. Then, we analyzed the co-occurrence of
the images returned by the search engines. We queried and downloaded thousands
of images from different search engines (Google and Bing), distinct queries (woman,
beautiful woman and ugly woman), originally provided to different countries. We
showed that repetition occurs across our datasets, and it is more pronounced for "ugly
woman" pictures. By comparing and calculating the similarity metric between pairs
of search results we found out that images between services and between queries tend
to differ, while images between countries present very high similarity for countries
that speak the same language, forming "language clusters". When submitting local
queries we observe that the similarity between countries is nearly eliminated. Also,
querying locally gives us a more trustworthy racial profile in some cases, reflecting the
actual demographics of those particular countries. In summary, we show evidence that
results from search engines are biased towards the language used to query the system,
which leads to certain attractiveness stereotypes that are often quite different from the

majority of the female population of the country.

thttp://www.indexmundi.com
https://www.cia.gov /library /publications/the-world-factbook /fields /2075.html
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Chapter 5

Conclusions and Future Work

Stereotypes are beliefs about the characteristics, attributes, and behaviors of
members of certain groups and they can sometimes affect negatively the way we eval-
uate ourselves. On the other hand, physical attractiveness has influence on decisions,
opportunities and perceptions of ourselves and others. It is a powerful agent in the
social world that is being affected by the growing digitization of the physical world.
Nowadays, search engines are one of the main mediators between individuals and the
access to information and knowledge. Therefore, one of the targets of this thesis was
instigate the discussion about the impact of search engines on the perception of physical
attractiveness. In order to do that we investigated the existence of global stereotypes

on search engines. We focused our analysis on the following research questions:

e Can we identify stereotypes for female physical attractiveness in the images avail-
able in the Web?

e How do race and age manifest in the observed stereotypes?

e How do stereotypes vary according to countries?

To the best of our knowledge, this is the first study to systematically analyze
differences in the perception of physical attractiveness of women in the Web. Using a
combination of face images obtained by search engine queries plus face’s characteristics
inferred by a facial recognition system, the study shows the existence of appearance
stereotypes for women in the online world. These findings result from applying a
methodology we propose for analyzing stereotypes in online photos that portray people.
As future work we plan to expand the analysis to the male gender as well.

Overall, we found negative stereotypes for black and older women. We have

demonstrated that this pattern of stereotype is present in almost all the continents,
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Africa, Asia, Australia/Oceania, Europe, North America, and South America. Our
experiments allowed us to pinpoint groups of countries that share similar patterns of
stereotypes. The existence of stereotypes in the online world may foster discrimination
both in the online and real world. This is an important contribution of this work
towards actions to reduce bias and discrimination in the online world.

We also study the impact of local and global images on the formation of female
physical attractiveness stereotypes. We start by analyzing the co-occurrence of images
returned by search engines in the context of pictures of women investigating datasets of
images collected from the search engines in several countries. We identified a significant
fraction of replicated images and we also showed that existence of common images
among countries is practically eliminated when the queries are limited to local sites.
Our findings highlight and evidence the fact that results from search engines are biased
towards the language used to query the system, which may impose certain stereotypes
that are often very different from the majority of the female population of the country.
Furthermore, our methodology for investigating search engines bias by analyzing only
the input and output is a contribution by itself.

It is important to emphasize that we do not know exactly the reasons for the
existence of the identified stereotypes. They may stem from a combination of the
stocks of available photos and characteristics of the indexing and ranking algorithms
of the search engines. The stock of photos online may reflect prejudices and bias of
the real world that transferred from the physical world to the online world by the
search engines. Given the importance of search engines as source of information, we
suggest that they analyze the problems caused by the prominent presence of negative
stereotypes and find algorithmic ways to minimize the problem.

We know that using Face++, even though it is a widely used tool, implies some
limitations. The set of photos used for the algorithm training can introduce itself
a racial bias since the concept of racial identity is not the same around the world.
Therefore, follow-up studies will employ a crowdsourcing annotation - for example,
Amazon Mechanical Turk - for racial analysis and extraction of characteristics of face
images to generate a more detailed description of classes of stereotypes and compare
them with the results of different facial recognition systems. Using the same service

we will validate the translation of search queries used in this work.
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Appendix A

Data Gathering Statistics

Tables A.1 and A.2 present the number of photos that Face++ was able to detect

a single face per country, for Google and Bing, respectively.
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APPENDIX A. DATA GATHERING STATISTICS

GOOGLE
Queries
Country Language woman  beautiful woman  ugly woman
Algeria Arabic 62 54 40
Angola Potuguese 59 71 61
Argentina Spanish 69 66 68
Australia English 73 81 78
Austria German 88 80 57
Brazil Portuguese 58 74 60
Canada English 73 81 78
Canada French 73 67 69
Chile Spanish 67 66 70
China Chinese 66 62 56
Denmark Danish 76 81 68
Egypt Arabic 56 52 41
Finland Finnish 81 77 75
France French 81 74 75
Germany German 80 80 58
Greece Greek 57 70 53
Guatemala Spanish 68 64 69
India Hindi 64 71 52
Iraq Arabic 56 55 42
Ttaly Ttalian 68 68 69
Japan Japanese 86 82 63
Kenya Swahili 61 67 69
Malaysia Malay 68 76 55
Mexico Spanish 69 67 69
Morocco Arabic 62 54 42
Nigeria English 70 74 80
Paraguay Spanish 69 65 69
Peru Spanish 68 66 69
Portugal Portuguese 63 71 62
Russia Russian 79 86 72
Saidi Arabia Arabic 57 53 45
South Africa English 72 76 78
South Korea Korean 73 67 50
Spain Spanish 71 66 70
Sweden Swedish 84 83 73
Switzerland French 82 75 70
Switzerland German 82 82 59
Turkey Turkish 55 79 65
Ukraine Ukrainian 72 84 68
United Kingdom  English 73 76 78
United States English 68 74 7
United States Spanish 58 66 65
Venezuela Spanish 66 65 69
Zambia English 71 72 79

Table A.1: Useful photos from Google (Global).



BING - GLOBAL BING - LOCAL

Queries Queries
Country Language woman  beautiful woman  ugly woman Country woman  beautiful woman  ugly woman
Argentina Spanish 62 66 73 Argentina 47 40 54
Australia English 73 75 82 Australia 73 91 81
Austria German 73 75 65 Austria 74 60 47
Brazil Portuguese 53 80 80 Brazil 44 80 70
Canada English 73 7 83 Canada (English) 88 <40 66
Canada French 72 82 70 Canada (French) 44 74 47
Chile Spanish 63 67 73 Chile 53 64 54
China Chinese 72 72 <40 China 72 7 <40
Denmark Danish <40 79 <40 Denmark <40 81 <40
Finland Finnish <40 63 67 Finland 34 65 64
France Franch 71 85 71 France 58 84 69
Germany German 74 75 75 Germany 71 63 78
India English 73 82 83 Greece <40 92 <40
Ireland English 72 75 85 India 84 89 69
Ttaly Italian 75 7 83 Ireland 88 90 59
Japan Japanese 57 73 46 Italy 60 24 74
Malaysia English 72 80 79 Japan 70 80 40
Mexico Spanish 62 65 70 Malaysia 55 87 51
Portugal Portuguese a7 74 75 Mexico 46 58 58
Russia Russian 75 84 87 Portugal 73 59 49
Saudi Arabia Arabic <40 52 23 Russia 33 88 59
South Africa English 69 75 86 South Africa 44 84 42
South Korea Korean 68 52 37 South Korea 59 55 39
Spain Spanish 61 64 70 Spain 44 47 53
Sweden Swedish 59 79 78 Sweden <40 7 <40
Switzerland German 70 7 67 Switzerland (French - FR) 64 73 51
Switzerland French 70 83 69 Switzerland (German - DE) 58 73 34
Turkey Turkish 69 80 72 Turkey 67 81 57
United Kingdom  English 73 7 85 United Kingdom 69 83 76
United States English 74 81 81 United States (Spanish - ES) 65 69 7
United States Spanish 63 66 69 United States (English - EN) 70 74 82
Table A.2: Useful photos from Bing (Global). Table A.3: Useful photos from Bing (Local).
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H2 APPENDIX A. DATA GATHERING STATISTICS

Tables A.4 and A.3 present the number of photos that Face++ was able to detect
a single face per country, for Google and Bing, but now the photos returned by the

search contain only results of the same country.

GOOGLE
Queries
Country woman  beautiful woman  ugly woman
Algeria 40 52 61
Angola 56 68 78
Argentina 7 60 55
Australia 74 68 61
Austria 87 73 68
Brazil 52 76 61
Canada (English) 78 81 66
Canada (French) 67 68 60
Chile 68 58 60
China 29 60 58
Denmark 7 87 66
Egypt 54 55 45
Finland 76 7 72
France 7 74 71
Germany 82 84 69
Greece 53 66 55
Guatemala 71 7 64
India 67 66 49
Iraq 69 67 64
Italy 60 76 69
Japan 83 79 68
Kenya 59 63 62
Malaysia 55 64 54
Mexico 71 68 58
Morocco 54 74 65
Nigeria 68 44 <40
Paraguay 73 7 56
Peru 72 64 67
Portugal 72 81 47
Russia 7 89 7
Saidi Arabia 57 50 53
South Africa 71 73 67
South Korea 79 66 56
Spain 76 65 57
Sweden 83 80 72
Switzerland (French - FR) 74 76 69
Switzerland (German - DE) 7 84 66
Turkey 59 7 62
Ukraine 72 87 7
United Kingdom 71 7 59
United states (English - EN) 72 81 78
United States (Spanish - ES) 58 69 <40
Venezuela 50 70 57
Zambia <40 42 <40

Table A.4: Useful photos from Google (Local).



Appendix B

Results of Z-Score Tests

In the Figures B.2 and B.1 the results highlighted are those which we reject the
null hypothesis and accept the alternative hypothesis. In other words, we can answer
YES to the questions Q1, Q2 and/or Q3.

Table B.1: Z-score table associated with the questions Q1, Q2 and Q3 (Bing)

z-score table (BING)

Country QI (Black) Q2 (Asian) Q3 (White)
Argentina -3.19 1.14 1.09
Australia -4.38 -0.23 3.56
Austria -1.82 -1.09 2.12
Brazil -3.95 -1.36 4.34
Canada (EN) -4.40 -0.03 3.40
Canada (FR) -2.51 -1.49 3.08
Chile -3.22 1.10 1.15
Finland -0.56 0.95 -0.39
France -2.56 -0.92 2.72
Germany -2.83 -0.27 2.39
India -3.79 0.03 2.86
Ireland -4.29 -0.75 3.84
Ttaly -1.60 -1.07 1.92
Japan -2.21 2.50 -1.81
Malaysia -4.63 -0.03 3.70
Mexico -2.71 0.02 1.61
Portugal -4.04 -1.43 4.47
Russia -3.08 -0.16 2.45
South Africa -4.12 -0.11 3.22
Spain -2.68 0.28 1.34
Sweden -4.02 -0.28 3.40
Switzerland (DE) -1.46 -1.08 1.88
Switzerland (FR) -2.37 -2.05 3.35
Turkey -2.79 -1.89 3.40
United Kingdom -4.48 0.03 3.44
USA (EN) -4.13 0.00 3.23
USA (ES) -2.45 -0.69 1.79

In the Figure B.3 and B.4 the results highlighted are those which we keep the
alternative hypothesis and we can answer YES to the questions Q4, Q5 and/or Q6.
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Table B.2: Z-score table associated with the questions Q1, Q2

and Q3 (Google)

z-score table (GOOGLE)

Country Q1 (Black) Q2 (Asian) Q3 (White)
Algeria -1.65 -2.86 3.43
Angola -4.42 -0.30 3.75
Argentina -3.90 -0.15 2.79
Australia -3.77 1.61 1.74
Austria -1.89 -0.33 1.47
Brazil -4.38 -0.11 3.57
Canada (EN) -3.72 0.10 2.55
Canada (FR) -2.32 2.13 0.27
Chile -3.99 -0.07 2.84
China -1.06 0.04 0.21
Denmark -3.73 -0.34 3.04
Egypt -1.84 -3.33 3.95
Finland -0.04 0.76 -0.61
France -3.15 -1.10 3.23
Guatemala -3.96 -0.03 2.80
Germany -1.86 -0.56 1.64
Greece -2.08 -2.18 3.15
India -2.24 -1.26 2.47
Iraq -1.89 -2.99 3.72
Italy -2.18 -0.67 1.97
Japan 0.36 2.29 2.43
Kenya -1.57 1.08 0.50
Malaysia -2.10 2.83 -1.52
Mexico -4.05 -0.15 2.95
Morocco -1.53 -2.71 3.23
Nigeria -2.84 0.71 1.74
Paraguay -4.14 -0.07 3.01
Peru -4.02 -0.11 2.90
Portugal -4.37 0.00 3.47
Russia -1.71 -1.87 2.61
Saudi Arabia -2.19 -3.18 4.05
South Africa -2.95 0.92 1.73
South Korea -1.16 -2.32 2.54
Spain -3.84 -0.07 2.68
Sweden -2.41 0.09 1.71
Switzerland (DE) -1.56 -1.06 1.86
Switzerland (FR) 0.00 -1.00 3.15
Turkey -1.75 -1.48 2.32
Ukraine -0.68 -0.20 0.56
United Kingdom -2.95 0.92 1.73
USA (EN) 2.75 0.37 1.92
USA (ES) -2.27 -0.04 1.75
Venezuela -3.84 -0.07 2.69
Zambia -2.81 1.05 1.53

Table B.3: Z-score table associated with the questions Q4, Q5

and Q6 (Google)

z-score table (GOOGLE)

Country Q4 (Black) Q5 (Asian) Q6 (White)
Algeria -1.65 -2.86 3.43
Angola -4.42 -0.30 3.75
Argentina -3.90 -0.15 2.79
Australia -3.77 1.61 1.74
Austria -1.89 -0.33 1.47
Brazil -4.38 -0.11 3.57
Canada (EN) -3.72 0.10 2.55
Canada (FR) -2.32 2.13 0.27
Chile -3.99 -0.07 2.84
China -1.06 0.04 0.21
Denmark -3.73 -0.34 3.04
Egypt -1.84 -3.33 3.95
Finland -0.04 0.76 -0.61
France -3.15 -1.10 3.23
Guatemala -3.96 -0.03 2.80
Germany -1.86 -0.56 1.64
Greece -2.08 -2.18 3.15
India -2.24 -1.26 2.47
Iraq -1.89 -2.99 3.72
Italy -2.18 -0.67 1.97
Japan 0.36 2.29 -2.43
Kenya -1.57 1.08 0.50
Malaysia -2.10 2.83 -1.52
Mexico -4.05 -0.15 2.95
Morocco -1.53 -2.71 3.23
Nigeria -2.84 0.71 1.74
Paraguay -4.14 -0.07 3.01
Peru -4.02 -0.11 2.90
Portugal -4.37 0.00 3.47
Russia -1.71 -1.87 2.61
Saudi Arabia -2.19 -3.18 4.05
South Africa -2.95 0.92 1.73
South Korea -1.16 -2.32 2.54
Spain -3.84 -0.07 2.68
Sweden -2.41 0.09 1.71
Switzerland (DE) -1.56 -1.06 1.86
Switzerland (FR) 0.00 -1.00 3.15
Turkey -1.75 -1.48 2.32
Ukraine -0.68 -0.20 0.56
United Kingdom -2.95 0.92 1.73
USA (EN) 2.75 0.37 1.92
USA (ES) -2.27 -0.04 1.75
Venezuela -3.84 -0.07 2.69
Zambia -2.81 1.05 1.53
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Table B.4: Z-score table associated with the questions Q4, Q5 and Q6 (Bing)

z-score table (BING)

Country Q4 (Black) Q5 (Asian) Q6 (White)
Argentina -3.19 1.14 1.09
Australia -4.38 -0.23 3.56
Austria -1.82 -1.09 2.12
Brazil -3.95 -1.36 4.34
Canada (EN) -4.40 -0.03 3.40
Canada (FR) -2.51 -1.49 3.08
Chile -3.22 1.10 1.15
Finland -0.56 0.95 -0.39
France -2.56 -0.92 2.72
Germany -2.83 -0.27 2.39
India -3.79 0.03 2.86
Ireland -4.29 -0.75 3.84
Italy -1.60 -1.07 1.92
Japan -2.21 2.50 -1.81
Malaysia -4.63 -0.03 3.70
Mexico -2.71 0.02 1.61
Portugal -4.04 -1.43 4.47
Russia -3.08 -0.16 2.45
South Africa -4.12 -0.11 3.22
Spain -2.68 0.28 1.34
Sweden -4.02 -0.28 3.40
Switzerland (DE) -1.46 -1.08 1.88
Switzerland (FR) -2.37 -2.05 3.35
Turkey -2.79 -1.89 3.40
United Kingdom -4.48 0.03 3.44
USA (EN) -4.13 0.00 3.23

USA (ES) -2.45 -0.69 1.79






Appendix C

Results of Wilcoxon Tests

Results highlighted in the Tables C.1 and C.2 show those countries for which we
keep the alternative hypothesis.

Table C.1: P-value table associated with the questions Q7 (Google)

GOOGLE
Wilcozon test (Q7)
Country p-value | Country p-value
Algeria 0.0023 | Mexico 0.0002
Angola 0.0034 | Morocco 0.0162
Argentina 0.0003 | Nigeria 0.0000
Australia <0.0000 | Paraguay 0.0001
Austria 0.0002 | Peru 0.0001
Brazil 0.0072 | Portugal 0.0077
Canada (EN) = <0.0000 | Guatemala 0.0001
Canada (FR) = 0.0003 | Russia 0.0023
Chile 0.0003 | Saudi Arabia 0.0109
China 0.0002 | South Africa 0.0000
Denmark 0.0181 | South Korea 0.4094
Egypt 0.0046 | Spain 0.0001
Finland 0.0183 | Sweden 0.0241
France 0.0006 | Switzerland (DE) = <0.0000
Germany 0.0002 | Switzerland (FR) = 0.0026
Greece 0.0000 | Turkey <0.0000
India 0.0072 | Ukraine 0.0524
Iraq 0.0092 | United Kingdom = <0.0000
Italy 0.0101 | USA (EN) <0.0000
Japan 0.0001 | USA (ES) 0.0051
Kenya 0.0016 | Venezuela 0.0006
Malaysia <0.0000 | Zambia <0.0000
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APPENDIX C. RESULTS OF WILCOXON TESTS

Table C.2: P-value table associated with the questions Q7 (Bing)

BING
Wilcozon test (Q7)
Country p-value | Country p-value
Argentina 0.0034 | Malaysia <0.0000
Australia <0.0000 | Mexico 0.0182
Austria <0.0000 | Portugal 0.0001
Brazil 0.0002 | Russia 0.0009
Canada (EN) = <0.0000 | South Africa 0.0000
Canada (FR) = <0.0000 | Spain 0.0087
Chile 0.0045 | Sweden 0.0094
Finland 0.1084 | Switzerland (DE) = <0.0000
France 0.0016 | Switzerland (FR) = 0.0001
Germany <0.0000 | Turkey 0.0020
India <0.0000 | United Kingdom = <0.0000
Ireland <0.0000 USA (EN) 0.1297
Italy 0.0001 USA (ES) <0.0000

Japan 0.0916



