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Abstract

Dengue fever is a mosquito-borne disease present in all tropical zones of the world

and a�ects almost 400 million people worldwide every year. Having no treatment nor

vaccines available for public use, dengue fever can only be controlled by suppressing

the vector population and quickly identifying outbreaks through the usage of accurate

predictive models capable of estimating the number of dengue cases in a given area

and period of time.

Brazil is responsible for the largest number of con�rmed cases in the Americas,

accounting for at least one fourth of the total number of cases in the continent. Mo-

tivated by this scenario, the main objective of this work is to develop a new model

for predicting dengue fever incidence (DIR) in Brazilian cities. For that, we explored

the non-parametric Bayesian framework of inference under Gaussian processes (GP),

which lie in the intersection between interpretable and state-of-art machine learning

modelling frameworks.

The proposed model is a GP-based model equipped with a spatio-temporal co-

variance function. The temporal component exploits local dependences and seasonal-

ity, expressed through the form of a quasi-periodic covariance function. The spatial

component, in turn, is de�ned by an inter-cities covariance matrix learned from data,

without requiring human intervention or speci�cation. We also proposed an extension

of the model that is capable of incorporating online data, such as data from Twitter,

to account for the typical delay in the propagation of epidemiological data in a more

realistic scenario, where online data acts as a proxy for epidemiological data.

We conducted an extensive experimental analysis to assess the accuracy of

the proposed model and extension, verifying that they outperformed alternative ap-

proaches, including a model speci�cally designed for forecasting DIR in Brazil. Our

results were particularly expressive in the scenario where DIR values can be catego-

rized into three incidence levels � low, medium and high incidence � where the proposed

model achieve a median area under the ROC curve of more than 0.90, compared to

0.74 obtained by the best alternative model.
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Resumo

Dengue é uma doença presente em todas zonas tropicais do mundo, afetando quase

400 milhões de pessoas ao redor do mundo todos os anos. Como não há tratamento

ou vacinas disponíveis para o público geral, a dengue só pode ser contida através do

controle populacional do mosquito transmissor do vírus e identi�cando rapidamente

novos focos da doença através de modelos preditivos capazes de estimar, de forma

acurada, o número de casos de dengue em uma determinada área e período de tempo.

O Brasil é responsável pelo maior número de casos con�rmados de dengue nas

Américas, atingindo mais de um quarto do número total de casos no continente. Moti-

vado por esse cenário, o principal objetivo desse trabalho é desenvolver um modelo para

predição de número de casos de dengue em cidades brasileiras. Para tanto, exploramos

o framework não-paramétrico e bayesiano de inferência utilizando processos gaussianos,

um método que reside na interseção entre modelos interpretáveis e estado-da-arte.

O modelo proposto é equipado com uma função de covariância espaço-temporal.

O componente temporal explora dependências locais e sazonalidade, sendo expresso

através de uma função quasi-periódica. Já o componente espacial é de�nido por meio

de uma matriz de covariância entre cidades, que é aprendida com base nos dados

apenas, sem nenhuma intervenção humana. Além disso, propusemos uma metodologia

para extender o modelo proposto de forma a utilizar dados de fontes online, como dados

do Twitter, no cenário mais realista onde os dados epidemiológicos são fornecidos com

atraso. Assim, os dados online atuam como proxy para os dados epidemiológicos.

Conduzimos uma análise experimental extensiva para analizar a acurácia do

modelo proposto, bem como a sua extensão para o cenário descrito acima. Veri�camos

que as propostas obtiveram predições mais acuradas quando comparadas a formulações

alternativas, incluindo um modelo previamente proposto para previsão de incidência

de dengue no Brasil. Nossos resultados foram particularmente interessantes no cenário

onde os valores de incidência são categorizados em níveis de incidência � baixa, média

ou alta �, onde o modelo obteve uma área sob a curva ROC mediana superior a 0.90,

comparada à area de 0.74 obtida pela melhor formulação alternativa.
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Chapter 1

Introduction

Dengue fever is a mosquito-borne viral disease transmitted by females mosquitoes of

the species Aedes aegypti, the same mosquito that carries the viruses of zika, yellow

fever and chikungunya. As any vector-borne disease, dengue fever is not transmitted

directly between humans, requiring the presence of an infected vector. In the speci�c

case of dengue fever, a mosquito (vector) that bites an infected human may acquire

the virus. After virus incubation from 4 to 10 days, an infected vector is capable of

transmitting the virus for the rest of its life [World Health Organization Media Centre,

2016].

Dengue fever is a severe �u-like illness and may cause high fever, strong headache,

pain behind the eyes, muscles and joints, nausea, vomiting, swollen glands and rash,

which may last for one week. There is no speci�c treatment for dengue fever nor

available vaccines and, therefore, control of the disease can only be made by suppressing

the vector population, as well as identifying outbreaks as quickly as possible [World

Health Organization Media Centre, 2016]. Although case fatality rate can be as low as

1% with proper treatment, the disease comes with economical and social burden [Samir

et al., 2013].

According to Samir et al. [2013], dengue fever is ubiquitous throughout the trop-

ics. The study estimates that about 390 million people worldwide contract dengue

fever every year, with 96 million of these cases being symptomatic. About 70% of the

symptomatic cases are from Asia, with India alone contributing with 34% of the global

number of cases. The Americas contributed with 14% of the symptomatic infections,

of which over half occurred in Brazil and Mexico. Finally, the study estimates a similar

situation for Africa when compared to the Americas. Figure 1.1 summarizes the global

distribution of dengue fever.

In Brazil, dengue fever was eradicated in the �rst half of the 20th century, but

1
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Figure 1.1. Global distribution of dengue fever, extracted from Samir et al.
[2013]. The map on the top (a) shows the presence of dengue virus around the
world. The map on the middle (b) shows the probability of occurence of dengue
fever. The map on the bottom (c) indicates the number of dengue fever infections
at country level, with areas proportional to the number of cases.

has been reintroduced in the 1970s, with the deactivation of surveillance and control of

the disease's main vector, the mosquito Aedes aegypti. However, only after outbreaks

in the city of Rio de Janeiro, in 1986, dengue fever became a major public health issue
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[Teixeira et al., 2009]. Since then, the number of infections has increased signi�cantly.

The spread of the mosquito (and, consequently, of the disease) was facilitated by the

country's appropriate climate [Teixeira et al., 2009] and population growth [Gubler,

2002]. Nowadays, dengue fever is endemic in most Brazilian regions and the country

has the largest number of reported dengue fever cases in the Americas, accounting for

at least one-fourth of the symptomatic cases in the continent [Samir et al., 2013]. In

this context, providing tools capable of helping identifying the growth in the number

of reported cases, allowing a quick response from the government, is essential to reduce

the disease spread.

An early warning system (EWS) is a system capable of quickly identifying risks

and plays a major role on disaster risk reduction by preventing loss of life and mit-

igating the economical and/or material impact [Wiltshire, 2006]. In the context of

epidemiology, an EWS is a fundamental step on implementing e�ective interventions

to control infectious diseases, thus reducing mortality and morbidity in human popu-

lations. However, identifying an epidemic is not an easy task, since it becomes evident

only after a large number of infections have already happened and recorded. In this

scenario, dengue fever is not an exception. In fact, the World Health Organization has

indicated dengue fever as a disease for which better EWS are required [Kuhn et al.,

2005].

According to Wiltshire [2006], an EWS is composed of four key elements: (i) risk

knowledge, (ii) warning and monitoring services, (iii) dissemination and communication

and (iv) response capability. The authors of Wiltshire [2006] also indicate three major

questions that an appropriate warning system must answer a�rmatively:

1. Are the right parameters being monitored?

2. Is there a sound scienti�c basis for making forecasts?

3. Can accurate and timely warning be generated?

Predictive models designed for forecasting dengue fever incidence typically use

parametric models1, such as generalized linear or ARIMA models, with covariates

commonly associated to dengue fever, such as climate-related factors, urbanization

and social-economical conditions (e.g., Martinez et al. [2011]; Lowe et al. [2013]; Shi

et al. [2016]). In this sense, they answer a�rmatively questions 1 and 2 listed above.

1Here, we de�ne a parametric model as any model that is fully speci�ed by a �nite number of
parameters regardless of the amount of data provided for training, as discussed by Rasmussen and
Williams [2006]. On the other hand, nonparametric models are any model whose number of parameters
grows with more training data.
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However, these parametric models have limited complexity (de�ned by the number

of parameters) and, consequently, may fail to capture complex patterns that could

be exploited to enhance the accuracy of predictions. In order to assure accuracy,

parametric models usually require careful analysis of data, leading to models that do

not generalize to other contexts. Finally, epidemiological data typically takes time

to be compiled and made available even for governmental authorities. Therefore, at

time t, only epidemiological data associated up to time t− γ, γ > 0, is available. Most

predictive models do not consider this fact, being forced to make predictions with much

higher antecedence.

On the other hand, the machine learning community has proposed richer and

more general non-parametric models which could be exploited to build epidemiological

models. In the context of epidemiology, interpretability is an essential property, as

indicated in question 2 above, making many state-of-art models infeasible. Motivated

by this constraint, this work explores Gaussian processes [Rasmussen and Williams,

2006], a Bayesian non-parametric framework, to build predictive models for dengue

fever incidence, as they lie in the intersection between state-of-art and interpretable

models. Besides that, as previous works have already indicated associations between

epidemiological data and online data sources [Gomide et al., 2011; Althouse et al., 2011;

Souza et al., 2015], which can be obtained in real-time and used to �ll the gap caused by

delays on epidemiological data, we exploit Twitter data as a proxy for epidemiological

data to build more accurate predictive dengue models.

1.1 Objectives

The main goal of this work is to develop a predictive model capable of generating

warnings and working as a monitoring service within an EWS. We propose to explore

Gaussian processes to generate predictive models capable of a�rmatively answering all

three questions raised above. We also propose a general framework for using online

data to deal with delayed epidemiological data. In summary, our main objectives and

associated contributions are:

• Characterization of weekly epidemiological dengue data with relation to temporal

aspects, climate and weekly number of dengue-related tweets;

• Development of a spatio-temporal model based on Gaussian processes for fore-

casting the number of dengue cases on Brazilian cities;
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• Development of a general framework for enhancing epidemiological models that

mitigates the impact of delayed epidemiological data by using online data.

1.2 Thesis Organization

This thesis is organized as follows. In the next chapter, we give a more detail description

on Gaussian processes and inference. In Chapter 3, we discuss some previous work on

dengue fever modelling in Brazil and in other regions of the world. In Chapter 4 we

present our dengue data collection and analyze temporal dependences, as well as climate

and Twitter associations. Based on insights obtained through the characterization, we

propose our model in Chapter 5. In Chapter 6, we conduct an extensive experimental

evaluation to assess the accuracy of the proposed model and its variants. In Chapter

7, we propose our general framework for incorporating online data into epidemiological

models. Finally, Chapter 8 concludes this work.





Chapter 2

Gaussian Processes

In this chapter, we introduce the Gaussian process modelling framework, as well as

how it can be used for inference [Rasmussen and Williams, 2006]. Typically, there are

two ways to interpret Gaussian processes (GPs): as a distribution over functions or as

a kernel machine, that is, a linear method applied over a set of points projected into

a high-dimensional space. Here we discuss both approaches, starting with the former

and posteriorly the latter. We also discuss some covariance functions, hyperparameters

optimization and provide a full pseudo-code for GP regression. Finally, we close this

chapter with a discussion on extensions of the GP framework to the multi-task learning

scenario, which will become useful later in this thesis.

2.1 Gaussian Process as a Distribution over

Functions

We begin with the de�nition of a Gaussian process (GP) extracted from Rasmussen

and Williams [2006]:

De�nition 1 A Gaussian process is a collection of random variables, any �nite number

of which have a joint Gaussian distribution.

Under this interpretation, a GP can be seen as an extension from the multivariate

Gaussian distribution to the space of functions. A GP is speci�ed by a mean function

µ(x) and a covariance function or (positive de�nite) kernel k(x,x′). Throughout

this thesis, the term kernel will always refer to positive de�nite kernel. The terms

kernel and covariance function will also be used interchangeably. We denote a GP as

7
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f ∼ GP(µ(x), k(x,x′)), where

µ(x) = E[f(x)]

k(x,x′) = E[(f(x)− µ(x))(f(x′)− µ(x′))] (2.1)

and E denotes expectation.

In the particular scenario of regression, the random variables are de�ned as the

evaluation of f(x) for all x in the function's domain. Let Xtrain be a set of points for

which we have observed evaluations of f , denoted as ftrain, and Xtest be a set of points

of interest for which we have not observed evaluations of f , denoted as the vector ftest.

Let us also de�ne f as the vector resulting from concatenating ftrain and ftest. Using

De�nition 1, we have that

f |Xtrain, Xtest ∼ N

([
µ(Xtrain)

µ(Xtest)

]
,

[
Ktrain Kcross

KT
cross Ktest

])
(2.2)

whereN denotes the multivariate Gaussian distribution, Ktrain indicates the covariance

matrix between points in Xtrain, Ktest indicates the covariance matrix between points

in Xtest and Kcross indicates the cross-covariance matrix between points in Xtrain and

points in Xtest.

Given that, we can calculate the conditional distribution of ftest given ftrain
using properties from the multivariate Gaussian distribution:

ftest|ftrain, Xtrain, Xtest ∼ N
(
µ̂, K̂

)
µ̂ = µ(Xtest) +KT

crossK
−1
trainftrain

K̂ = Ktest −KT
crossK

−1
trainKcross (2.3)

The equation above assumes that observations are noise-free. Usually, this is

not the case. By assuming a constant and independent Gaussian noise, we de�ne

y(x) = f(x) + ε, where ε ∼ N (0, σ2). In this scenario, y is still a Gaussian process and

the inference remains the same, although with a distinct covariance function:

y ∼ GP(µ(x), k(x,x′) + δxx′σ
2) (2.4)

where δxx′ is the Kronecker delta and is equal to 1 if and only if x = x′.
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2.2 Gaussian Process as a Kernel Machine

Here we discuss an alternative view of GPs based on kernel machines instead of distri-

butions over functions. We begin de�ning a linear model under a Bayesian treatment:

y(x) = xTw + ε

w ∼ N (0,Σw)

ε ∼ N (0, σ2
n) (2.5)

where x ∈ Xtrain ∪Xtest.

The linear model described above lacks expressiveness, since it can only model

linear relationships. A strategy to improve this model is to map the input from a

D1-dimensional space to a D2-dimensional space such that a linear model in this new

space, commonly called feature space, is more appropriate than in its original space.

Let us denote this mapping as φ(x). Then, the linear model is given by

y(x) = φ(x)Tz + ε

z ∼ N (0,Σz)

ε ∼ N (0, σ2
n) (2.6)

Alternatively, let N = |Xtrain|, M = |Xtest| and Φ denote the (N + M) × D2

matrix obtained by applying the mapping φ to all x ∈ Xtrain ∪Xtest. Using properties

from the multivariate Gaussian distribution [Eaton, 1983], we can state the following:

y|Xtrain, Xtest ∼ N (0,ΦΣwΦT + σ2
nI) (2.7)

For any �niteXtrain∪Xtest, we will have an associated vector y that will have joint

Gaussian distribution. In other words, Equation 2.7 indicates that y(x) is a zero-mean

GP. However, to fully describe y as a GP, we need to de�ne its covariance function.

Since Σw is positive de�nite, we can de�ne a new mapping function ψ(x) = φ(x)TΣ
1/2
w

so that ΦΣwΦT = ΨΨT . This form is nothing more than an inner product in the new

feature space induced by ψ. Therefore, the covariance function associated with y is

k(x,x′) = ψ(x)Tψ(x′) + δxyσ
2
n and we have that

y ∼ GP(0, k(x,x′) = ψ(x)Tψ(x′) + δxx′σ
2
n) (2.8)

This reasoning shows that a GP is nothing more than a linear function in a feature

space induced by the kernel used. The advantage of GPs comes from the fact that it
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avoids explicitly mapping the inputs into a feature space, which may be time and space

consuming or even impossible if the feature space has in�nite dimensionality. It is very

similar to other techniques such as SVM and kernel ridge regression, which are also

linear methods that use kernels to deal with non-linearity. This concept is typically

called kernel trick in the literature.

2.3 Covariance Functions

As indicated above, a GP is fully de�ned by its mean function and its covariance

function. In practice, however, the mean function is typically assumed to be zero

after centering the response variable [Rasmussen and Williams, 2006]. Therefore, the

main decision to be made when modelling some phenomenon as a GP is to de�ne

an appropriate covariance function. This function indicates how data points interact

between themselves and should re�ect what we know (or expect) from data.

There are many covariance function families proposed in the literature. A co-

variance function family is a set of covariance functions de�ned by a parametric form,

where its parameters are commonly called hyperparameters. In theory, any positive

de�nite function could be used as a covariance function, but in practice a few set of

functions (and their combinations) are commonly used. In this section, we de�ne some

covariance function families that are frequently used in the literature and that are used

within this work. We also indicate how we can obtain an optimal set of hyperparame-

ters in order to de�ne a speci�c covariance function within its family.

2.3.1 Families of Covariance Functions

Squared Exponential Covariance Functions The squared exponential family, also

known as the radial basis function (RBF) family, is de�ned as follows:

kSE(x,x′) = σ2exp

(
−1

2
(x− x′)TM(x− x′)

)
(2.9)

where M is a diagonal matrix. The main assumption of this family is that data points

separated by greater distances are less associated than data points located close by.

In other words, the correlation between a pair of points decays monotonically with

their distance. The hyperparameters associated to this family are σ2, which indicates

the strength of the covariance signal, and the diagonal entries of M , which de�nes the

distance function used, that is, how each dimension contributes to the �nal distance
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between pairs of points. Such elements are called the characteristics length-scales

associated to each dimension, or simply length-scales.

Note that the squared exponential functions can be expressed in terms of τ =

x− y. Functions of this kind are called stationary. If all length-scales are equal, then

the squared exponential family can be expressed in terms of |τ | and is called isotropic.

Figure 2.1 shows a 1-dimensional example of squared exponential covariance func-

tion obtained by �xing its hyperparameters as σ = 1 and M = 10−2. Note how points

separated by distances greater than 20 are nearly uncorrelated. The �gure also show a

sample of a zero-mean GP equipped with this covariance function, obtained using the

transformation y = Lε, where ε ∼ N (0, I) and K = LLT is the Cholesky decomposi-

tion of the covariance matrix K.
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Figure 2.1. One-dimensional example of squared exponential covariance function
with σ = 1 and M = 10−2 (left �gure) and a sample from a zero mean GP
equipped with the illustrated covariance function (right �gure).

Matérn Covariance Functions The Matérn family is similar to the squared expo-

nential family in the sense that both are stationary and share the main assumption of

monotonically decaying correlation with greater distances. However, while functions

modelled using the squared exponential family are in�nitely di�erentiable, functions

modelled using the Matérn family are �nitely di�erentiable and, therefore, are typically

rougher.

In machine learning, this family is typically de�ned considering functions one or

two times di�erentiable, where the functions are of the form:

k
(ρ=1)
Mat (x,x′) = σ2

(
1 +
√

3τ TMτ
)
exp

(
−
√

3τ TMτ
)

(2.10)

k
(ρ=2)
Mat (x,x′) = σ2

(
1 +
√

5τ TMτ +
5(τ TMτ )2

3

)
exp

(
−
√

5τ TMτ
)

(2.11)
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where ρ denotes how many times modelled functions can be di�erentiated and τ =

x − x′. Similarly to the squared exponential family, hyperparameters from Matérn

family are σ2, which is the strength of the covariance signal, and the diagonal entries

of M , which also act as length-scales.

Figure 2.2 shows 1-dimensional examples of the Matérn covariance function ob-

tained by �xing its hyperparameters as σ = 1 andM = 10−2 with ρ = 1 or ρ = 2. Both

samples were obtained using the same method as in Figure 2.1 and shared the same

ε. Note that the sample obtained by using ρ = 2 is smoother than the one obtained

using ρ = 1.
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Figure 2.2. One-dimensional example of Matérn covariance function with σ = 1
andM = 10−2 (left �gure) and a sample from a zero mean GP equipped with the
illustrated covariance function (right �gure).

Periodic Covariance Functions Another stationary family is the periodic family.

Di�erent from the squared exponential and Matérn families, however, this family as-

sumes a periodic behaviour instead of a monotonically decreasing one. It can be ex-

pressed as

kPer(x,x
′) = σ2exp

(
−2

sin2(π|x− x′|/p)
`

)
(2.12)

where σ, p and ` are hyperparameters indicating the signal's strength, periodicity and

decay, respectively. Note that this family is isotropic, as it can be expressed in terms

of |x − x′|. More sophisticated non-isotropic formulations are available, but omitted

here since they are not considered in this work.

Figure 2.3 shows an 1-dimensional example of periodic covariance function ob-

tained by �xing its hyperparameters as σ = 1, p = 30 and ` = 1.
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Figure 2.3. One-dimensional example of periodic covariance function with σ = 1,
p = 30 and ` = 1 (left �gure) and a sample from a zero mean GP equipped with
the illustrated covariance function (right �gure).

Linear Covariance Functions The linear family assumes a linear relationship be-

tween covariates and the response variable. It can be expressed as

kLin(x,x′) = xTMx′ + σ2 (2.13)

whereM is a diagonal matrix with length-scales indicating the e�ect of each dimension

and σ allows for a bias term.

Figure 2.4 shows an 1-dimensional example of linear covariance function obtained

by �xing its hyperparameters as σ = 1 and M = 10−2.
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Figure 2.4. One-dimensional example of linear covariance function with σ = 1,
M = 10−2 (left �gure) and a sample from a zero mean GP equipped with the
illustrated covariance function (right �gure).

Polynomial Covariance Functions The polynomial family is an extension of the

linear family in the sense that is assumes a polynomial relationship between covariates
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and the response variable. The homogeneous form of degree d is expressed as

kPoly(x,x
′) =

(
xTMx′

)d
(2.14)

whereM is a diagonal matrix with length-scales indicating the e�ect of each dimension.

The inhomogeneous form of degree d, on the other hand, is expressed as

kPoly(x,x
′) = σ2 +

d∑
i=1

(
xTMx′

)i
(2.15)

Figure 2.5 shows an 1-dimensional example of degree-2 polynomial covariance

function obtained by �xing its hyperparameters as σ = 1, and M = 10−2.
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Figure 2.5. One-dimensional example of homogeneous polynomial (degree 2)
covariance function with σ = 1 and M = 10−2 (left �gure) and a sample from a
zero mean GP equipped with the illustrated covariance function (right �gure).

Spectral Mixture Covariance Functions The spectral mixture family is a very gen-

eral family of covariance functions recently proposed in Wilson and Adams [2013] ca-

pable of representing any stationary covariance function. It is based on Bochner's

theorem, which shows that a stationary covariance function is completely speci�ed by

its spectral density. In other words, two stationary covariance functions are equal if

and only if their spectral densities are equal. The spectral mixture family exploits this

result by approximating the spectral density with a mixture of Gaussian functions,

which turn into quasi-periodic functions when mapped from the frequency domain into

the original domain. The larger the number of Gaussian components, the better is the

approximation, but the larger the number of hyperparameters.
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The spectral mixture family with D components can be expressed as

kSM(x,x′) =
D∑
i=1

σ2
i

P∏
j=1

exp(−2π2τ 2j vi,j)cos(2πτjµi,j) (2.16)

where P is the number of dimension, τ = x − x′, τj is the j-th component of τ and

σi, vi,j and µi,j are hyperparameters a�ecting the strength of the component i, the

decay of component i on dimension j and the period of component i on dimension j,

respectively.

Figure 2.6 shows a 1-dimensional example of a 3-component spectral mixture

covariance function obtained by �xing its hyperparameters as σ = (1, 1, 1)T , v =

(10−4, 10−4, 10−4)T and µ = (10−1, 10−2, 10−3)T . Note that spectral mixture kernel can

exploit periodicity at multiple periods with distinct signal strength.
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Figure 2.6. One-dimensional example of 3-component spectral mixture co-
variance function with σ = (1, 1, 1)T , v = (10−4, 10−4, 10−4)T and µ =
(10−1, 10−2, 10−3)T (left �gure) and a sample from a zero mean GP equipped
with the illustrated covariance function (right �gure).

2.3.2 Hyperparameter Optimization

As shown above, each covariance function family is parametrized by hyperparameters.

However, in order to de�ne a GP, we need a speci�c covariance function, that is, we

need to set a value for each hyperparameter. De�ning these values manually may lead

to misspeci�cation of the model and may require a deeper knowledge of the data in

hand. Fortunately, as a �nite set of variables under a GP always has a joint Gaussian

distribution, it is possible to �nd a closed-form expression for calculating the likelihood

of the model given the data. In fact, it is also possible to �nd a closed-form expression

for the derivatives of the likelihood with relation to the hyperparameters, enabling the
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local optimization of the likelihood. This give us a principled way to �nd good estimates

for hyperparameters, relieving the need of carefully �nding appropriate values.

The log-likelihood under a GP model is given by

log p(y|X,θ) = −1

2
yTK−1y − 1

2
log|K| − n

2
log 2π (2.17)

where K is the covariance matrix obtained by applying the covariance function

parametrized by θ on all pairs of points on X.

Derivatives with relation to hyperparameters can be found using the following

expression:

∂

∂θi
log p(y|X,θ) =

1

2
yTK−1

∂K

∂θi
K−1y − 1

2
trace

(
K−1

∂K

∂θi

)
(2.18)

Unfortunately, since entries of y are not conditionally independent given X and θ,

optimization techniques based on stochastic gradient descent [Amari, 1993] are not di-

rectly applied. Rather, techniques based on conjugate gradients [Shewchuk et al., 1994]

are more commonly used for hyperparameter optimization [Rasmussen and Nickisch,

2010].

2.4 Putting the Pieces Together

Using the results presented in the previous sections, we are now capable of de�ning

a complete algorithm for inference under a GP model. Having de�ned the covariance

function, which should re�ect the relationships between variables in data, Equation 2.17

is locally maximized using any gradient-based method in order to obtain appropriate

estimates for the covariance function hyperparameters. Then, these hyperparameters

are used to compute the covariance matrices Ktrain, Kcross and Ktest (as in Equation

2.2). We obtain the Cholesky decomposition of Ktrain to obtain the solution for the

linear system K−1trainy, which is then used to compute the conditional predictive mean

and covariance as shown in Equation 2.3. Finally, we calculate the log-likelihood using

the expression in Equation 2.17. Algorithm 2.1 formalizes this reasoning.

The GP modelling framework allows for �exible (in the sense that any covariance

function can be used, enabling the exploration of a wide range of patterns), exact

inference with closed-form expressions. However, computational complexity may be

a downside. Let N be the number of points in Xtrain. By inspecting Algorithm 2.1,

we see that it requires the Cholesky decomposition of Ktrain (line 5). This operation

requires O(N3) and dominates the complexity of Algorithm 2.1. In terms of spatial
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2.1: Algorithm for inference under GP model
Input: training cases Xtrain, observed response variables y, initial guess for

hyperparameters of the covariance function k θ̂, test cases Xtest

Output: predictive mean ŷ, predictive covariance matrix ˆKtest, optimal
hyperparameters θ∗, log-likelihood `

θ∗ ← gradient-based maximization of Equation 2.17 using θ̂ as starting point1

Ktrain ← k(x,x′;θ∗) ∀ x,x′ ∈ Xtrain2

Kcross ← k(x,x′;θ∗) ∀ x ∈ Xtrain,x
′ ∈ Xtest3

Ktest ← k(x,x′;θ∗) ∀ x,x′ ∈ Xtest4

L← Cholesky decomposition of Ktrain5

α← LT\(L\y) ; // calculating α = K−1trainy6

V ← L\Kcross ; // calculating V such that V TV = KT
crossK

−1
trainKcross7

ŷ ← KT
crossα8

ˆKtest ← Ktest − V TV9

`← −1
2
yTα−

∑
i log Lii −

n
2
log 2π10

complexity, Algorithm 2.1 requiresO(N2), as it needs to storeKtrain. Therefore, a naïve

implementation may struggle even with moderate datasets (N ≈ 10000). Enabling

inference under GP models for larger datasets is an active research topic [Williams

and Seeger, 2000; Snelson and Ghahramani, 2005; Lázaro-Gredilla et al., 2010; Saatçi,

2012].

2.5 Multi-task Gaussian Process

In some occasions, one may need to solve a set of learning tasks which are associated

between themselves. Although it is possible to deal with each task independently,

it is also possible that tasks share information, so that learning them jointly would

be bene�cial. This scenario is known as multi-task learning [Caruana, 1993]. In the

speci�c context of dengue fever in Brazil, we may de�ne the learning task to be the

prediction of new outbreaks in a given city. Therefore, our set of learning tasks would

include a task per city and it would now be possible to use information from one city

to predict new outbreaks in others. Multi-task GP (MTGP) is not a new topic in the

literature, with di�erent approaches being proposed since 2005. Here, we review some

of these techniques.

MTGP using task descriptors Perhaps the simplest strategy for de�ning a MTGP

model is to aggregate task descriptors into the original dataset [Bonilla et al., 2007a].

Task descriptors are attributes associated to tasks only, and not to data points. For

instance, when tasks are associated to cities, task descriptors could be spatial coordi-
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nates indicating the location of each city or the area extension occupied by each city.

Importantly, these new attributes should impact the dependence between data points.

These new attributes are then used in the covariance function as usual, inducing cor-

relation between data points from distinct tasks, as well as data points from the same

task.

This approach has, however, two major limitations. First, it requires de�ning

attributes associated to tasks that can explain how tasks are related. Second, it su�ers

from a high computational cost in terms of number of operations required and space.

Let Ni be the number of data points from task i, M be the number of tasks and

Nt =
∑

iNi, it requires storing and inverting a Nt×Nt matrix, leading to O
(
(
∑

iNi)
3)

operations and O
(
(
∑

iNi)
2) bytes used. In contrast, independent inference would

require O (
∑

iN
3
i ) operations and O (

∑
iN

2
i ) bytes. This is specially relevant if all

tasks share approximately the same number of data points and M is large. In this

scenario, MTGP can be O(M2) times slower and consume O(M) times more memory.

MTGP using task-related covariance matrix In order to remove the need of de�n-

ing task descriptors, Bonilla et al. [2007b] proposed to use a (symmetric positive de�-

nite) structure-free covariance matrix to model inter-task covariances. Let x(i) and y(j)

be data points associated to tasks i and j, respectively. Then, the covariance between

x(i) and x′(j) is given by

k(x(i),x′
(j)

) = Kf (i, j)kx(x,x
′) (2.19)

where kx is a covariance function whose outputs are independent of which tasks the

data points come from and Kf is a task-related covariance matrix whose entries are

considered hyperparameters and learned from data via likelihood maximization.

Although ine�cient as it was originally proposed, MTGP using a task-related

covariance matrix can become very e�cient if all tasks share the same data points,

that is, if for any x(i) there exists x′(j) such that x(i) = x′(j), for all pairs i and j. This

is a common property in time series domain, for instance, if multiple time series are

observed simultaneously. In that case, data points will be time indices, which will be the

same for all tasks. When this property holds, the �nal covariance matrix K obtained

by applying Equation 2.19 to all pairs of data points from all tasks can be expressed as

K = Kf ⊗Kx, where Kx is the matrix obtained by applying kx (from Equation 2.19)

to all pairs of data points from a single task and ⊗ denotes the Kronecker product.

Recent results proposed in Saatçi [2012] show that inference under this scenario can

be done in O(N3
i + M3) operations and using O(N2

i + M2) bytes. This improvement
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in e�ciency is due to two results. The �rst result is related to the eigendecomposition

of K. Let K = QΛQT be the eigendecomposition of K. Then,

K = (Qf ⊗Qx) (Λf ⊗ Λx) (Qf ⊗Qx)
T (2.20)

where QfΛfQ
T
f and QxΛxQ

T
x are the eigendecompositions of Kf and Kx, respectively.

The second result is that, for any vector x of size NANB and matrices A and B

of sizes NA × NA and NB × NB, respectively, z = (A ⊗ B)x can be computed in

O(N2
ANB + NAN

2
B). This done by using the Algorithm 2.2, extracted from Saatçi

[2012] and specialized to the context of MTGP.

2.2: Algorithm for calculating z = (A⊗B)x

Input: matrices A and B of sizes NA ×NA and NB ×NB, (NANB)-length
vector x

Output: (NANB)-length vector z
X ← reshape(x, NB, NA)1

X ← (BX)T2

X ← (AX)T3

z ← reshape(X, NANB, 1)4

Removing the need of task descriptors, however, does not come free. The major

downside of this model is the number of hyperparameters. The task-related covariance

matrix Kf is, except from being symmetric and positive de�nite, structure-free. Posi-

tive de�niteness is guaranteed by using the Cholesky decomposition Kf = LfL
T
f , where

Lf is a lower triangular matrix. Non-null entries of Lf are then treated as hyperparam-

eters and optimized via maximum likelihood. This leads to O(M2) hyperparameters,

which may cause e�ciency issues (due to the need of computing a large number of

derivatives) and optimization issues (due to the high dimensionality).

Mixed-e�ect MTGP An alternative approach to explicitly using a task-related co-

variance matrix is to model each task as the sum of two independent components: an

average task and a individual shift. This strategy is exploited in Pillonetto et al. [2010],

where the authors model task i as

fi(x) = f̄(x) + f̃i(x) (2.21)

where f̄ and f̃i are GPs, namely the average task and the individual shift, respectively.

The authors developed an algorithm for inference under this model which scales with

O(MÑ3), where M is the number of tasks and Ñ is the number of unique data points
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of all tasks. This technique can be rather e�cient if tasks share a large amount of data

points, but will be ine�cient otherwise.

A more general model was proposed in Wang and Khardon [2012]. In contrast to

the model in Equation 2.21, the model groups tasks into K disjunct clusters and uses

K average tasks, one per cluster. The authors also developed an approximation scheme

to speed up inference at the cost of exact inference by using a low rank approximation

for the �nal covariance matrix, yielding a method e�cient even when tasks do not

share data points.

Convolution-based MTGP A similar but somewhat more sophisticated way to en-

able multi-output regression was originally proposed in Boyle and Frean [2004]. The

main observation of the authors is that a GP can be expressed as the convolution

between a Gaussian white noise process and a smoothing function. The authors then

propose a model of N -output regression using a set of M independent Gaussian white

noise processes and NM functions. By convolving the Gaussian white noise processes

with the functions, NM GPs are produced. However, GPs that shared the same Gaus-

sian white noise processes are no longer independent. For each output, M GPs are

summed over, enabling dependences between each pair of outputs. Figure 2.7 shows

an example with M = 3 independent Gaussian white noise processes and N = 2 out-

puts. Smoothing functions not shown explicitly in the �gure are assumed to be zero.

Note that, by making an appropriate choice of kernels, the convolution-based MTGP

can simulate mixed-e�ect MTGP, thus being a more general framework.

Similarly to other approaches, this model is not very e�cient, requiring

O
(
(
∑

iNi)
3) operations, where Ni is the number of data points for task i, and

O
(
(
∑

iNi)
2) bytes, since the model requires storing and inverting a full covariance

matrix of size (
∑

iNi) × (
∑

iNi). In order to speed up inference under this model,

the authors of Álvarez and Lawrence [2008, 2011] propose to approximate the full

covariance matrix with a low rank one so that auto-covariance is kept intact and cross-

covariances are approximated. The approximation scheme proposed is based on the

notion that, given access to the latent Gaussian white processes, the output GPs are

no longer dependent. The authors then extrapolate this reasoning by assuming condi-

tional independence between outputs even when only a sample of size S obtained from

the latent processes are observed. By doing so, inference can now be performed with

O(
∑

iN
3
i ) operations and O(

∑
iN

2
i ) if S ≈ N , the same complexity associated with

inference of independent GPs.
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Figure 2.7. Diagram for convolution-based MTGP with three independent Gaus-
sian white noise processes (X0, X1 and X2), two outputs (Y1 and Y2) and four
kernels (h01, h02, h11 and h22). Kernels h12 and h21 are assumed to be zero and
omitted. Dependence between Y1 and Y2 is done via U1 and U2, which share the
same Gaussian white process.

Gaussian Process Regression Networks The authors of Wilson et al. [2012] pro-

posed yet another model for MTGP regression similar to neural networks with a single

hidden layer named Gaussian process regression networks (GPRNs). In this model,

input feeds nodes from the hidden layer, which are modelled as GPs. Outputs from

each node are then linearly combined in order to generate the outputs required. The

combination weights, however, are also modelled as GPs, enabling the model to exploit

varying dependences between outputs. Figure 2.8 shows a diagram of a GPRN with

three hidden nodes and two outputs.

In contrast with independent GPs, inference under GPRN is not exact and re-

quires the usage of more sophisticated inference techniques. In the original paper, the

authors proposed two approaches. The �rst uses elliptical slice sampling [Murray et al.,

2010], a recent sampling technique speci�cally designed for sampling from posteriors

with strongly correlated Gaussian priors. The second approach approximates the pos-

terior distribution performing a variational EM implementation [Jordan et al., 1999]

by minimising the Kullback-Leibler divergence between real and approximate posterior

distributions, and is also used for hyperparameter learning. Assuming that all tasks

share the same data points, all hidden nodes and all weight functions share the same

covariance function, inference using both approaches requires O(N3) operations, where

N is the number of data points per task. Violating the precedent assumptions, the

complexity can go as high as O(N3PQ), where P is the number of hidden nodes and
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Figure 2.8. Diagram for GPRN with three hidden nodes (f1, f2 and f3) and
two outputs (Y1 and Y2). Combining weights are shown as w·· and X act as input
for the network.

Q is the number of outputs.

The number of variational parameters using variational Bayes, which is required

for hyperparameter optimization, however, scales quadratically with N . Aiming to

reduce the number of parameters, the authors of Nguyen and Bonilla [2013] proposed

two new variational approaches for inference under the GPRN model. One uses full

multivariate Gaussians distributions for each hidden node and each weight functions

but with a parametrization that requires only O(N) parameters. The second approach

uses a recently proposed variational inference framework [Gershman et al., 2012] that

approximates the posterior distribution with K isotropic multivariate Gaussian distri-

butions, also requiring O(N) variational parameters.
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Related Work

In this chapter, we discuss previous work on the development of predictive models for

dengue fever around the world. Given the large volume of works on dengue modelling,

we focused on works where authors intended to develop predictive models or assess the

predictive capability of a set of covariates, ignoring the vast majority of works where

the main objective is to establish relationships between dengue fever incidence and

other variables. For a discussion on this matter, the reader is referred to Naish et al.

[2014]; Louis et al. [2014].

Tables 3.1 and 3.2 summarize the 30 works found by looking at the 50 �rst

results returned by Google Scholar using the queries dengue forecast, dengue predict

and dengue early warning and manually �ltered by inspecting their abstract. Works

were summarized according to the following criteria:

• Area under study: Location from where dengue data was obtained.

• Data resolution: Spatial and temporal resolution of epidemiological data used

for feeding the predictive model. Note that if data is obtained at a �ner resolution

but aggregated prior to �tting the model, the resolution considered is the one after

the aggregation.

• Model: Type of model or technique used for modelling dengue data.

• Covariates: Set of covariates used by the model.

• Spatial dependences: Type of spatial structure imposed by the model, if any.

• Predictive model: We considered a model as a predictive model if the proposing

work assessed its capabilities of issuing predictions, that is, if dengue incidence

rate for time index t is predicted based only on information available at time

23



24 Chapter 3. Related Work

index t − β, where β is a positive integer. Note that this de�nition is valid for

both the response variable and covariates. For each predictive model, this column

indicates the largest possible value of β.

Area Under Study The vast majority of the works reviewed used data from locations

in Asia or in the Americas, the continents with the largest number of dengue cases in

the world. Out of 30 works, 14 are limited to a single city, 10 are limited to a state or

region and only 6 are country-level studies, indicating a tendency of developing very

speci�c dengue models, de�ned and evaluated for small areas. The models proposed

within this work avoid that by using epidemiological data from cities of all Brazilian

regions, thus covering the entire territory of the country.

Data Resolution The spatial resolution of epidemiological data used in the reviewed

works varied drastically, ranging from country-level works to the work of Chan et al.

[2015], which used data at the resolution of urban villages, subdivisions of the Kaohsu-

ing City. With respect to temporal resolution, most models work at month or week

level, with the notable exception of Chan et al. [2015], which uses daily data. Our

models use data at city and week levels, thus being consistent with the works retrieved

from the literature.

Model Linear and generalized linear models are the most commonly used models for

dengue prediction, being used in 15 out of 30 works. Within the class of generalized

linear models, Poisson and negative binomial models are standard practice, with the

latter being preferred over the former due to its capacity of dealing with overdispersion,

since Poisson models assume the mean value equals the variance. An alternative for this

problem is the inclusion of an extra parameter responsible to increasing the variance,

leading to the class of Quasi-Poisson models. Besides these models, ARIMA models

and their seasonal variant, SARIMA, are also frequently used, specially in works prior

to 2012, being explored in 12 works.

The previous analysis indicates a tendency in the literature to explore parametric

models, that is, models that can be speci�ed using a �nite number of parameters.

A major limitation of this class of models is the necessity of a strict speci�cation of

the expected relationships between covariates and the response variable, frequently

requiring signi�cant human intervention in the data analysis. Another drawback is

the limited complexity modelled by these models, since their degrees of freedom are

determined by the number of parameters. Thus, even with growing datasets, the

complexity of the model remains the same. Non-parametric models such as Gaussian
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Table 3.1. Selected previous work on dengue incidence rate prediction (2006-
2011).

Reference
Area Data Resolution

Model Covariates
Spatial Predictive

Under Study Spatial Temporal Dependences Model
Promprou et al. [2006] Southern Thailand Province Month ARIMA Temporal-only N/A 1 year

Wu et al. [2007]
Kaohsuing City,

City Month ARIMA
Temperature, humidity,

N/A No
Taiwan rainfall, vector presence

Silawan et al. [2008]
Northeastern

Province Month SARIMA Temporal-only N/A 1 month
Thailand

Choudhury et al. [2008]
Dhaka,

City Month SARIMA Temporal-only N/A 1 month
Bangladesh

Luz et al. [2008]
Rio de Janeiro,

City Month ARIMA Temperature, rainfall N/A
1 and 12

Brazil months
Johansson et al. [2009] Puerto Rico City Month Poisson Temperature, rainfall No No

Hu et al. [2010]
Queensland Local

Month SARIMA El Niño N/A No
Australia Gov. Area

Gharbi et al. [2011]
Guadeloupe,

Region Week SARIMA
Temperature, humidity,

N/A
1, 3 and 12

French Antilles rainfall months
Colón-González et al. [2011] Mexico Country Month Linear Temperature, rainfall N/A No

Lowe et al. [2011]
Southeast

Microregion Month Poisson
Temperature, rainfall,

Neighborhood NoRegion, El Niño, altitude,
Brazil urban population

Yu et al. [2011]
Southern

City Week Poisson
Temperature, rainfall, Distance

1 week
Taiwan El Niño, vector presence

Martinez and Silva [2011]
Ribeirão Preto,

City Month SARIMA Temporal-only N/A 1 month
Brazil

Martinez et al. [2011]
Campinas,

City Month SARIMA Temporal-only N/A
1 month

Brazil

Yusof and Musta�a [2011]
Selangor,

District Week LS-SVM Rainfall Neighborhood No
Malaysia

Gomide et al. [2011] Brazil City Month Linear Dengue-related tweets No No

Althouse et al. [2011]

Singapore

City

Week Linear, GBR,

N/A No
and and neg. binomial, Dengue-related

Bangkok, Month SVM*, logistic queries on Google
Thailand regression*

* Models used for binary classi�cation (epidemic vs non-epidemic)



26
C
h
a
p
t
e
r
3
.
R
e
l
a
t
e
d
W
o
r
k

Table 3.2. Selected previous work on dengue incidence rate prediction (2012-
2015).

Reference
Area Data Resolution

Model Covariates
Spatial Predictive

Under Study Spatial Temporal Dependences Model

Earnest et al. [2012] Singapore City Week Poisson
Temperature, rainfall,

N/A No
sunshine, El Niño

Descloux et al. [2012] City Year SVM*

Temperature, rainfall,

N/A 1 month
Noumea, humidity, wind force,

New Caledonia evapotranspiration,
El Niño, vector presence

Hu et al. [2012]
Queensland, Local

Month Poisson
Temperature, rainfall,

Neighborhood No
Australia Gov. Area socialeconomical index

Hii et al. [2012] Singapore City Week Quasi-Poisson Temperature, rainfall N/A 16 weeks

Buczak et al. [2012] Peru City
Week Fuzzy Temperature, rainfall,

No 3 to 7 weeksand Association vegetation, El Niño,
Month Rule Mining* urbanization indices

Bhatnagar et al. [2012]
Rajasthan,

State Month SARIMA Temporal-only N/A 1 month
India

Lowe et al. [2013]
Southeast

Microregion Month
Negative Temperature, rainfall,

Neighborhood 3 monthsRegion, Binomial El Niño, altitude,
Brazil population density

Dom et al. [2013]
Subang Jaya,

City Week ARIMA Temporal-only N/A
4, 13 and

Malaysia 52 weeks

Lowe et al. [2014] Brazil Microregion Month
Negative Temperature, rainfall,

Neighborhood 3 months
Binomial population density, altitude

Banu et al. [2014]
Dhaka,

City Month Quasi-Poisson
Temperature, rainfall,

N/A No
Bangladesh humidity

Eastin et al. [2014]
Cali,

City
2-weeks

ARIMA
Temperature, rainfall,

N/A
2 and 4

Colombia and Month humidity, El Niño weeks

Chan et al. [2015]
Kaohsuing City, Urban

Day
Logistic Temperature, rainfall Neighborhood

1 day
Taiwan Village regression* population density and co-occurence

Souza et al. [2015] Brazil City Week Poisson Dengue-related tweets No No

Shi et al. [2016] Singapore City Week Linear
Population size, temperature,

N/A 3 months
humidity, presence of vector

* Models used for binary classi�cation (epidemic vs non-epidemic)
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processes, on the other hand, have their degrees of freedom determined by the amount

of data available, being capable of modelling more sophisticated behavior whenever

more data is acquired.

In our literature review, we found only three works where dengue data is modelled

using non-parametric models. Two of these works, however, are de�ned for a classi�-

cation scenario (epidemic or non-epidemic period). Therefore, only one work used a

non-parametric model to predict actual dengue fever incidence [Yusof and Musta�a,

2011]. In this sense, our work is novel, as it helps extrapolating the usage of paramet-

ric models in favor of more sophisticated, state-of-art techniques capable of providing

more accurate predictions while requiring less human supervision.

Covariates A wide set of covariates was used in the reviewed works. The most com-

mon are climate-related covariates, specially those related to temperature and rainfall.

The major motivation is the known relationships between these covariates and the life

cycle of Aedes aegypti [Kuhn et al., 2005]. Temperature interferes with the mosquito's

life cycle by accelerating it. Thus, higher temperature leads to a faster transition be-

tween the mosquito's life stages and, consequently, to a higher presence of the vector in

the environment. However, excessively high temperature may also lead to vector death,

reducing dengue fever risk. Rainfall, on the other hand, helps creating still water reser-

voirs, which are then used by mosquitoes as breeding sites. Similarly to temperature,

excessive rainfall can also reduce the vector presence by washing out breeding sites.

Another set of climate-related covariates used in the reviewed works are indices

related to El Niño Southern Oscillation, which describes �uctuations in temperature

between the ocean and the atmosphere, thus being directly related to temperature and

rainfall. It is important to notice that most works using climate-related covariates

do that by applying a temporal lag on them, in the sense that climate of week t is

associated with DIR during week t + α, where α is a positive number. This is due to

the fact that climate is associated with the vector's life cycle, leading to an increase

or decrease of vector presence. Hence, the proliferation of the vector in its early stage

will only a�ect DIR after some time required by the vector to reach its �nal stage.

Urbanization and social-economical conditions are also exploited in some of the

reviewed works through a variety of indices, such as population sizes and/or density and

access to running water and hygienic services. The main intuition is that urbanization

and social-economical conditions may facilitate dengue fever dissemination either by

creating more infection possibilities, in the case of high density areas, or by increasing

the usage of water containers, which may be used by the vector to proliferate.

More recently, works have begun using data coming from online sources, such
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as search engines and online social networks, as covariates for dengue fever modelling.

Although not directly related to the dissemination of the disease, this kind of data

is a good sensor of people's reaction to dengue fever. Infected people may use online

social media to indicate their health conditions and may use certain websites to �nd

information about the disease. Therefore, by monitoring online sources, researchers

have been able to identify current incidence of many diseases, including dengue fever.

In this work, we use climate-related covariates, namely average temperature,

rainfall volume and average relative humidity in some of our proposed models. We

have opted for not using covariates related to El Niño since its e�ect is captured in

the other covariates. In Chapter 7, we also use data from Twitter to estimate current

DIR. Urbanization and social-economical indices were not used due to the short period

under study. These kind of indices typically vary slowly, being more relevant to works

using data from a longer period of time.

Spatial Dependences As an infection disease, dengue fever outbreaks are known to

be spatially dependent events. Despite that, 23 out of the 30 reviewed works proposed

models to a single area or ignored this property, generating models that are completely

unaware of dengue fever risk in other areas. The few works that explored some kind

of spatial structure in dengue data enforce spatial dependences between neighboring

or nearby areas. These structures, however, are very limiting in the sense that they

required prior speci�cation and ignore human mobility. In a highly connected world,

human mobility may introduce dependences between areas that are not geographically

close, but present signi�cant human transit.

In this work, we used a multi-task learning approach, which enables the model

to automatically specify spatial dependences based on data only, requiring much less

human intervention, as indicated in Chapter 5. Being learned from data, it can au-

tomatically identify dependences regardless of it being related to human mobility or

geographic proximity. The most similar approach found in the literature was proposed

in Chan et al. [2015], which introduced spatial dependences between areas presenting

co-occurrence of dengue fever cases. Our strategy, however, is broader, as it enforces

spatial dependences between areas with similar DIR patterns.

Predictive Model In the reviewed works, we found 18 predictive models, with pre-

dictions made with a wide range of antecedence, from 1 day to 1 year. Antecedence and

accuracy are two contradictory objectives. Higher antecedence is bene�cial by allowing

more time for health authorities to act, but leads to less accurate models as we cannot

observed weeks that can be highly informative. Higher accuracy, on the other hand,
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implies in more trustworthy predictions, but may require "fresher" data. In this work,

we made predictions with 4 weeks of antecedence, a predictive window used by 10 of

the reviewed works, long enough to for authorities to act while being short enough to

allow accurate models.





Chapter 4

Dengue Data Characterization

As discussed in Chapter 2, a GP is mainly de�ned by its covariance function k. In or-

der to use an appropriate covariance function, we must investigate useful relationships

between variables in the data, so that the covariance function e�ectively exploits such

relationships. In this chapter, we analyze our dengue data collection in order to obtain

insights that will lead to the development of an adequate covariance function and, con-

sequently, an accurate model. We �rst give an overview of our dengue dataset. Then,

inspired by our literature review in Chapter 3, we analyze spatio-temporal patterns

and relationship with other covariates, namely temperature, rainfall, relative humidity

and volume of dengue-related tweets. Other covariates could be used, as suggested by

some works reviewed in Chapter 3, but our goal is to de�ne a model that could be

simply instantiated and used, requiring only easily obtainable data.

4.1 Dengue Data Collection and Pre-Processing

We obtained the number of weekly con�rmed dengue cases for 5303 Brazilian munici-

palities from January 2011 to December 2014, summing up to 209 weeks, provided by

the Brazilian Ministry of Health. In order to account for di�erent population sizes, we

calculated the dengue incidence rate (DIR) as follows:

DIRs,t = casess,t ∗
100000

pops
(4.1)

where DIRs,t is the DIR at city s during week t, casess,t is the number of con�rmed

cases at city s during week t and pops is the population size at city s.

The Brazilian Ministry of Health has de�ned a system of three incidence levels for

dengue fever: high, medium and low. According to Lowe et al. [2013], high incidence
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level at a given area occurs when there is more than 300 dengue cases per 100 thousands

inhabitants during one month. Medium incidence, on the other hand, means more

than 100 dengue cases and less than 300 dengue cases per 100 thousands inhabitants

during one month. Finally, low incidence occurs when there is less than 100 cases per

100 thousands inhabitants at the same month. In this work, however, we deal with

weekly dengue data. For that reason, we rede�ned these incidence levels by dividing

the number of required cases by 4. Therefore, a high incidence week at a given area

implies in a DIR of at least 75, while medium incidence requires DIR between 25 and

75 and low incidence requires DIR less than 25.

In order to reduce the e�ort of evaluating the proposed models, in this work we

use only the cities with more than 100 thousands inhabitants, resulting in 298 cities.

Although small in quantity, these cities account for more than 65% of the number of

con�rmed cases in Brazil. Therefore, cities for which an accurate and reliable EWS

is fundamental in controlling dengue epidemics are included in the set of cities under

study.

Figure 4.1 shows a map indicating the average DIR per state considering data

from 2011 to 2014. The Southeast and Center-West regions were the most a�ected

areas of the country, obtaining average DIR values equivalent to a high incidence level

for almost all states. The Northeast region obtained average DIR values equivalent to

medium incidence for almost all states, while the majority of states from the North

and South regions obtained average DIR values equivalent to low incidence, being less

a�ected by dengue fever.

In order to remove record errors, we pre-processed epidemiological data to remove

additive outliers, that is, outliers that a�ect a single moment in time. We used the

methodology proposed in Chen and Liu [1993], which identi�es additive outliers (i.e.,

outliers that a�ect a single data point in time) by �tting auto-regressive models. This

technique identi�ed outliers happening most in the last and �rst week of each year,

which are probably related to the reduced �ux in health care posts due to holidays.

One issue when modelling DIR with GPs is dealing with count data using a

Gaussian distribution, which may be inadequate. Here, we have two options: (i)

change the model into a negative binomial or Poisson model or (ii) use an appropriate

transformation on the response variable. An example of the former approach can be

seen in Vanhatalo and Vehtari [2007], where the authors model the response variable as

Poisson-distributed and the natural logarithm of its expected value as a GP. A similar

strategy can be used with the negative binomial distribution, which has the advantage

of handling over-dispersion. The downside of this approach is that it invalidates two

interesting properties of GPs: mathematical tractability and exact predictive inference.
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DIR
Low Incidence (DIR < 25)
Medium Incidence (25 < DIR < 75)
High Incidence (DIR > 75)

Dengue Incidence Rate in Brazil

Figure 4.1. Average weekly DIR values per Brazilian state, with darker colors
indicating higher incidence.

Inference under this kind of model requires more sophisticated techniques, typically

Markov Chain Monte Carlo techniques as in Vanhatalo and Vehtari [2007], increasing

the computational e�ort required.

For these reasons, we decided to apply a logarithmic transformation to the in-

put data (after adding 1 to avoid logging 0) which, apart from reducing computational

e�ort by allowing closed-form computations, also increases auto-correlation by smooth-

ing unusually large dengue outbreaks. This approach, however, also has its downsides.

Strictly speaking, it also does not allow exact inference, although it easily allows com-

putation of exact con�dence intervals. This is due to the fact that the model outputs

the exact posterior distribution on the logarithmic scale, a Gaussian distribution with

a given mean and covariance matrix. However, when exponentiating to return to the

original scale, the predictive distribution is no longer a Gaussian distribution. Besides
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that, it may present problems when used with cities with very low DIR. These cities,

however, are the ones where dengue is not really a public health problem and for which

an EWS would be less useful. Therefore, all following analysis were conducted using

log-transformed DIR values.

4.2 Temporal Analysis

We �rst start by studying the temporal dependence within dengue data. From previous

works on dengue modelling, we expect to see a local dependence, that is, dependence

between successive or temporally nearby weeks, as well as a seasonal behavior (e.g.,

see Promprou et al. [2006]; Gharbi et al. [2011]; Martinez et al. [2011]). In order to

visualize if this is true for our dataset, we computed the temporal auto-correlation for

each city under study:

As(τ) = cor(ys,1:(N−τ),ys,(τ+1):N) (4.2)

where As(τ) denotes the autocorrelation for city s and time lag τ , y are vectors contain-

ing log-transformed DIR values indexed by city and temporal range, N is the number

of observations and cor denotes de Pearson correlation. Figure 4.2 shows the auto-

correlation obtained for lags up to 156 weeks (approximately 3 years). It is possible to

see a high correlation with small lags, meaning that nearby weeks are highly correlated

in general. It is also possible to observe a weaker, yearly periodic correlation signal that

slowly decays from the second year to the third, indicating the presence of seasonality.

4.3 Spatial Analysis

In our literature review, we observed that some models exploited spatial dependences,

driven by the notion that dengue fever outbreaks are not geographically isolated events.

To evaluate the spatial dependences in our dengue dataset, we compute Pearson cor-

relation coe�cient between each pair of cities.

Figure 4.3 shows the empirical cumulative distribution function of inter-cities

correlations (left �gure) and the distribution of these correlations with respect to inter-

cities distances. These �gures lead to two important conclusions. First, most pairs of

cities exhibit low correlation, as only 8% of pairs of cities had a correlation coe�cient

greater than 0.7. This suggests that an useful spatial structure should not enforce

dependences between each pair of cities, but only between a small subset of pairs.

This reasoning will lead to some e�ciency-related optimizations shown in Chapter
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Figure 4.2. Median estimated temporal auto-correlation when considering all
cities under study. Shaded area indicates inter-quartile range.

5. Second, although the distance between pair of cities seems to be associated with

their correlation coe�cient, the relationship between distance and spatial correlations is

relatively weak, in the sense that it is not capable of drastically reducing the variability

in data. Again, this fact will result in some of the conclusions discussed in Chapter 5.
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Figure 4.3. Empirical cumulative distribution function of spatial correlations
(left �gure) and the role of distance in spatial correlations (right �gure).
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4.4 Climate Dependences Analysis

From the literature, we also expect to see dependences between DIR and climate co-

variates, which are typically assumed to be linear (e.g., see Luz et al. [2008]; Lowe et al.

[2013]; Shi et al. [2016]). Therefore, we collected daily average temperature, rainfall

and relative humidity from 181 meteorological stations associated to INMET1. Since

our epidemiological dataset provides weekly data, we transformed our daily climate

data into weekly data by applying the average over each week. We associated each city

with the closest meteorological station.

Climate covariates are typically used with some temporal lag, that is, DIR at a

given week t is in�uenced by climate during week t−γ, γ > 0, as indicated in Chapter 3.

We check for linear dependences and temporal lags by calculating the cross-correlations

between epidemiological and climate-related time series while allowing shifting climate-

related time series into the future, thus associating DIR at week t with climate during

week t− γ:
Cs(τ) = cor(ys,(τ+1):N , cs,1:(N−τ)) (4.3)

where Cs(τ) denotes the cross-correlation for city s and time lag τ and c denotes

a vector containing a climate-related covariate indexed by city and temporal range.

Figure 4.4 shows the cross-correlation between DIR and climate covariates as a function

of temporal lags. The three covariates, rainfall (top), average temperature (middle)

and relative humidity (bottom), obtained peaking average correlations of 0.18, 0.26

and 0.18, respectively. Rainfall and temperature were better aligned with DIR time

series using lags of 10 and 9 weeks, respectively, while higher cross-correlations between

relative humidity and DIR were found when no lags are de�ned.

Figure 4.4 indicates relatively small cross-correlations between DIR and climate

covariates, even if we de�ne a lag per covariate in order to maximize correlation. How-

ever, it is also possible to allow lags speci�cally de�ned for each city. In this direction,

Figure 4.5 shows that the optimal lag per city and covariate, that is, the lag that

maximizes correlation between each covariate and DIR time series of a given city, can

vary drastically. This motivated us to allow city-varying lags for all covariates, which

increases cross-correlations between DIR and climate covariates. Using this approach,

average peaking cross-correlations obtained are 0.28, 0.37 and 0.30 for rainfall, tem-

perature and relative humidity, respectively, as indicated in Table 4.1.

1Brazilian Institute of Meteorology � Instituto Nacional de Meteorologia, in Portuguese:
http://www.inmet.gov.br/portal/
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Figure 4.4. Average estimated cross-correlations between DIR and climate co-
variates considering all cities under study. Whiskers indicate 95% con�dence
intervals.

Table 4.1. Cross-correlation between DIR and climate covariates when lags are
�xed and when lags are allowed to vary from one city to another.

Covariates
City-Varying Lags Fixed Lags
Mean Std. Dev. Mean Std. Dev.

Rainfall 0.28 0.10 0.18 0.15
Avg. Temperature 0.37 0.11 0.26 0.22
Rel. Humidity 0.30 0.12 0.18 0.17
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Figure 4.5. Distribution of the optimal lag per city for all three climate-related
covariates.

4.5 Twitter Dependences Analysis

Recent works have already explored dependences between dengue and online data,

more speci�cally the number of dengue-related tweets posted during a given period of

time [Gomide et al., 2011; Souza et al., 2014, 2015]. The main intuition is that the

online behavior of people may provide hints on incidence of dengue fever, as infected

people can use online social networks to update friends about their health conditions,

as well as use search engines and other online sources of information to search for

symptoms or treatments. The main advantage of this kind of data when contrasted

with epidemiological data is that online data can usually be obtained in real-time, while

epidemiological data is usually published with a delay, since it requires, more often than

not, con�rmation tests and time to propagate through many levels of governmental

hierarchy.

In this work, we use a dataset kindly provided by the authors of Souza et al.

[2014] containing the weekly number of dengue-related tweets for the 298 Brazilian

cities with more than 100,000 inhabitants, from January 2011 to December 2014. Based

on this dataset and our dengue dataset, we calculated the cross-correlation for each

city between the two data sources, obtaining the results exposed in Figure 4.6. For

computing the cross-correlation, we used both Twitter data in the original scale, as

well as in log-scale, since we have already computed the log-transform of DIR values.

Note that the lag for the cross-correlation can now assume negative values. In that

case, it would mean that Twitter data is delayed with relation to epidemiological data.
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In other words, peaks on Twitter data would appear after peaks on epidemiological

data. Similarly to the climate analysis, we �rst tried �xing a single lag value for all

cities, obtaining maximum correlation for lags around zero or small negative values.

We then allowed city-varying lags, but we did not observe a signi�cant increase in

average correlation, as shown in Table 4.2.
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Figure 4.6. Average estimated cross-correlations between DIR and volume of
dengue-related tweets considering all cities under study. Whiskers indicate 95%
con�dence intervals. Negative values indicate that Twitter data is delayed with
relation to epidemiological data, while positive values indicate the opposite sce-
nario.

Table 4.2. Cross-correlation between DIR and volume of dengue-related tweets
when lags are �xed and when lags are allowed to vary from one city to another.

Covariates
City-Varying Lags Fixed Lags
Mean Std. Dev. Mean Std. Dev.

Twitter 0.36 0.21 0.40 0.18
Twitter (log scale) 0.37 0.21 0.41 0.19

From the standard deviation in Table 4.2, we observed that correlations between

DIR values and Twitter data may vary drastically from one city to another. In order

to better understand this variability and considering that the cross-correlation did not
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pointed out that applying any kind of lag would lead to statistically better correla-

tions, we investigated the impact of the total number of dengue-related tweets on the

correlations between DIR values and Twitter data when no lag is applied, resulting

in Figure 4.7. By looking at this �gure, we can see that cities from which we have

more Twitter data typically present higher correlation. This is expected, since a small

number of dengue-related tweets will hardly be representative of the whole population.

Low incidence cities also presented smaller correlations. For this kind of cities, dengue

fever records exhibit patterns similar to white noise, making any useful correlation

impossible.

●

●

●

● ●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●●

●

●

●

●

●

●

●
●

● ●

●

●

●

●
●

●●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

1 10 100 1000

0.
0

0.
2

0.
4

0.
6

0.
8

Volume of Twitter Data vs Correlation
Original Scale

Total number of tweets

C
or

re
la

tio
n

● High Incidence
Medium Incidence
Low Incidence

●

●

●

● ●●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●●

●

●
●

●

●
●

●
●

●

●

●

●

●

●
●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●●
●

●

●

●

●
●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

1 10 100 1000

0.
0

0.
2

0.
4

0.
6

0.
8

Volume of Twitter Data vs Correlation
Log Scale

Total number of tweets

C
or

re
la

tio
n

● High Incidence
Medium Incidence
Low Incidence

Figure 4.7. Impact of the total number of dengue-related tweets on the correla-
tion between DIR values and Twitter data per city. Each symbol denotes a city,
with color and shape indicating its highest incidence level achieved in the period
under study.

4.6 Summary and Discussion

In this chapter, we characterized our dengue data collection in order to verify if patterns

observed previously in the dengue literature were also present in our scenario. More

speci�cally, we checked for �ve patterns: (i) local dependences, (ii) seasonality, (iii)

spatial dependences, (iv) linear relationship with climate-based features and (v) linear

relationship with the number of dengue-related tweets posted during a given period

of time. This step is fundamental to propose an appropriate DIR forecast GP-based

model, since we need to specify a covariance function that is capable of exploiting

patterns present in data.

The temporal analysis was based on computing the auto-correlation for each city

under study and revealed a strong local dependence, as well as a seasonality e�ect,

verifying that the �rst two patterns indicated above are indeed present in our data.
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The spatial analysis was performed based on the correlation between DIR time

series of each pair of cities. We veri�ed that spatial dependences exist, but that only a

few pairs presented relevant correlation. We also veri�ed that spatial dependences can-

not be simply described by the distance between cities, requiring a more sophisticated

formulation.

Dependences between DIR and climate-based features were studied through the

cross-correlation of DIR and climate time series. For this analysis, we used weekly

average temperature, rainfall and relative humidity. We observed that climate-based

features were correlated to DIR values when considering a time lag. This is necessary

due to the fact that climate a�ects the life cycle of the dengue's main vector, poten-

tially leading to an increase of vector population. Therefore, time is required for new

mosquitoes to get infected and start to infect human beings. Besides that, we observed

that the time lag for each city seems to vary drastically. Therefore, in order to better

model DIR, we need to use a speci�c time lag for each city.

Finally, we also con�rmed the relationship between DIR and Twitter data pre-

viously indicated in the literature [Gomide et al., 2011]. For this analysis, we cal-

culated the cross-correlation between DIR and Twitter data for each city, consider-

ing both Twitter data in its original and log scale, since DIR values were previously

log-transformed. Both versions obtained similar results and could be used indistin-

guishably. Di�erent from climate-based features, however, we noted that maximum

correlation was obtained when a null or negative time lag was applied, indicating that

Twitter data is synchronized or delayed with relation to epidemiological data. This

indicates that Twitter data is not very useful when predicting DIR values, as it would

require knowledge of future Twitter data. Besides that, correlations seem to be strongly

associated to the number of dengue-related tweets on each city, making it useless for

cities where this kind of data is not abundant. Therefore, Twitter data is not going to

be used in our proposed model as a covariate, but as proxy to epidemiological data in

an extension discussed in Chapter 7.





Chapter 5

Dengue Fever Incidence Modelling

In this chapter, we formalize and discuss our proposed model, named dengue GP model

(DGP). In order to arrive at the proposed model, we will need to empirically compare

candidate formulations. Therefore, we �rst introduce general aspects of our experimen-

tal design. Then, we discuss possible temporal and climate-related covariance functions

and compare them empirically. After, we discuss the spatial component of our model,

as well as e�ciency issues that arise by using it and optimizations to mitigate them.

Additional experiments are then performed to evaluate the impact of optimizations in

both computational e�ort required for inference and accuracy of predictions.

5.1 Experimental Setup

As indicated in Chapter 1, our goal is to develop a predictive model capable of issuing

accurate predictions with some antecedence, so that health authorities have time to act

in order to minimize the impact of a new outbreak. Therefore, we evaluate all models

with predictions made with 4 weeks of antecedence. That is, when predicting week t,

we use only data available at week t− 4. The choice of antecedence for predictions is a

tricky one, as more antecedence allows for better planning on how to act to minimize

the impact of dengue fever, but leads to less accurate models, as it would imply in not

having access to weeks nearby the week of interest, which can be highly informative.

Therefore, we chose 4 weeks because it would allow some time for planning and acting,

but still allow the design of accurate models. The available data is then used for hy-

perparameter learning and computing the conditional predictive distribution for week

t (Equation 2.3). We also de�ned that the �rst two years (weeks 1 to 104) would be

used for training only. Predictions are then emitted for third and fourth years, with a

constantly growing training set, as indicated previously.
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In order to evaluate models, we de�ned three evaluation metrics, which are cal-

culated per city under study:

1. Pearson correlation coe�cient: we computed the correlation coe�cient be-

tween real and predicted values for third and fourth years. Although not fre-

quently used for measuring accuracy, this metric has the advantage of being

bounded, easily interpretable and comparable between cities.

2. Normalized mean absolute error (NMAE): mean absolute error is a com-

monly use metric for evaluating regression models. However, it does not allow for

comparison between cities, since the scale of DIR may change drastically from one

city to another. In order to minimize this issue, we �rst normalize the response

variable and predictions so that all cities had unit variance, and then calculated

the mean absolute error between real and predicted values.

3. Area under receiver operating characteristic curve (AUC): we used the

three incidence levels indicated in Chapter 4 (high, medium and low incidence)

to transform the regression problem of predicting DIR into a classi�cation prob-

lem. For each week and each city, we assigned real and predicted incidence levels,

which were then interpreted as class labels. For each incidence level, we calculated

the receiver operating characteristic (ROC) curve, which indicates the trade-o�

between true positive rate (sensitivity or recall) and false positive rate (1 - sensi-

bility), that is, how much the error rate increases as we increase sensitivity. The

area under a ROC curve is a metric used for summarizing this relationship and

lies in the interval between 0 and 1. An area close to 1 indicates a good trade-o�

between true positive and false positive rate, that is, we can increase sensitivity

incurring in only a few classi�cation errors. On the other hand, an area of 0.5 in-

dicates performance similar to a random classi�er, while areas below 0.5 indicate

performance worse than a random classi�er. Since AUC is a metric de�ned for

binary classi�cation, we computed three AUC values, where one incidence level

is assumed to be positive and the remaining to be negative. The �nal AUC is

calculated as the mean of the three values. We highlight that cities that never

reached medium and/or high incidence levels are not evaluated by this metric,

since this city would have a single class label and AUC is not de�ned in this

scenario.

After computing the evaluation metrics, we have to compare between competing

models. In order to do so, we applied the Wilcoxon signed-rank test, using the scores
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obtained for all cities per metric and a con�dence level of 95%. Whenever multiple

tests are required, we applied a Bonferroni correction to ensure statistical signi�cance.

Experiments were conducted using GNU Octave1 4.0.0, GPML toolbox [Ras-

mussen and Nickisch, 2010] and R2 3.0.2. Statistical tests were conducted using R

3.0.2. Time measurements were conducted using a single core of a machine equipped

with a octa-core Intel Xeon E5620 2.40GHz processor and 72 GB of RAM.

5.2 Temporal and Climate-Related Covariance

Function

Recall that a GP is de�ned by a mean and a covariance function. While the mean

function is typically assumed to be zero after centering the response variable, the

covariance function is fundamental to capture patterns present in data.

The analysis exposed in Chapter 4 shows that our data collection exhibit three

commonly exploit patterns in dengue literature: local dependences (smoothness),

seasonality and linear relationship with climate. This reasoning motivates a three-

component covariance function:

• The �rst component enforces local dependences by correlating temporally nearby

weeks;

• The second component enforces quasi-periodicity to exploit seasonality, allowing

usage of information from past years while giving less relevance to more distant

years;

• The third component allows for linear dependences between climate covariates

and DIR.

In summary, the proposed covariance function has the following general formulation:

kx(xt,yt′) = kloc(t, t
′) + kqp(t, t

′) + kweather(x,y) (5.1)

where xt indicates a data point associated to time index t, yt′ indicates a data point

associated to time index t′, kloc is the local component, kqp is the quasi-periodic compo-

nent and kweather is the weather-related component. Note that the �rst two components

are temporal-only, while the third does not take time indices into consideration.

1http://www.gnu.org/software/octave/
2http://cran.r-project.org/
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5.2.1 Evaluation of Candidate Covariance Functions

The proposed covariance function (Equation 5.1) is composed of three components: a

local, a quasi-periodic and a weather-related component. While the linear weather-

related component is formulated using a linear kernel, the local and quasi-periodic

components can be formulated in multiple ways. The goal of this section is to verify

which candidate formulation issues predictions with the highest accuracy.

The local component requires a function that decays with temporal distance,

while the quasi-periodic component is expressed as the product of a periodic function

with a function that also decays with temporal distance. The GP literature provides

some covariance functions that have the desired behavior of monotonic decay, as indi-

cated in Chapter 2, leading to the following candidate formulations: (i) squared expo-

nential kernel, (ii) Matérn kernel with ν = 3/2 and (iii) Matérn kernel with ν = 5/2.

All three formulations hold similar assumptions, but vary on the smoothness of the

obtained function.

Figure 5.1 shows the comparison between three candidate covariance functions

obtained by equipping the local and quasi-periodic components with the Matérn kernel

with ν = 5/2, the Matérn kernel with ν = 3/2 and the squared exponential kernel. The

weather-related component was �xed with a linear kernel. Since this is the �rst set of

comparative graphs and similar graphs will be presented later, we explain here how this

kind of graphs should be read. Each symbol in the graphs denote a city, with color and

shape indicating the highest incidence level reached by the city during the period under

study. Each graph is associated to an evaluation metric (indicated in the title) and

is used to compare between two models, which are indicated in the x-axis and y-axis.

Given a point, its coordinates indicate the value obtained for the respective city accord-

ing to the respective evaluation metric for both models being compared. Therefore,

the solid diagonal line indicates equal performance, with points not in the diagonal line

denoting di�erences in accuracy. Points above the diagonal line indicate higher values

achieved for the model in the y-axis, while points below the diagonal indicate higher

values achieved for the model in x-axis. Note that correlation coe�cient and AUC are

intended to be maximized, so higher values are preferred. NMAE, on the other hand,

is intended to be minimized, making smaller values preferred. Considering Figure 5.1,

we observed similar accuracy for all three formulations when considering correlation

coe�cient and NMAE. However, according to AUC, the Matérn covariance function

with ν = 5/2 obtained statistically better performance than alternative formulations.

The formulation in Equation 5.1 is based on the data characterization and on the

previous literature, but it is also important to verify if each component is really neces-
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Figure 5.1. Comparison between alternative formulations of quasi-periodic co-
variance functions. Each symbol represents a city and color and shape indicate
the highest incidence level achieved by the corresponding city. The solid black
line indicates equal performance between models. Cities above the solid line indi-
cate higher values obtained by the y-axis formulation, while cities below the line
indicate higher values obtained by x-axis formulation.

sary. In order to do so, we de�ned three new alternative formulations of the proposed

function, each ignoring one of the three components. Figure 5.2 shows the results

according to all three evaluation metrics. According to correlation, all formulations

obtained similar performance. When considering NMAE, on the other hand, exclud-

ing the local component led to statistically worse results, although di�erences were

marginal in absolute values. Finally, according to AUC, excluding any component led
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to statistically worse results. Since for at least one evaluation metric excluding a com-

ponent was detrimental, we conclude that the all components contribute to improving

accuracy of predictions.
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Figure 5.2. Comparison between alternative formulations of the proposed co-
variance function obtained by removing one of its three components. Each symbol
represents a city and color and shape indicate the highest incidence level achieved
by the corresponding city. The solid black line indicates equal performance be-
tween models. Cities above the solid line indicate higher values obtained by the
y-axis formulation, while cities below the line indicate higher values obtained by
x-axis formulation.

An alternative formulation to the quasi-periodic component, as discussed in Chap-

ter 5, is to use the spectral mixture kernel (Equation 2.16), which is de�ned as a sum-
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mation of quasi-periodic functions, thus being able to discover other patterns besides

annual seasonality. Figure 5.3 shows the comparison between results obtained by DGP

equipped with the covariance function in Equation 5.1 with a single quasi-periodic

function and results obtained with the spectral mixture kernel with 5 components. For

all evaluation metrics, the single function obtained statistically better results. This

suggests that being able to explore other periodicities besides annual periodicity is

not necessarily bene�cial, and may be even detrimental. A possible explanation is the

increased number of hyperparameters, which may lead to over�tting or optimization

issues.
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Figure 5.3. Comparison between the covariance function with a single quasi-
periodic function and the spectral mixture kernel. Each symbol represents a
city and color and shape indicate the highest incidence level achieved by the
corresponding city. The solid black line indicates equal performance between
models. Cities above the solid line indicate higher values obtained by the y-axis
formulation, while cities below the line indicate higher values obtained by x-axis
formulation.

Based on the results above, we arrived at the following covariance function

kx(xt,yt′) = kMat1(t, t
′) + kMat2(t, t

′)kPer(t, t
′) + kLin(x,y) (5.2)

where kMat1 and kMat2 indicates Matérn kernels with ν = 5/2 and distinct hyperpa-

rameters (Equation 2.11), kPer indicates a periodic kernel (Equation 2.12) and kLin in-

dicates a linear kernel (Equation 2.13). Table 5.1 summarizes numerically the compar-

ison between the covariance function above and the alternative formulations evaluated.

As indicated previously, all formulations performed similarly according to correlation

coe�cient and NMAE, with no statistically signi�cant di�erences or marginal di�er-

ences. However, the proposed covariance function obtained signi�cantly better results

according to AUC when compared to all other formulations.
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Table 5.1. Di�erence according to each evaluation metric between DGP
equipped with proposed covariance function and with alternative formulations.

Candidate
Evaluation
Metric

Di�erence Between Proposed
and Alternative Formulations

Number of
Cities Where
Proposal Wins

Covariance
Function 95% Conf. Interval Median

Matérn
ν = 3/2

Correlation [-0.005, 0.001] -0.002 139 (47%)
NMAE [0.000, 0.000] 0.000 152 (51%)
AUC [0.032, 0.062] 0.046 135 (75%)

Squared
Exponential

Correlation [0.000, 0.010] 0.005 158 (53%)
NMAE [0.000, 0.000] 0.000 162 (54%)
AUC [0.031, 0.065] 0.046 137 (76%)

DGP (without
local component)

Correlation [0.002, 0.015] 0.009 162 (54%)
NMAE [-0.001, 0.000] 0.000 178 (60%)
AUC [0.034, 0.066] 0.046 136 (75%)

DGP (without
quasi-periodic
component)

Correlation [-0.001, 0.006] -0.002 144 (48%)
NMAE [0.000, 0.000] 0.000 164 (55%)
AUC [0.022, 0.041] 0.030 136 (75%)

DGP (without
climate

component)

Correlation [-0.007, 0.003] -0.002 140 (47%)
NMAE [0.000, 0.000] 0.000 140 (47%)
AUC [0.026, 0.056] 0.038 121 (67%)

Spectral Mixture
Correlation [0.083, 0.115] 0.099 231 (78%)
NMAE [-0.007, -0.003] -0.005 217 (73%)
AUC [0.073, 0.116] 0.093 161 (89%)

5.3 Including Spatial Dependences to the

Covariance Function

The covariance function expressed in Equation 5.2 treats dengue fever outbreaks as

geographically independent events, since it does not include any spatial dependences.

In order to introduce spatial dependences in the covariance function, we view the

problem of estimating future DIR values at Brazilian cities as a multi-task learning

problem. Under this formalism, each city is treated as a task and, therefore, models

for each city are learned jointly, enabling knowledge transfer between models.

As indicated in Chapter 2, multi-task approaches for GP modelling have already

been proposed in the literature. Note that extending a GP model to a multi-task

scenario for dengue data in Brazil is not an easy task due to the large number of

cities. In this work, we use up to 298 cities, and multi-task GP models were not

designed for such a large number of tasks, specially if tasks do not share the same data

points. We opted for using the multi-task GP model proposed in Bonilla et al. [2007b],

which simply uses a inter-task covariance matrix to induce covariance between data
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points from distinct tasks. Entries of the inter-task covariance matrix are learned via

likelihood maximization and the matrix is required only to be symmetric and positive

de�nite. Although the complexity for inference under this model is cubic on the number

of tasks, we chose this model for three major reasons: (i) it is highly interpretable as

the inter-task covariance matrix can be seem as a measure of dependence between

tasks, (ii) it does not require any sophisticate inference technique and (iii) it enables

simple modi�cations that can drastically reduce the computational e�ort required for

inference.

Therefore, after including the spatial component, the covariance function used by

Dengue GP model (DGP) can be de�ned as follows. Let x(i)
t and y(j)

t′ be data points

associated to time t and t′ and cities i and j, respectively, KC be the inter-cities (inter-

task) covariance matrix and KC(i, j) be the value of KC for cities i and j. Then, the

covariance function k
(
x
(i)
t ,y

(j)
t′

)
is given by

k
(
x
(i)
t ,y

(j)
t′

)
= KC(i, j)kx(xt,xt′) (5.3)

where kx(xt,xt′) is de�ned in Equation 5.2 and does not take into account the tasks

from which data points come from.

In summary, we can de�ne the proposed model as follows:

DIRs,t = exp(zs,t + z̄s)− 1

z·,· ∼ GP
(

0, k
(
x
(i)
t ,x

(j)
t′

)
+ δijδtt′σ

2
n

)
(5.4)

where DIRs,t is the DIR at city s during week t, z̄s is the log-transformed average DIR

for city s and δij denotes the Kronecker delta, which is equal to 1 if and only if i = j

and 0 otherwise.

5.3.1 Improving the Performance of DGP

A problem with DGP as proposed above is the computational e�ort required for infer-

ence. Assuming that all cities have the same number of data points, inference requires

O(N3M3) operations, where N is the number of data points per city and M is the

number of cities. This is caused by the need of inverting the full (NM) × (NM) co-

variance matrix obtained by applying the covariance function in Equation 5.3 to all

pairs of data points, as previously discussed in Chapter 2. In this work, we explore

two strategies for reducing the computational e�ort required for inference: turning KC

into a block-diagonal matrix and exploiting Kronecker structure using a temporal-only
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version of DGP.

Another issue with DGP is the large number of hyperparameters to be optimized.

We dealt with this issue by �xing KC based on an empirical approximation using

available training data, instead of allowing it to be learned via likelihood maximization.

All three strategies are presented in more detailed in the following sections.

5.3.1.1 Block-Diagonal Inter-Cities Covariance Matrix

The covariance function indicated in Equation 5.3 is capable of inducing non-zero

covariance between data points from all pairs of cities. However, it is not expected for

all pairs of cities to present signi�cant dependence. In fact, we expect only a subset of

the cities to be strongly associated with a given city. This motivates sparsifying the

inter-cities covariance matrix KC . However, turning entries of KC to null arbitrarily

may violate the positive de�niteness of the matrix.

A safe strategy to sparsify KC while still keeping it positive de�nite is to turn it

into a block-diagonal matrix. Each block is the covariance matrix for a subset of cities

and, consequently, is positive de�nite by construction. Since each block is positive

de�nite, the whole matrix will also be positive de�nite. KC being block-diagonal,

the full covariance matrix K obtained by applying Equation 5.3 to all pairs of data

points will also be block-diagonal (possibly after an appropriate ordering of rows and

collumns). In order to calculate K−1, we can now deal with each block individually,

which reduces the computational complexity. In fact, assuming all blocks have size S,

inference can be done in O(N3S2M), which can lead to drastic reduce in computational

e�ort if S << M .

For forming appropriate blocks of cities, we applied an agglomerative complete-

link hierarchical clustering algorithm [Maimon and Rokach, 2005]. Cities from the

same cluster will be on the same block and may have non-null covariance, while cities

from distinct clusters will have null covariance, thus being independent. We opted for

the hierarchical clustering because it allowed us to easily introduce an extra constraint:

the maximum allowed number of cities within each cluster. This constraint is relevant

as it is directly associated to the computational e�ort required for inference and should

be de�ned by the user. Other clustering algorithms, such as k-means, do not allow for

an easy control of clusters' sizes, and use extra parameters.

The clustering strategy used is described in Algorithm 5.1. At each iteration,

it computes the complete-link distance between each pair of clusters and merges the

two closest clusters whose union would not violate the maximum size constraint. For

computing the distance between each pair of cities, we used the correlation between
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their log-transformed DIR time series:

dist(i, j) = 1− cor (log(DIRi + 1), log(DIRj + 1)) (5.5)

where DIRi is the time series of DIR values for city i and cor(·, ·) denotes the Pearson
correlation coe�cient. This is a natural choice for measuring distance as KC is a

covariance matrix. Thus, by applying the clustering strategy, we expect to maintain

high covariance values present in the original inter-cities matrix.

5.1: Agglomerative Complete-Link Hierarchical Clustering Algorithm
Input: log-transformed centered DIR values for all cities z, number of cities

M , number of weeks N , maximum cluster size MAX
Output: clusters obtained C
Dct(i, j)← Equation 5.5, i, j = 1, 2, ...,M , i 6= j1

C(i) =← {i}, i = 1, 2, ...,M2

Dcl(i, j) = Dct(i, j)3

S1 ← 14

S2 ← 15

while S1 + S2 ≤MAX do6

(i∗, j∗)← arg mini 6=j Dcl(i, j) subject to |C(i) ∪ C(j)| ≤MAX7

Add C(i∗) ∪ C(j∗) to C8

Remove C(i∗) and C(j∗) from C9

Dcl(k, l) = maxi∈C(k),j∈C(l)Dct(i, j), k, l = 1, 2, ..., |C|10

S1 ← size of smallest cluster in C11

S2 ← size of second smallest cluster in C12

end13

Return C14

Figure 5.4 shows a didactic example of how block-diagonalization is performed.

First, we use Algorithm 5.1 to clusters cities, obtaining the clusters indicated by the

colors in the left �gure. Then, rows and collumns of the covariance matrix K obtained

by applying Equation 5.3 to all pairs of data points are orded in a way that K becomes

block-diagonal, with each cluster associated to a block, as indicated by the red, green

and blue blocks in the right �gure. The white area denotes the covariances between

cities from distinct clusters, which are assumed to be zero.

5.3.1.2 Exploiting Kronecker Structure on Temporal-Only DGP

As indicated in Chapter 2, the multi-task approach proposed in Bonilla et al. [2007b]

and adopted by DGP can save computational e�ort if all tasks share the same data

points. This is due to the fact that the full covariance matrix K can be expressed
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K = 

Figure 5.4. Illustrative example of block-diagonalization of the covariance ma-
trix K. In the left �gure, each symbol denotes a city, with color indicating the
cluster it belongs. The right �gure shows the resulting covariance matrix, with
white space indicating null values and non-white space indicating covariances be-
tween cities within the same cluster.

Table 5.2. Computational complexity when using proposed strategies

Regular KC Block-Diagonal KC

Full Model O(N3M3) O(N3S2M)
Temporal-Only Model O(N3 +M3) O(N3 + S2M)

in terms of a Kronecker product between the task-related and data-related covariance

matrices. This structure allows us to compute K−1 by dealing with each matrix indi-

vidually and to perform fast matrix-vector multiplications.

In the context of this work, the Kronecker structure will be present whenever we

do not use climate-related covariates. Then, the model will use only temporal indices,

which are the same for all cities. By exploiting this structure, inference requires only

O(N3 +M3) operations.

Note that both strategies presented so far are orthogonal and can be used in

conjunction, leading to a even more drastic reduction in computational e�ort. Table

5.2 summarizes the computational complexity of each variant, where N is the number

of data points per city, M is the number of cities and S is the maximum size allowed

for each block for the block-diagonal KC variants.
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5.3.1.3 Empirical Approximation of Inter-Cities Matrix

The block-diagonalization of the inter-cities matrix KC described above, besides re-

ducing computational e�ort required for inference, also helps reducing the number of

hyperparameters to be optimized under the DGP model. Originally, DGP used O(M2)

parameters, as KC was structure-free. After block-diagonalization, the number of pa-

rameters drops to O(SM).

Another e�ective way to reduce to the number of hyperparameters is to approx-

imate KC using available training data. That is, at week t, when it is required to

provide forecasts for week t + 4, we compute the Pearson correlation coe�cient be-

tween each pair of cities (or each pair of cities within the same block) using dengue

data up to week t. The main intuition behind this approximation is that the covariance

between a pair of cities should not change drastically from week t to week t + 4, spe-

cially when t is large. Since it is based on training data, we call this strategy empirical

approximation of KC . The inter-cities matrix is then �xed for optimizing the remaining

hyperparameters and inference.

5.3.2 Evaluation of the Spatial Component

Having proposed three optimizations for reducing the computational e�ort required for

inference, we now present results from experiments designed to measure the impact of

each optimization, from both e�ciency and accuracy points of view.

5.3.2.1 Clustering Analysis

In order to analyze the impact of block-diagonalization of the inter-cities covariance ma-

trix KC , we conducted experiments by applying Algorithm 5.1 with distinct maximum

cluster sizes, ranging from 10 to 50. For comparison, we also conducted experiments

by grouping cities by state and by region. To reduce computational e�ort, experiments

conducted here used the temporal-only version of DGP, using empirical approximation

of the KC or letting it be learned via likelihood maximization. We then extrapolate

conclusions for the full version of the model.

We �rst consider the clusters obtained through Algorithm 5.1 when considering

distinct maximum size values. Figure 5.5 shows the number of clusters obtained when

the maximum size of clusters grows from 10 to 50 cities. For comparison, the black

dotted line indicates the number of clusters obtained when grouping cities per state,

while the red dotted lines indicates the number of clusters obtained when grouping

cities per administrative region. As expected, the larger the cluster sizes allowed,
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the smaller the number of clusters. Note, however, that grouping cities by state led

to a comparable number of clusters obtained by Algorithm 5.1 with maximum size

of 10 cities per cluster. In contrast, grouping per region leads to a smaller number

of clusters than allowing clusters composed by as much as 50 cities. Figure 5.1 also

indicates how close cities within the same cluster are when clustering by state, by

region or by correlation. Clustering by state or by region leads to clusters limited

by distance between pairs of cities, while clustering by correlation does not. Even

when considering relatively small clusters, the clusters obtained are composed of cities

separated by greater distances. In fact, approximately 30% of the cities within the

same clusters were separated by more than 1000 km when clustering by correlation.

When considering clustering by region, less than 10% of cities within the same clusters

were separated by more than 1000 km, while this percentage decreases to less than 1%

when considering clustering by states.
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Figure 5.5. The left �gure shows the number of clusters obtained according to
the maximum size allowed in Algorithm 5.1. Dotted lines indicate number of clus-
ters when clustering by state and region for comparison. The right �gure shows
the proportion of cities within the same clusters separated by a given distance
when clustering by states, by region and by correlation with maximum allowed
size of 10 cities.

Figure 5.6 shows the results obtained by DGP for clusters formed with distinct

maximum size constraints, as well as clusters obtained by grouping cities by state

or region, for both versions using �xed or optimized inter-cities covariance matrices.

For both versions and all three evaluation metrics, the best results were obtained when

using small clusters de�ned by correlation, with the impact of maximum cluster size and

clustering strategy are more noticeable when using optimized matrices. We believe this
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di�erence is due to the high number of hyperparameters to be optimized when larger

clusters are used. Besides that, the fact that DGP using correlation-based clustering

outperformed the same model using distance-based clustering suggests that distance

is not a major factor when considering the spatial dependences of dengue outbreaks.

This is problematic, since most works on dengue modelling that enforce some kind of

spatial dependence use topological or distance features only. In contrast, DGP is able

to automatically identify appropriate dependences in a more �exible fashion.
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Figure 5.6. Results obtained by DGP for distinct clustering strategies according
to all three evaluation metrics. Experiments with optimized covariance matrix and
clusters of size up to 50 cities or grouped by states were not performed due to the
large computational e�ort required.

Figure 5.7 shows the time required for inference with N = 209 weeks, M =

298 cities and maximum cluster sizes ranging from 10 to 50 for both versions using

optimized or �xed inter-cities covariance matrices. Given the complexity shown in

Table 5.2, we would expect an increase in required time for inference when S increases.

This is observed when we used optimized inter-cities covariance matrix. However,

when �xing it, we observed an inverse phenomenon, with time required for inference

decreasing as S increases. We believe it to be associated with implementation details,

since using smaller cluster leads to a larger number of clusters and, consequently, more
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loop iterations, which are ine�cient when implemented in Octave.
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Figure 5.7. Time required for inference with N = 209 weeks, M = 298 cities
and maximum cluster sizes ranging from 10 to 50.

5.3.2.2 Comparison Between Learned and Empirical Matrices

We now focus on understanding the impact of using an empirical approximation for

the inter-cities covariance matrix KC . Based on the previous results, we compare

both approach using block-diagonalization with clusters of up to 10 cities. We also

perform the comparison using the temporal-only version of DGP and extrapolate the

conclusions to the full version of the model, as we did in the last section.

Figure 5.8 shows the comparison between the two approaches according to the

three evaluation metrics. Both strategies led to similar results, with empirically learned

covariances slightly outperforming optimized covariances according to correlation co-

e�cient and NMAE. This suggests that assuming spatial dependences as hyperpa-

rameters can be even detrimental, possibly due to di�culties solving an optimization

problem in high dimensionality. On the other hand, the computational time required

for inference di�ers drastically: for N = 209 weeks, inference using empirical approx-

imations required 370 seconds on average, while letting covariance to be optimized

required 10658 seconds on average, as shown in Table 5.4.
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Figure 5.8. Comparison between optimizing covariances and using empirical
approximations according to all three evaluation metrics. Each symbol represents
a city and color and shape indicate the highest incidence level achieved by the
corresponding city. The solid black line indicates equal performance between
models. Cities above the solid line indicate higher values obtained by empirically
approximating KC , while cities below the line indicate higher values obtained by
letting it be optimized via likelihood maximization.

5.3.2.3 Comparison Between Full and Temporal-Only Model

Finally, we evaluate our last strategy for reducing computational e�ort required for

inference under DGP by comparing results obtained by the full DGP model and the

temporal-only DGP, which does not use climate data. Both models were evaluated

using a block-diagonal inter-cities matrix KC formed based on clusters of up to 10

cities and with entries estimated empirically and �xed throughout hyperparameter

optimization.

Figure 5.9 shows the comparison graphically according to all three evaluation

metrics, clearly indicating that the temporal-only version outperforms full DGP. Al-

though this result may seem to be unexpected, it is due to the high spatial heterogeneity

within dengue data from Brazilian cities. That is, due to the large area of the country,

the relationship between climate and DIR is not uniform for all Brazilian cities. Thus,

attempting to model it without taking this fact into consideration may lead to worse

results. As indicated in Equation 5.3, an uniform linear relationship between climate

and DIR is expected within each cluster, forcing some spatial homogeneity that is not

always present. In the next experiments, we present a more clear example of how ex-

pecting spatial homogeneity may fail within the context of dengue data from Brazilian

cities.

Considering the computational e�ort required for inference, Table 5.4 also indi-

cates that temporal-only DGP is to be preferred over full DGP.
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Figure 5.9. Comparison between temporal-only and full (using climate) DGP
models according to all three evaluation metrics. Each symbol represents a city
and color and shape indicate the highest incidence level achieved by the corre-
sponding city. The solid black line indicates equal performance between models.
Cities above the solid line indicate higher values obtained by temporal-only DGP,
while cities below the line indicate higher values obtained by full DGP.

5.3.2.4 Impact of Spatial Dependences in the Model

Having veri�ed the impact of each strategy proposed to reduce computational e�ort

and noted that DGP achieve better accuracy using only temporal information, with

KC being estimated empirically and block-diagonalized with blocks of up to 10 cities,

we can now check if the inclusion of the spatial component is indeed bene�cial.

Figure 5.10 shows the results obtained by DGP when spatial dependences are

enforced and when they are ignored (with KC = I). The usage of spatial dependences

led to more accurate predictions according to correlation and NMAE, while both models

are indistinguishable according to AUC. Given that, we see that spatial dependences

are bene�cial to the model, as it increases the amount of information available for

predictions.

5.4 Summary and Discussion

In this chapter, we propose many candidate GP-based models for DIR forecasting.

All models were based on the characterization performed on Chapter 4, which in-

dicated that an appropriate covariance function for dengue data would exploit local

dependences, seasonality and association with climate. Additionally, we also intro-

duced spatial dependences, exploiting the notion that dengue fever outbreaks are not

geographically isolated events.

We began by proposing a general formulation, which led to a three-part covari-

ance function composed of a local, a quasi-periodic and a climate-related components.
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Figure 5.10. Comparison between DGP with and without spatial dependences
according to all three evaluation metrics. Each symbol represents a city and color
and shape indicate the highest incidence level achieved by the corresponding city.
The solid black line indicates equal performance between models. Cities above
the solid line indicate higher values obtained by ignoring spatial dependences,
while cities below the line indicate higher values obtained by enforcing spatial
dependences.

Table 5.3. Di�erence according to each evaluation metric between DGP in its
best con�guration (temporal-only, S = 10 and empirical approximation of KC)
and alternative formulations.

Candidate
Formulation

Evaluation
Metric

Di�erence Between Proposal
and Alternative Formulations

Number of
Cities Where
Proposal Wins95% Conf. Interval Median

Temporal-only,
S = 1,

Emp. Matrix

Correlation [0.037, 0.061] 0.049 200 (67%)
NMAE [-0.148, -0.120] -0.133 280 (94%)
AUC [-0.008, 0.001] -0.004 76 (42%)

Temporal-only,
S = 10,

Opt. Matrix

Correlation [0.039, 0.054] 0.047 231 (78%)
NMAE [-0.032, -0.025] -0.028 250 (84%)
AUC [-0.003, 0.005] 0.001 90 (50%)

Complete model,
S = 10,

Emp. Matrix

Correlation [0.600, 0.662] 0.634 294 (99%)
NMAE [-0.238, -0.198] -0.217 297 (99%)
AUC [0.357, 0.389] 0.373 176 (97%)

We then investigated if each component in the general formulation proposed was indeed

necessary, as well as compare it with another similar covariance function proposed in

the literature, known as spectral mixture kernel, which has the advantage of being able

to exploit multiple seasonality e�ects. Our experiments indicated that all three compo-

nents are bene�cial and increased the accuracy of the model on at least one evaluation

metric, con�rming hypothesis usually exploited in the dengue literature. Besides that,

our experiments also indicated that a single seasonality e�ect was su�cient to model

our dengue data, and including more seasonality e�ects led to worse results, possibly
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Table 5.4. Time required for hyperparameter optimization and inference for
variants studied.

Con�guration / Time (s)
Model mean std

Temporal-only,
3218 79

S = 1, Identity Matrix
Temporal-only,

370 9
S = 10, Emp. Matrix

Temporal-only,
10,658 62

S = 10, Opt. Matrix
Complete model,

52,576 1,698
S = 10, Opt. Matrix

due to over�tting. Considering the relatively short period of time under study, this

result was not surprising. However, using spectral mixture may be bene�cial if a longer

period of time is modelled, as it may be useful in modelling seasonality e�ects due to

variation of immunological properties of the population.

We then moved to the study of the spatial component, represented by a inter-

cities covariance matrix KC , which explicitly indicates the covariance between cities.

Our �rst �nding was that allowing spatial dependences between cities according to the

correlation between their DIR values led to better results than simply enforcing spatial

dependences according to distance. This is an interesting �nding since distance-based

spatial structures are very common in dengue literature. However, in a world that

becomes more and more connected, with more accessible fast means of transportation,

distance is no longer a good proxy for the interaction between two areas. In this context,

the fact that our methodology is capable of automatically identifying relevant spatial

associations is very interesting, as these associations tend to become more complex

and, consequently, harder to analyze. Another important insight obtained through the

experiments is that DGP with small clusters outperformed DGP with larger clusters,

indicating that using a small, but carefully selected, set of spatial dependences leads to

higher accuracy. Finally, we observed that the proposed strategies for reducing compu-

tational e�ort required for inference not only reduced the time used for hyperparameter

optimization and issuing predictions, but also lead to more accurate predictions. The

main reasons behind these results were the reduction of dimensionality for hyperpara-

menter optimization and the high spatial heterogeneity, which does not allow enforcing

an uniform e�ect for climate features for all Brazilian cities under study.

After analyzing all experiments shown in this chapter, we concluded that the

best formulation for DGP would be temporal-only and follow Equation 5.4, where
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the inter-cities covariance matrix KC is block-diagonalized according to Algorithm 5.1

with maximum cluster size S = 10 cities and its entries are �xed using an empirical

approximation based on available training data. Having arrived at the �nal model,

the next chapter will introduce additional experiments to assess the accuracy of DGP

when compared to other models previously proposed for DIR prediction. A more

detailed study of the predictions and the hyperparameters obtained by DGP will also

be available in the next chapter.





Chapter 6

Experimental Analysis

In Chapter 5, we discussed our proposed model for DIR modelling, named DGP. In

this chapter, we assess the accuracy of the proposed model by comparing it with three

previously proposed models for DIR forecasting. Then, we provide a deeper analysis

of predictions and hyperparameters obtained by DGP.

6.1 Comparison Between DGP and Previous

Models

The experiments in Chapter 5 were intended to de�ne the covariance function used in

DGP, as well as tune some parameters, such as the maximum size for clusters of cities,

required for the proposed methodology. However, it is still necessary to compare the

accuracy of predictions provided by DGP with those provided by previously proposed

approaches. For that, we selected three models based on the works we found in the

dengue literature:

• Linear Model (LM): the �rst approach is a simple linear model based on

climate-related covariates, namely weekly average temperature, rainfall and rela-

tive humidity. To avoid predictions of negative values, DIR values are previously

log-transformed.

• Autoregressive Model (AR): the second approach is a �rst order autoregres-

sive model ys,t = β0 + β1ys,t−1 + ε, where ε ∼ N (0, σ2) and ys,t denotes the

log-transformed DIR value at city s during week t.

• Negative Binomial Model (NB): the third approach is a negative binomial

model based on Lowe et al. [2013], which proposes a model speci�cally designed

65
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for predicting DIR in Brazilian cities:

DIRs,t ∼ NegBin(µs,t = esρs,t, κ) (6.1)

log(ρs,t) = α +
3∑
j=1

βjxjst +
2∑
j=1

γjwjs + δzst + ωMonth(t) + φs + νs

α ∼ U(−∞,+∞)

βj ∼ N (0, 106)

γj ∼ N (0, 106)

δ ∼ N (0, 106)

ω1 = 0, ωMonth(t)|ωMonth(t)−1 ∼ N (ωMonth(t)−1, σ
2
ω), Month(t) = 2, ..., 12

φs ∼ N (0, σ2
φ)

νs|νj 6=s ∼ CAR(σ2
ν)

τω = 1/σ2
ω ∼ Gamma(0.5, 0.0005)

τφ = 1/σ2
φ ∼ Gamma(0.5, 0.0005)

τν = 1/σ2
ν ∼ Gamma(0.5, 0.0005)

κ ∼ Gamma(0.5, 0.0005)

Since it was originally proposed to work with monthly data at micro-region level,

we adapted it to work on weekly data at municipality-level by transforming av-

erages over 3 and 4 months into averages over 13 and 17 weeks, respectively. In

Equation 6.1, es stands for the expected DIR at city s, calculated as the multi-

plication between the global dengue risk and the population size of city s. The

variables xjst are climate covariates for city s and week t: rainfall (j = 1) and tem-

perature (j = 2) averaged over 13 weeks, and Oceanic Niño Index (ONI) (j = 3)

averaged over 17 weeks. The variables wjs are altitude (j = 1) and population

density (j = 2), while zst is given by log
(
DIRs,t

es

)
, ωMonth(t) is an auto-regressive

term and φs allows for unstructured spatial variance. Structured spatial variance

is provided by the conditional auto-regressive term νs, where the neighborhood

function was modi�ed to consider cities within 500 km of each other as neighbors.

Finally, κ allows for overdispersion.

Note that we have not included here more sophisticated non-parametric regression

techniques, such as support vector regression (SVR). This decision was motivated by

two major facts. First, we would like to compare the proposed model with commonly
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used techniques in dengue literature, as indicated in our literature review. Second,

these methods tend to generate black-box models, that is, models whose predictions

are very hard to understand, leading to non-interpretable models. These models are

not appropriate for EWS, since we cannot be sure if predictions are based in scienti�c

knowledge, violating the principles for designing appropriate warning services.

Figure 6.1 shows the comparison between DGP and the three previous models

according to the three evaluation metrics used in this study. When compared to all

models, DGP obtained statistically better results on all metrics, with better predictions

for at least 83% of the cities under study. Table 6.1 shows the numeric values obtained

by each model.

Table 6.1. Di�erence according to each evaluation metric between DGP and
alternative models.

Model
Evaluation
Metric

Di�erence Between DGP and Baseline Number of Cities
Where DGP Wins95% Conf. Interval Median

LM
Correlation [0.300, 0.346] 0.323 283 (95%)
NMAE [-0.161, -0.135] -0.147 291 (98%)
AUC [0.157, 0.192] 0.174 173 (96%)

AR
Correlation [0.103, 0.131] 0.116 270 (91%)
NMAE [-0.159, -0.132] -0.145 289 (97%)
AUC [0.028, 0.046] 0.036 151 (83%)

NB
Correlation [0.523, 0.591] 0.557 290 (97%)
NMAE [-1.918, -1.007] -1.456 298 (100%)
AUC [0.394, 0.413] 0.404 180 (99%)

Previous experiments showed that the introduction of spatial dependences im-

proved our model. However, this does not seem to be the case for NB. In order to

better understand why DGP was better on virtually every city, we analyzed the ef-

fects of climate in spatially-aware NB and spatially-unaware NB. When using spatial

e�ects, we �t a single model instead of a model per city, while that spatially-unaware

NB is �tted for each city individually. When we compare coe�cients for climate-related

variables, we noticed a huge variation when cities are modelled independently. This

strengths our hypothesis that climate e�ects su�er from high spatial heterogeneity.

Figure 6.2 shows an example of the city of São José dos Campos, in São Paulo, where

NB obtained a correlation of 0.86 when �tted independently and a correlation of 0.00

when jointly �tting all cities. Note that distributions vary drastically, even changing

signs. This is a very illustrative example of when parametric models may fail: by

assuming a parametric form, NB forced all cities to have similar e�ects on climate.

In contrast, temporal-only DGP assumes the same prior distribution over all

cities, a much looser assumption. Thus, it is capable of dealing with spatial hetero-



68 Chapter 6. Experimental Analysis

●

●

●

●
●

●●

●
●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●
●

●

●
●●

●

●

●
●

●
●
●

●

●

●●

●
●

●

●

●

●
●

●

●

●

●●

●

●●

●
●

●
●

●

●

●

●●
●

●

●

●

●

●

●

●
●

●
●

●
●

●

●●●
●

●

●

●

●

●

●

●●

●

●
●

●

●
●

●

● ●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

● ●

● ●

●

●
●

●

●●

●
●

●

●
●

●

●

● ●

●

−0.5 0.0 0.5 1.0

−
0.

5
0.

0
0.

5
1.

0

DGP vs LM
Correlation Coefficient

DGP

LM

● High incidence
Medium incidence
Low incidence

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●
●

●

●●

● ●●
●

●
●

●

●

●●
●

●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●●

●

●
●

●

●

●

●

●

●

●●
●

●
●

●
●●

●

●
●

●

●

●●
●

●

●

●

●●

●

●

●

●
●●

●
●

●

●

●

●●

●

●

●

●

●
●

●

●

●
●

●

●
●●

●
●●

●

●

●
●

●

●

●

●
●

●

●●

●
●
●

●

●●

●
●

●
●

●

●●

●

●
●

●●●

●

● ●

●

● ●
●

−0.5 0.0 0.5 1.0
−

0.
5

0.
0

0.
5

1.
0

DGP vs AR
Correlation Coefficient

DGP

A
R

● High incidence
Medium incidence
Low incidence

●●

●

●●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

● ●

●
●

●

●

●
●

●

●

●

●
●

●

●

● ●

● ●

●

●

● ●

●●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
● ●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●●●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●
●

●●

●

●
●

●

●

●●

●

●

−0.5 0.0 0.5 1.0

−
0.

5
0.

0
0.

5
1.

0

DGP vs NB
Correlation Coefficient

DGP

N
B

● High incidence
Medium incidence
Low incidence

●
● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●●

●

●

●

●

●

●

●
●

●

●

● ●

●●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●
●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●●●

●

●

●

●

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

DGP vs LM
NMAE

DGP

LM

● High incidence
Medium incidence
Low incidence

●
● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●●

●

●

●

●

●

●

●
●

●

●

● ●

●●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●
●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●●●
●

●

●

●

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

DGP vs AR
NMAE

DGP

A
R

● High incidence
Medium incidence
Low incidence

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●●

●

●

●

●●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

0.0 0.2 0.4 0.6 0.8 1.0
0.

0
0.

2
0.

4
0.

6
0.

8
1.

0

DGP vs NB
NMAE

DGP

N
B

● High incidence
Medium incidence
Low incidence

●●

●

●

●●
●

●

●●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●
●

●

●

●

●

●

●
●

●
●

●

●
●

●
●
●

●

●

● ●
●

●
●

● ●

●

●
●

●●

●
●

●

●
●

●

●
●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●●

●

●
●

●

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

DGP vs LM
AUC

DGP

LM

● High incidence
Medium incidence

●●

●

●

●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●
●● ●

●

●

●

●

●●

●

●

●
●

●

●
●

● ●

●
●

●
●

●
●

●
●

●●
●

●
●
●

●

●

●

●

●
●

●

● ●●

●
●

●

●

●
●
●
●
●

●

●

●
●●

●

●

●●
●

●

●

●

●

●

●

●●
● ●●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●
●

●

●

●

●●

●

●

●

● ●

●

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

DGP vs AR
AUC

DGP

A
R

● High incidence
Medium incidence

●●

●

●
●● ●●●

●

●

●

●

●
●● ●

● ●● ●
●
●

● ● ●

●
●

●●

●●●●
●

●

●●
●● ●
●

●

●

●
●● ● ●●●● ●●●●●● ● ●●●

●
●

●

● ●

●

●●
●

●

●●●●●● ●●● ●
●

● ●●● ●
●
●

●

●
●

●●●● ●
●

●

● ●● ●● ●●●●●● ●

●
●

●● ●●● ●●

●

● ●
●

● ●●●
●

●●●

●

●
●

●●

●
●

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

DGP vs NB
AUC

DGP

N
B

● High incidence
Medium incidence

Figure 6.1. Comparison between DGP, LM, AR and NB according to all three
evaluation metrics. Each symbol represents a city and color and shape indicate
the highest incidence level achieved by the corresponding city. The solid black line
indicates equal performance between models. Cities above the solid line indicate
higher values obtained by LM, AR or NB , while cities below the line indicate
higher values obtained by DGP.

geneity in a much more e�ective way than NB. Alternatives for improving NB would be

�tting independent coe�cients per city, or clustering coe�cients that should be simi-

lar. The former approach leads to a potentially large increase in parameters, while the

latter requires a careful analysis of data, specially when the number of e�ects included

in the model is large.
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Figure 6.2. Posterior distribution of climate-related e�ects for the city of São
José dos Campos, São Paulo, when NB is �tted per city (black line) or jointly
with all cities (red line).

6.2 Analysis of Hyperparameters and Predictions

We now provide an analysis of hyperparameters obtained after likelihood maximization

and predictions obtained under temporal-only DGP model.

Table 6.2 shows the optimized hyperparameters obtained. The hyperparameters

σloc and σqp indicate the strength of local and quasi-periodic components, respectively.

By comparing both values, we observed that the quasi-periodic signal is stronger than

the local signal, reinforcing the hypothesis that seasonality provides useful information

for DIR forecast. The hyperparameters `loc and `qp, on the other hand, are related to

the decay of local and quasi-periodic signal, that is, how fast each signal vanishes as

a function of time. The low value obtained for `loc shows that local component signal

decays quickly, with only weeks within 2-weeks distance of each other obtaining high

correlation (above 0.5). This shows how challenging forecasting DIR with 4 weeks in

advance can be, as we are not provided with the most informative data. The value of `qp
is approximately of half a year, indicating that, although the quasi-periodic component

is responsible for the major part of the total covariance signal, it decays fast enough

that weeks separated by one year will still have relatively low covariance when compared

to nearby weeks. Finally, the periodicity of quasi-periodic signal is approximately of 1

year, exploiting the annual seasonality previously observed in dengue data.

Table 6.2. Hyperparameters obtained by DGP.

Hyperparameter `loc σ2
loc `qp σ2

qp `per p

Value 2.3572 0.12244 24.323 0.42781 0.77978 56.993

Figure 6.3 shows the cumulative distribution of each evaluation metric, consid-

ering the 298 cities under study. It indicates the proportion of cities that obtained
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a result according to a given metric lower or equal to a given value. For correlation

coe�cient and AUC, which are intended to be maximized, the more to the right the

curve is, the better. For NMAE, the reasoning is the opposite. It is possible to see that

approximately 80% of the cities obtained correlation above 0.5, while approximately

the same proportion obtained NMAE below 0.5. When considering AUC, more than

90% of the cities obtained value above 0.8.
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Figure 6.3. Empirical cumulative distribution function for each evaluation met-
ric.

Figure 6.4 shows the spatial distribution of results obtained by DGP according

to all three evaluation metrics. Considering both correlation coe�cient and AUC,

we observed an approximately uniform spread, with good results obtained all over

the country. The only exception would be the South region, specially the states of

Santa Catarina and Rio Grande do Sul, where no city obtained correlations above

0.75. This region is the least a�ected region of the country considering DIR, leading a

large proportion of cities that never reached medium or high incidence. According to

NMAE, we observed that the best results were concentrated in North and Northeast

region. Figure 6.5 shows a quantitative analysis of the spatial distribution of results,

con�rming the analysis obtained through Figure 6.4.

Finally, Figure 6.6 shows a more qualitative view of predictions obtained by DGP

for the six Brazilian capital cities most a�ect by dengue fever. Note that predictions fol-

low a similar pattern to real values, which are almost always within the 95% con�dence

interval. Exceptions occurred in abrupt increases in DIR, such as in the beginning of

2013 in Belo Horizonte, where DGP may issue underestimated predictions.
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Figure 6.4. Spatial distribution of evaluation metrics per city obtained by DGP.
Each symbol denotes a city, with color and shape associated to the value obtained
in each metric on the corresponding city.
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Figure 6.6. Predictions issued for the six Brazilian capital cities with highest
DIR values. The black line indicates real values, while the blue line show the
predictions obtained. The blue shaded area indicates the 95% con�dence interval.

6.3 Summary and Discussion

In this chapter, we exposed and discussed some experiments designed to evaluate the

accuracy of the proposed model. Besides that, we performed an analysis on hyperpa-

rameters and predictions obtained by DGP.

When assessing the accuracy of DGP, we compared it with three previously pro-

posed approaches for DIR modelling: a linear, an autoregressive and a negative binomal

model, the last one being speci�cally proposed for DIR modelling in Brazilian cities.

We then veri�ed that DGP outperformed all alternative models on all evaluation met-
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rics. NB obtained results particularly bad, showing again the result of ignoring spatial

heterogeneity, on a very illustrative example of how parametric models may fail if not

applied carefully.

In the end, we took a deeper look on hyperparameters and predictions obtained

by DGP. The set of hyperparameters obtained showed the relevance of quasi-periodic

component, which was the main contributor the total covariance signal. It also revealed

the di�culty of predicting DIR with 4 weeks in advance: we are not allowed access

to the most informative data, which would be weeks nearby to the week for which

prediction is being made. Our proposed model obtained good overall results, specially

when considering AUC. For this evaluation metric, more than 90% obtained values

above 0.8, which indicates a very good trade-o� between true positive and false positive

rate. By looking at the spatial distribution of accuracy, we observed that, for correlation

and AUC, spatial location is not signi�cantly associated to accuracy. However, when

considering NMAE, cities from the North and Northeast obtained the best results.

Finally, we showed predictions obtained by the six Brazilian capital cities most a�ected

by dengue fever, which demonstrated that predictions follow the expected behavior. A

limitation seem to be very abrupt DIR peaks, where the model captures the growing

trend, but has di�culties in estimating the correct value, leading to underestimated

predictions.

Another limitation of the proposed model is the fact that it assumes that epidemi-

ological data is provided on real-time. In other words, at week t predictions relative

to week t+ 4 are issued using information associated to weeks 1 to t. A more realistic

scenario would consider that, at week t, only epidemiological data up to week t − β,
β > 0, would be available, due to the time necessary for epidemiological data to be

ready for public use. In the next chapter, we propose a general framework to deal with

delayed epidemiological data using online data sources aimed to mitigate this issue.





Chapter 7

Using Proxies for Epidemiological

Data

In Chapter 5, we proposed a model for forecasting DIR at Brazilian cities. However, a

major assumption of this model is that epidemiological data is provided in real-time.

Therefore, at week t, we use data available up to week t to forecast DIR during week

t+ β, where β is the antecedence for which predictions are required. In particular, the

experiments conducted in Chapters 5 and 6 assumed β = 4 weeks. Epidemiological

data, however, requires time for being available even for governmental authorities, since

cases need to be con�rmed and information needs to propagate from local health care

units to federal authorities. Hence, data from time t is not always available to make

predictions with β weeks in advance.

A simple approach for dealing with this issue is to use only delayed epidemiological

data available at time t. Thus, if epidemiological data requires γ weeks to be ready

to use, γ > 0, predictions would be made with β + γ weeks in antecedence. This

approach, however, leads to a potential decrease in accuracy, specially if γ is large, since

predictions would be issued in practice with a much higher antecedence. Consequently,

the model would not have access to up-to-date data, which is typically considered as

highly informative data [Dom et al., 2013; Eastin et al., 2014].

An alternative approach would be to use a real-time related data source as a

proxy for epidemiological data. As indicated in Chapter 3, some works have already

used online data, such as Twitter or Google data, to model dengue data [Gomide et al.,

2011; Althouse et al., 2011; Souza et al., 2015]. However, the focus of these works were

to provide real-time estimates of dengue data, and not to use it in a predictive model.

In this chapter, we present two approaches for building predictive models using online

data without assuming that epidemiological data is provided in real-time. First, we

75
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discuss the two proposed approaches. Then, we conduct experiments to �nd parameters

associated to the approaches and to compare between the two proposals. Finally, we

compare them to the simple approach discussed above, which simply makes predictions

with higher antecedence.

For discussing our approaches for incorporating online data into predictive epi-

demiological models, we assume that t denotes the current moment in time. We also

de�ne delayed epidemiological data as data associated to time between t−γ and t, that

is, data that is not available at time t because of the delay associated to the difusion of

epidemiological data. We de�ne future epidemiological or future online data as any epi-

demiological or online data associated to time t′ > t. Finally, we call a epidemiological

data collection as up-to-date if it contains epidemiological data up to week t.

7.1 Two Approaches for Incorporating Online Data

We propose two approaches for mitigating the problem of the lack of up-to-date epi-

demiological data by exploiting online data, such as data from Twitter. The �rst

approach estimates delayed epidemiological data up to the current moment in time us-

ing a relationship between epidemiological and online data (such as the one presented

in Chapter 4) and then uses a traditional epidemiological predictive model to forecast

future epidemiological data, which now has access to up-to-date noisy epidemiological

data. The second approach, in turn, �rst estimates future online data, and then uses

these estimates to forecast future epidemiological data, as detailed below.

7.1.1 Hybrid Approach

The �rst approach, which we call a Hybrid Approach (HA), deals with the problem

of delayed epidemiological data by (i) estimating delayed epidemiological data up to

current time t using a relationship, such as a linear or polynomial dependence, between

epidemiological and online data; and (ii) deciding whether to use estimated delayed

epidemiological data or not to forecast future epidemiological data. The second step

is relevant since the former predictions can have high levels of uncertainty, which may

be detrimental for the accuracy of the predictive model. We highlight that, although

it would be possible to use uncertainty associated to estimates instead of applying a

binary decision of using or not estimates, incorporating distinct uncertainty for training

points would lead to a heteroskedastic model, violating the structure necessary for

better exploiting Kronecker structure. The approach is called hybrid because it can
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simply ignore online data if it is too uncertain or use a hybrid model that considers

both types of information simultaneously when appropriate.

This approach has three main components, the �rst and third being predictive

models, as presented in Figure 7.1. The predictive model in component (i) takes

online data as a covariate and epidemiological data as the response variable, outputting

delayed epidemiological data. The second component decides whether estimates of

delayed epidemiological data from online data are safe to use, i.e., if the uncertainty

associated to estimates is low. This module is interesting because uncertain estimates

may introduce extra noise to the training set of the traditional EWS, which can be

detrimental. The simplest way to de�ne when to use information from which model is

to use an uncertainty estimation threshold. Finally, the predictive model in component

(iii) takes information associated to epidemiological data (e.g., temperature, rainfall,

time of the year) as covariates and outputs future epidemiological data as the response

variable, using estimated delayed epidemiological data if they are safe to use.

Epidemiological 
Data

(time 1 to t - )

Online Data
(time 1 to t)

(i) Model for 
Epidemiological 
Data Prediction

(ii) Will 
use 

estimates
?

(iii) Model for 
Epidemiological 
Data Prediction

Estimated 
Future 

Epidemiological 
Data

Yes

Figure 7.1. Three-step hybrid approach proposed for using Twitter data to
improve epidemiological predictive models for EWSs. Gray boxes represent the
approach components.

This approach has two major advantages. First, it employs traditional models

used by EWSs without requiring any modi�cation for the �nal prediction. Second,

it o�ers �exibility for us to easily introduce any module responsible for de�ning when

estimates of epidemiological data are going to be used, even if other online data sources

are added to the framework.
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7.1.2 Online-only Approach

Assuming there exists a strong relationship between online and epidemiological data, an

alternative approach is to �rst forecast future online data. Based on these estimates, we

can estimate epidemiological data not only with delayed data, but with �future� data.

This is the main reasoning behind the second proposed approach, named Online-only

Approach (OA), described in Figure 7.2.

This approach is composed of two components, both predictive models. Com-

ponent (i) is a model for online data prediction that takes a online data time series

as input and outputs as the response variable future online data. Component (ii) is

a model for epidemiological data prediction that takes current and future online data

as covariates and epidemiological data as the response variable, and outputs future

epidemiological data. The rationale behind this approach is that, instead of estimat-

ing delayed epidemiological data which is then used to feed EWSs, we could directly

exploit the dependencies between online and epidemiological data.

Epidemiological 
Data

(time 1 to t - )

Online Data
(time 1 to t)

(i) Model for 
Online Data 
Prediction

(ii) Model for 
Epidemiological 
Data Prediction

Estimated 
Future 

Epidemiological 
Data

Figure 7.2. Two-step online-only approach proposed for using Twitter data to
improve EWSs for dengue fever. Gray boxes represent the approach components.

This approach is more objective than the �rst one in the sense that it directly

exploits the association between the two data sources. Besides that, dependencies

between epidemiological and online data are typically simpler than dependencies ex-

ploited in traditional EWSs. For instance, Gomide et al. [2011] identi�ed a simple

linear relationship between the amount of dengue-related tweets and dengue fever inci-
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dence in Brazil. Thus, if future online data can be predicted accurately, this approach

can lead to better results.

7.1.3 Components Speci�cation

The two approaches previously presented have components that may be speci�ed in

very di�erent ways and that are problem-dependent, being able to be instantiated in

epidemiological scenarios di�erent from those of dengue, which is the case study in

this thesis. For this work, we de�ne that epidemiological data consists on weekly DIR

values and online data consists on the weekly number of dengue-related tweets. For

HA, we need to de�ne a traditional EWS prediction model, a model for DIR prediction

and a strategy for deciding when to use estimated DIR. For OA, we need a model for

online data prediction and a model for predicting future DIR. Since we are going to

use the same model for DIR predictions in both approaches, this leaves us to de�ne

four components, which are described below.

Traditional EWS DIR Prediction Model Based on the results presented in the pre-

vious chapters, we used temporal-only DGP described in Chapter 5 as the traditional

prediction DIR model for EWS.

DIR prediction models using online data The main goal of this component is to

provide DIR prediction models with estimates of delayed DIR data by exploiting Twit-

ter data, a real-time data source. Based on the linear relationship observed between

Twitter and dengue data in Brazil in previous works [Gomide et al., 2011; Souza et al.,

2015] and on the predictive power of GPs for dengue data, we opted for modelling

dengue data as a GP equipped with a linear kernel over the number of dengue-related

tweets observed at a given city during a given week. We followed the decision in

Chapter 4 and applied a logarithmic transformation on the epidemiological data. This

was done to avoid modelling count data with a Gaussian distribution, which may be

inadequate, requiring an appropriate transformation.

More formally, let DIRs,t denote the DIR at city s during week t, ys denote the

mean of log-transformed DIR values for city s and xs,t denote the number of dengue-

related tweets observed at city s during week t. Then, the proposed model for inference

of missing epidemiological data is given by

DIRs,t = exp(ys,t + ys)− 1 (7.1)

ys,· ∼ GP
(

0, k(xs,i, xs,j) = σ2
f +

xs,i ∗ xs,j
`2

+ δijσ
2
n

)
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where σf , ` and σn are hyperparameters learned from data via likelihood maximization,

σf allows for a bias term in the linear relationship between Twitter and epidemiological

data, ` controls the impact of Twitter data and σn allows for noise-corrupted observa-

tions.

Deciding whether to use estimated DIR In order to avoid using poorly estimated

DIR values from online data, which could introduce noise into epidemiological data, we

de�ned an extra module to HA responsible for deciding whether estimated epidemio-

logical data is going to be useful or not. Since we are assuming a linear relationship

between Twitter and dengue data, we opted for using a threshold based on the cor-

relation between epidemiological and Twitter data. Whenever the correlation exceeds

a threshold, estimated data from the model trained with online data is considered.

Otherwise, only real dengue data is used.

A possible strategy for de�ning appropriate values for the threshold is to perform

a regression of the di�erences in accuracy obtained when using a model that accounts

only for real epidemiological data and a model that always considers estimates of

epidemiological data as a function of correlation between epidemiological and Twitter

data. Given the regressed function, we can estimate for which correlation values it is

better to use estimates of DIR values and for which it is not. A more rigid formulation

would be to use estimates only when a city has a 0.95 probability of being higher than

zero according to the regressed function.

Model for online-data prediction The work of Gomide et al. [2011] indicated that

epidemiological and number of dengue-related tweets presented similar temporal pat-

terns. Based on this, we propose to use the same model for epidemiological dengue

data, as indicated in Chapter 5.

7.2 Experimental Results

In this section, we empirically evaluate the accuracy obtained by both approaches and

compare it to simply enlarging the antecedence which predictions are issued. Before

that, however, we have to �nd an appropriate threshold for HA to decide whether to

use estimated DIR values or not. For all these experiments, we assume a delay for

epidemiological data to be available of approximately 2 months (8 weeks). In the end,

we included a study of impact of this delay.
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7.2.1 Determining the Threshold for Using the Hybrid

Approach

Our �rst experiment was conducted in order to obtain estimates of the threshold to

be used for deciding whether to use estimates of epidemiological data under the HA.

For that, we de�ned two versions of HA representing two extreme behaviors. The �rst,

named as Hybrid Approach - Never Estimates (HAnE), makes predictions using only

real epidemiological data, and Twitter data is omitted. This implies that predictions are

made not with 4 weeks in advance, but with 12 weeks in advance, since epidemiological

data is delayed by 8 weeks. The second model, named as Hybrid Approach - Always

Estimates (HAaE), uses Twitter data to estimate missing DIR values for all cities and

then uses these estimates to feed DGP to estimate DIR with 4 weeks in advance. Note

that these versions di�er only on the module for deciding whether to use estimated

DIR values: the former never uses them, while the latter always uses them.

Figure 7.3 shows the di�erence observed for each city between HAaE and HAnE

as a function of the total number of dengue-related tweets observed for the correspond-

ing city and the correlation between epidemiological and Twitter data. Positive values

indicate a higher value obtained by the former, while negative values indicate the op-

posite. Note that NMAE is intended to be minimized, while correlation and AUC are

intended to be maximized. The �gure leads to some conclusions. First, we observed

that for some cities it is better to use HAaE, while for others it is better to use HAnE.

This seems to be associated with the total number of tweets and the correlation be-

tween the two data sources in the sense that, the higher the volume of tweets and

the correlation, the more bene�cial it is to use estimated DIR values according to the

evaluation metrics. Second, we observed that for both volume of tweets and correlation

between Twitter and dengue data we obtained similar patterns, indicating that the two

measures are highly associated. However, patterns obtained as a function of correla-

tion were more well-behaved and exhibited less variability. Finally, we observed that

di�erences in AUC followed a linear pattern, while di�erences in correlation (when

considering number of tweets) and NMAE followed a less clear, more sophisticated

pattern.

Given these observations, we opted for a linear regression to model the relation-

ship between the di�erences in AUC and the correlation between dengue and Twitter

data, obtaining the values in Table 7.1. Using these estimates, we calculated the two

threshold values indicated previously: the point where the regressed function crosses

the x-axis and the point where the regressed function is greater than zero with 0.95

probability. We obtained the threshold values of 0.42 and 0.49, respectively.
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Figure 7.3. Impact of the number of dengue-related tweets and correlation be-
tween epidemiological and online data for each city on the di�erence of accuracy
between HAaE and HAnE. Each symbol represents a city and color and shape in-
dicate the highest incidence level achieved by the corresponding city. The dashed
line indicates equal performance. Points above this line indicate higher values
obtained by HAaE, while points below the line indicate higher values obtained by
HAnE.

Table 7.1. Estimated coe�cients for linear regression of di�erence in AUC over
correlation between Twitter and dengue data.

Estimated Value Standard Error
Bias -0.219 0.038

Correlation 0.515 0.082

7.2.2 Comparison Between Online-only and Hybrid

Approaches

After obtaining estimates for the threshold value, we can now compare the results

obtained by the two proposed approaches. We evaluate two versions of HA, using the

two threshold values. To di�erentiate between these two versions, we denote HA using

the larger threshold value as Con�dent Hybrid Approach (cHA). We also name the OA

using Twitter data as OAT.

Figure 7.4 shows a comparison between OAT, HA and cHA. For the top �gures,
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Figure 7.4. Comparison between the two proposed approaches. The x-axis and
y-axis are related to the value achieved using a given evaluation metric and a given
approach. Each symbol represents a city and color and shape indicate the highest
incidence level achieved by the corresponding city. The diagonal line indicates
equal performance. Points above this line indicate higher values obtained by
OAT, while points below the line indicate higher values obtained by HA or cHA.

points below the diagonal line indicates higher accuracy. For the bottom �gures, points

above the diagonal line indicates higher accuracy. The �gure shows that, specially

considering AUC, HA and cHA obtained better results, indicating that HA outperforms

OAT. We believe there are two major reasons behind this result. First, HA is more

�exible in the sense that it can ignore estimated DIR values using Twitter data when

they are poorly estimated. OAT, on the other hand, always uses Twitter data, even

when its relationship with epidemiological data is not very clear. Second, Twitter data

can be very hard to predict, as it is typically much noisier than epidemiological data.

7.2.3 Evaluation of the Proposed Approaches

We now focus on the accuracy of the proposed approaches when compared with HAnE

and HAaE, called the stand-alone models. We use the two versions of the proposed

approaches that obtained better results in the previous analysis, HA and cHA. Figure

7.5 shows graphically the comparison between stand-alone and hybrid models according
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Table 7.2. Di�erence according to each evaluation metric between HA and OAT.

Di�erence w.r.t OAT Number of Cities
Where OAT Loses95% Conf. Interval Median

HA
Correlation [0.147, 0.218] 0.183 220 (74%)
NMAE [-0.003, -0.002] -0.002 230 (77%)
AUC [0.136, 0.195] 0.164 154 (85%)

cHA
Correlation [0.150, 0.225] 0.187 217 (73%)
NMAE [-0.003, -0.002] -0.003 231 (78%)
AUC [0.125, 0.186] 0.153 149 (82%)

to evaluation metrics while Table 7.3 shows the output of a paired Wilcoxon test

used to compare between models. When compared to HAnE, HA and cHA were not

statistically superior than simply extending predictive antecedence. However, both

versions outperformed HAnE when considering AUC. Di�erences were more noticeable

when comparing HAnE with HA, due to the fact that the latter uses Twitter data

more frequently than cHA. When considering HAaE, di�erences were noticeable when

considering correlation and NMAE. HA and cHA obtained similar accuracy, so for the

following analysis we are going to use cHA.

Table 7.3. Di�erence according to each evaluation metric between HA and
stand-alone models.

Di�erence w.r.t. HAnE Di�erence w.r.t. HAaE
95% Conf. Interval Median 95% Conf. Interval Median

HA
Correlation [-0.102, 0.021] -0.039 [0.119, 0.247] 0.182
NMAE [-0.001, 0.000] 0.000 [-0.010, -0.004] -0.006
AUC [0.027, 0.112] 0.068 [-0.001, 0.150] 0.074

cHA
Correlation [-0.111, 0.035] -0.035 [0.101, 0.216] 0.157
NMAE [-0.001, 0.000] 0.000 [-0.007 -0.003] -0.005
AUC [0.037, 0.136] 0.084 [-0.023, 0.094] 0.034

For the following analysis, we classify each city as a win or a loss, where a

win happens whenever cHA correctly chooses to use estimated DIR values or not.

Figures 7.6 shows the spatial distribution of wins and losses, while Figure 7.7 shows

the proportion of wins strati�ed by Brazilian regions. We could not observe any clear

spatial pattern or dramatic di�erences between regions, indicating that the proposed

methodology is safe to be applied to any region of Brazil.

Figure 7.8 shows the distribution of number of dengue-related tweets and its

correlation with epidemiological data strati�ed by wins and losses. Again, we do not

observe any clear pattern, indicating that the proposed methodology is robust to the

amount and quality of online data.
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Figure 7.5. Comparison between hybrid approaches and stand-alone models.
Each symbol represents a city and color and shape indicate the highest incidence
level achieved by the corresponding city. The solid black line indicates equal
performance between models. Cities above the solid line indicate higher values
obtained by stand-alone models, while cities below the solid line indicate higher
values obtained by hybrid approaches.

7.2.4 Impact of Epidemiological Data Delay

All previous experiments assumed that epidemiological data would be available with a

8-week delay. However, this delay is expected to a�ect the proposed frameworks, as well

as HAnE, which corresponds to the simplistic approach that only extends antecedence
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Correlation
Loss
Win

NMAE
Loss
Win

AUC
Low Incidence
Loss
Win

Spatial Distribution of Wins/Losses Obtained by cHA

Figure 7.6. Spatial distribution of wins and losses obtained by cHA. Each point
denote a city, with color and shape indicating whether cHA chose correctly to use
estimated DIR values or not.

of predictions. In this section, we study the impact of this delay.

Figure 7.9 shows the di�erence in accuracy according to all three evaluation met-

rics between cHA and HAnE. Correlation and AUC exhibited a similar pattern, with

di�erences growing with larger delays. This is expected, since larger delays imply in

more outdated data available for HAnE. According to correlation, HAnE is better for

delays up to 4 weeks, both methods are similar for delays of 6 and 8 weeks, and cHA is

more appropriate for delays greater than 8 weeks. In contrast, according to AUC, cHA
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Figure 7.7. Proportion of wins/losses obtained by the cHA strati�ed by Brazilian
administrative region.
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Figure 7.8. Distribution of number of tweets and correlation between Twitter
and dengue data for cities where the proposed approach obtained better results
and where it obtained worse results.

is to be preferred for delays greater than or equal to 6 weeks. The remaining metric,

NMAE, exhibited only marginal di�erences between both approaches regardless of how

much epidemiological data is delayed.

7.3 Summary and Discussion

Many predictive epidemiological models require up-to-date data for making accurate

predictions. However, epidemiological data usually takes time to be publicly available,

as it may require time-consuming con�rmation tests or time to propagate through the
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Figure 7.9. Di�erence in each evaluation metric for predictions issued by cHA
and HAnE for epidemiological data delay ranging from 2 to 16 weeks. Positive
values indicate higher values achieved by cHA, while negative values indicate the
opposite scenario.

hierarchy of health authorities. On the other hand, online data sources provide data

in real-time and may be associated to the incidence of a given disease. Motivate by

this scenario, in this chapter we proposed to enrich the model proposed in Chapter 5,

DGP, to use Twitter data as proxy for epidemiological data. By doing so, we aimed to

maintain the predictive capability of DGP, while using it in a more realistic scenario

where epidemiological data is provided in a delayed fashion.

Two approaches were proposed in this chapter. The �rst approach, names Hybrid

Approach (HA), uses the number of online data to estimate missing epidemiological

data, which can be used posteriorly by DGP. The second approach, names Online-only

Approach (OA), forecasts future online data and exploits a linear relationship between

online and epidemiological data to predict future epidemiological data.

Assuming that epidemiological data is provided with delay of 8 weeks, we con-

ducted experiments to compare both proposed approaches and found that cHA obtains

more accurate predictions. We then compared cHA with a simple strategy that simply

extends the antecedence with predictions are made, �nding that HA obtains statisti-

cally better predictions when considering AUC, while obtaining similar results when

considering correlation and NMAE.

By evaluating the accuracy of cHA for varying delays associated to epidemiolog-

ical data, we veri�ed that cHA is indeed superior to other approaches for su�ciently

large delays. AUC were again the most bene�ted evaluation metric: cHA was superior

to not using online data for delays greater than or equal to 6 weeks. This reinforces

the validity of the proposal, since delays of more than one month are reasonable to be

expected.



Chapter 8

Conclusions and Future Work

Dengue fever is a mosquito-borne disease transmitted by females Aedes aegypti

mosquitoes that a�ects hundreds of millions of human beings worldwide. Although

case fatality rate is typically low with proper treatment, it causes social and economi-

cal burden in almost all tropical countries of the world. Particularly, Brazil contributes

to a signi�cant proportion of the global number of cases, being the most a�ected coun-

try in the Americas. Since vaccines or treatments for dengue fever are not yet available

for public use, control of the disease can only be done through suppression of vec-

tor population and quick identi�cation of new outbreaks. For the latter, appropriate

early warning systems are required. Therefore, the main goal of this work was the

development of a predictive model capable of e�ectively integrating an EWS.

According to Wiltshire [2006], an appropriate predictive model for EWS should

be able to a�rmatively answer the following three questions:

1. Are the right parameters being monitored?

2. Is there a sound scienti�c basis for making forecasts?

3. Can accurate and timely warning be generated?

Traditional models for DIR usually can obtain a�rmative answers for the �rst and

second questions, since they exploit parametric models based on known relationships

between dengue fever and other covariates. However, models used in this paradigm have

their complexity constrained by the number of parameters, being unable to model more

complex models even when more data is available.

Based on this reasoning and on the three questions above, we de�ned a spatio-

temporal model based on Gaussian processes equipped with a quasi-periodic covariance

function. Our model is built based on previous dengue fever incidence. In this sense,

89
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we answer a�rmatively to the �rst question. Forecasts made by the proposed models

explore seasonality and spatial dependences, which are deeply studied in the literature

and commonly used for dengue modelling (see surveys Naish et al. [2014]; Louis et al.

[2014]). Besides that, the Gaussian process modelling framework leads to interpretable

models, since covariance functions can be seen as a measure of similarity and/or depen-

dence between data points. Therefore, predictions made by the proposed models are

trustworthy, leading to an a�rmative answer to the second question. Finally, higher

accuracy is provided by the non-parametric nature of the proposed models, which al-

lows for higher spatial heterogeneity and exploitation of more complex patterns than

traditional parametric approaches. Predictions are always made with four weeks in

advance, thus allowing time for health authorities to act in the direction of minimizing

the impact of future dengue outbreaks. Given that, we believe the proposed models

are capable of successfully integrating an real EWS for dengue fever in Brazil.

Another advantage of the proposed model is automatically identifying spatial de-

pendences. Most previous models for dengue fever that exploit spatial dependences

enforce relationships based on distance or neighborhood functions. We observed that

dependences not constrained by distance led to more accurate models. To some ex-

tent, this result is expected, as distance only is not capable of correctly identifying

relationships between areas in a highly connected world, where fast means of trans-

portation are available. In this context, more �exible spatial structures are necessary,

and the proposed model does not impose almost any prior structure, learning spatial

dependences from data.

In this work, we also showed that the proposed model can use data from online

sources in a more realistic scenario where epidemiological data is not provided in real-

time. We proposed frameworks that safely use Twitter data to enhance the accuracy

of traditional epidemiological models by estimating missing dengue data and selecting

cities where Twitter and epidemiological data are associated. Although we were capable

of improving accuracy, there is still room for improvement in this area, specially when

considering smaller cities, where Twitter data is not abundant.

An additional limitation of traditional models for DIR that use parametric mod-

els is the necessity of a careful analysis of data in order to de�ne an appropriate model.

This may lead to very speci�c models, which have trouble when applied in other sce-

narios. For instance, we were unable to reproduce results from a previous model for

dengue fever in Brazil by simply changing data resolution and period under study. The

model proposed in this work, however, is much more general, requiring only spatial de-

pendences and seasonality, besides being non-parametric. In this sense, we believe it

could be applied to other diseases in other regions of the world.
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We highlight that, despite positive results in general, the usage of the proposed

predictive model in a real-life EWS requires careful analysis. Considering the results

obtained in this thesis, we observed that, if only incidence levels are required and up-

to-date epidemiological data is provided, the proposed model obtained good results

for the vast majority of cities, independent of where they are located. On the other

hand, if the epidemiological data is provided with signi�cant delays, then our model

is more adequate to regions with facilitated access to Internet, such as the Southeast

region of Brazil, where people will publish more often information that could be used

to infer the real incidence of dengue fever. However, even for this region, predictions

issued by the model are to be treated only as alarms, indicating that, perhaps, human

specialists should analyze the current situation in a given area at risk. In this sense,

the main advantage in using such tools is to help specialists in better navigating the

huge amount of data available, facilitating the perception of new outbreaks. A blind

belief in any EWS could lead to an erroneous comprehension of the real incidence of

dengue fever, in a similar fashion to the Google Flu case [Lazer et al., 2014].

Based on these conclusions, we indicate the following future work:

Dealing with online data scarcity We intend to integrate other online data sources,

such as volume of dengue-related queries on search engines and Wikipedia, to our

methodology. With more data, we expect to obtain more clear relationships between

online and epidemiological data even for less populated cities, consequently improving

the accuracy of the proposed framework.

Evaluation the generality of the proposed model We intend to apply the proposed

model in other scenarios, particularly for other mosquito-borne diseases. In the case

that accurate predictions are obtained, this would imply in a step towards building

general epidemiological models. For doing so, we �rst would need to collect epidemi-

ological data (and possible online data) associated to the respective disease. Then,

it is necessary to check if the same spatio-temporal patterns are present, as well as

dependences between epidemiological and online data sources. Finally, we could apply

the same methodology described in this thesis, with possible small adjustments in the

covariance function used.

Integrate the model to a real EWS Finally, we aim to integrate the proposed

model to a real-life EWS, capable of issuing alerts based on incidence levels. For that,

we would need to better identify for which cities the proposed model is appropriate
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and, therefore, could be used safely. It is also necessary to build a system capable of

continuously integrating new epidemiological and online data.
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