Abstract: Many statistical tests obtain their $p$-value from a Monte Carlo sample of $m$ values of the test statistic under the null hypothesis. The number $m$ of simulations is fixed by the researcher prior to any analysis. In contrast, the sequential Monte Carlo test does not fix the number of simulations in advance. It keeps simulating the test statistics until it decides to stop based on a certain rule. The final number of simulations is a random number $N$. This sequential Monte Carlo procedure can decrease substantially the execution time in order to reach a decision. This paper has two aims concerning the sequential Monte Carlo tests: to minimize $N$ without affecting its power; and to compare its power with that of the fixed-sample Monte Carlo test. We show that the power of the sequential Monte Carlo test is constant after a certain number of simulations and therefore, that there is a bound to $N$. We also show that the sequential test is always preferable to a fixed-sample test. That is, for every test with a fixed sample size $m$ there is a sequential Monte Carlo test with equal power but with smaller number of simulations.
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1. INTRODUCTION

To carry out hypothesis testing, one must find the distribution of the test statistic $U$ under the null hypothesis, from which the $p$-value is calculated. Either because it
is too cumbersome or it is impossible to obtain this distribution analytically, Monte Carlo tests are used in many situations (Manly, 2006). In particular, areas such as spatial statistics (Assunção et al., 2007; Diggle et al., 2005; Kulldorff, 2001) and data mining (Kulldorff et al., 2003; Rolka et al., 2007) rely heavily on Monte Carlo tests to draw inference. Other areas have situations in which Monte Carlo tests seems to be the best current approach, such as the exact tests in categorical data analysis (Booth and Butler, 1999; Caffo and Booth, 2003), and some regression problems in econometrics (Khalaf and Kichian, 2005; Luger, 2006).

The conventional Monte Carlo test generates a large number of independent copies of $U$ from the null distribution. Assuming that large values of $U$ lead to the null hypothesis rejection, a Monte Carlo value is calculated based on the proportion of the simulated values that are larger or equal than the observed value of $U$.

As the statistics field evolves to deal with ever more complex models, Monte Carlo tests become costly. The simulation of each independent copy of $U$ under the null hypothesis can take a long time.

In many applications, after a few simulations are carried out, it becomes intuitively clear that a large number of simulations is not necessary. For instance, suppose that after 100 simulations, the observed value is around the median of the generated values. It is not likely that the null hypothesis will be eventually rejected even if a much larger number of simulations (such as 9999) is carried out. Most researchers would be confident to stop at this point if a valid $p$-value could be provided.

Besag and Clifford (1991) introduced the idea of sequential Monte Carlo tests, an alternative way to obtain $p$-values without fixing the number of simulations previously. Their method makes a decision concerning the null hypothesis after each simulated value up to a maximum number of simulations. This approach can substantially shorten the number of simulations required to decide about the significance of the observed test statistic.

Although the proposal of Besag and Clifford (1991) stands as a major contribution to the practice of modern data analysis, it is under utilized and has some unanswered theoretical questions. One important aspect of the sequential Monte Carlo tests is the relative comparison of its power with that of the conventional Monte Carlo test. Based on the Besag and Clifford results, we can always obtain a sequential Monte Carlo with significance level $\alpha$ that does not require more simulations than a conventional Monte Carlo test at the same level. However, the relationship between the power functions of these tests is not clear. In terms of power, is there a cost when we apply the sequential test instead of the conventional Monte Carlo test? The answer is no, and the first aim of this paper is to demonstrate this. The second objective of this work is to show how we can make the choice of the maximum number of simulations in the sequential Monte Carlo tests without losing power.

The next section contains a summary of the definitions and notation associated with the conventional and the sequential Monte Carlo tests. Section 3 discusses the power of the sequential procedure and Section 4 shows how to establish the parameters of the sequential test such that it has the same power as a given conventional Monte Carlo test. In Section 5, we develop bounds for the difference of power between a conventional and a sequential Monte Carlo tests. Section 6 closes the paper with a discussion of the implications of our results.
2. A SEQUENTIAL MONTE CARLO TEST

Let $U$ be a test statistic with distribution $F$ under the null hypothesis $H_0$. Suppose that large values of $U$ leads to the rejection of the null hypothesis. When $F$ can be evaluated explicitly, the $p$-value of the upper-tail test based on the observed value $u_0$ of $U$ is given by $p = 1 - F(u_0)$. Let $P = 1 - F(U)$ be the random variable associated with the $p$-value. If $F$ is a continuous function, $P$ has a uniform distribution in $(0, 1)$ under the null hypothesis. When we can not evaluate $F$, we need to find other ways to calculate the $p$-value. The Monte Carlo test proposed by Dwass (1957) is an alternative if we can simulate samples from the null hypothesis.

The fixed-size or conventional Monte Carlo test generates a sample of size $m - 1$ of the test statistic $U$ under the null hypothesis $H_0$. Denote each simulated value by $u_i$, $i = 1, \ldots, m - 1$. The Monte Carlo $p$-value $p_{mc}$ is equal to $r/m$ if the observed value $u_0$ is the $r$th largest value among the $m$ values $u_0, u_1, \ldots, u_{m-1}$. In this conventional Monte Carlo procedure, if the rank of $u_0$ is among the $xm$ larger ranks of $u_0, u_1, \ldots, u_{m-1}$, we reject the null hypothesis at the $\alpha$ significance level. We denote this procedure by $MC_{conv}(m, \alpha)$.

Let $P_{mc}$ be the corresponding random variable associated with the realized Monte Carlo $p$-value $p_{mc}$. Under the null hypothesis, we have $\mathbb{P}(P_{mc} \leq a) = a$ if $a$ is one of the values $1/m, 2/m, \ldots, 1$. That is, the Monte Carlo $p$-value $P_{mc}$ has a uniform distribution on the discrete set \{1/m, 2/m, \ldots, 1\}. Let $W$ be the random variable $W = P_{mc} - X$ where $X \sim U(0, 1/m)$ and it is independent of $P_{mc}$. Then, $W \sim U(0, 1)$ under the null hypothesis. In this sense, Besag and Clifford (1991) say that the Monte Carlo $p$-value is exact, because $P_{mc}$ has the same uniform distribution under the null hypothesis than the analytical $p$-value $P = 1 - F(U)$. In addition to that, irrespective of the validity of the null hypothesis, $P_{mc} \to P$ almost everywhere because, for any observed value $u_0$, we have

$$p_{mc} = \frac{1 + \#\{u_i \geq u_0\}}{m} = \frac{1}{m} + \left[\frac{\#\{u_i \geq u_0\}}{m-1}\right] \frac{m-1}{m} \to 1 - F(u_0)$$

as $m$ goes to infinity.

However, when early on there is little evidence against the null hypothesis, it is wasteful to run the procedure for large values of $m$ such as, for example, $m = 10000$. This is the main motivation for Besag and Clifford to develop the sequential Monte Carlo test. In brief, the sequential version of the test selects a small integer $h$, such as $h = 10$ or $h = 20$. It keeps simulating by Monte Carlo from the null hypothesis distribution until $h$ of the simulated values are larger than the observed value $u_0$. There is also an upper limit $n - 1$ for the total number of simulations. The $p$-value is based on the proportion of simulated values larger than $u_0$ at the stopping time.

In other words, simulate independently and sequentially the random values $U_1, U_2, \ldots, U_L$ from the same distribution as $U$ under the null hypothesis. The random variable $L$ has possible values $h, h + 1, \ldots, n - 1$ and its value is determined in the following way: $L$ is the first time when there are $h$ simulated values larger than $u_0$. If this has not occurred at step $n - 1$, then let $L = n - 1$. Let $g$ be the number of simulated $U_i$'s larger than $u_0$ at termination. If we denote by $l$ the realized number of Monte Carlo withdrawals, then the sequential $p$-value is given by

$$p_s = \begin{cases} 
\frac{h}{l}, & \text{if } g = h, \\
\frac{(g + 1)}{n}, & \text{if } g < h 
\end{cases}$$

(2.1)
For example, if up to $n - 1 = 999$ Monte Carlo withdrawals are considered and the sampling scheme stops as soon as $h = 10$ exceeding values of $U$ occurs, then the possible values of the sequential $p$-value are $10/10$, $10/11$, $10/12$, ..., $10/1000$, $9/1000$, $8/1000$, ..., $1/1000$. Note that the support of the sequential Monte Carlo procedure is more concentrated on the lower end of the interval $(0, 1)$. This is a desirable characteristic because these are the $p$-value possible values that we want to know more precisely.

Let the support of $p_s$ be denoted by

$$S = \{1/n, 2/n, \ldots, h/n, h/(n - 1), \ldots, h/(h + 2), h/(h + 1), 1\}.$$  

The values of the form $(h - q)/n$, with $0 \leq q \leq h - 1$, occur when we need to run the procedure up to the maximum $n - 1$ number of simulations without never getting $h, u, s$ larger than $u$. The other values, of the form $h/(h + q)$, with $h \leq h + q \leq n - 1$, occur when we either stop the procedure earlier than the maximum $n - 1$ or when the $q$th largest value occur exactly at the $(n - 1)$th sequential observation and hence $l = n - 1$. Therefore, we can also define the sequential $p$-value as

$$p_s = \begin{cases} 
    h/l, & \text{if } l < n - 1, \\
    h/l, & \text{if } l = n - 1, \text{ and } g = h \\
    (g + 1)/(l + 1), & \text{if } l = n - 1, \text{ and } g < h
\end{cases}$$

If $a \in S$, then $\mathbb{P}(P_s \leq a) = a$ under the null hypothesis. To see this, assume that $a = h/(h + q) \leq 1$ with $h \leq h + q < n$. Then

$$\mathbb{P}(P_s \leq a) = \mathbb{P}(P_s \leq h/(h + q)) = \mathbb{P}(L \geq h + q) = \mathbb{P}(L > h + q - 1) = \frac{h}{h + q}$$

because $L > h + q - 1$ if, and only if, after $l - 1$ Monte Carlo withdrawals, the observed $u$ is among the largest $h$ of the sample of equally probable $(l - 1) + 1$ elements. Consider now that $a = (h - q)/n$ with $0 \leq q \leq h - 1$. Then

$$\mathbb{P}(P_s \leq a) = \mathbb{P}(P_s \leq (h - q)/n) = \mathbb{P}(L = n - 1 \text{ and only } h - q - 1 \text{ exceeding } u) = \mathbb{P}(u \text{ is the } (h - q)\text{th largest among } n) = (h - q)/n$$

We can transform $P_s$ by subtracting a random variable $X$ such that the sequential $p$-value also has a continuous uniform distribution in $(0, 1)$. For that, define $X$ conditionally on the observed value of the discrete $p$-value $P_s$. Suppose that $p_s = b \in S$. Let $a$ be the largest element of $S$ that is smaller than $b$. Define $a = 0$ if $b = 1/n$. Then $X \sim U(a, b)$ and $P_s - X$ has a uniform distribution in $(0, 1)$ under the null hypothesis, exactly as the $p$-values $P$ and $P_{mc}$. Because this is less common to be carried out in practice, in the remaining of this paper we will not transform $P_s$ in this way, keeping its definition as in (2.1).
The most important random variable in our paper is $L$, the total number of simulations carried out, which has distribution under the null hypothesis given by

$$
\mathbb{P}(L \leq l) = \begin{cases} 
0, & \text{if } l \leq h - 1 \\
1 - h/(l + 1), & \text{if } l = h, h + 1, \ldots, n - 1 \\
1, & \text{if } l = n 
\end{cases}
$$

Its expected value was found by Besag and Clifford (1991):

$$
\mathbb{E}(L) = \sum_{l=1}^{n-1} P(L \geq l) = \sum_{l=h+1}^{n-1} l^{-1} \equiv h + h \log \left( \frac{n - 0.5}{h + 0.5} \right) 
$$

(2.2)

To reach a decision with the sequential Monte Carlo test, it is necessary to fix the values of three tuning parameters, $n$, $h$, and $x$, and hence we denote the test by $MC_{seq}(n, h, x)$. Typically, $n$ is taken equal to the number of simulations one would run if carrying out the conventional Monte Carlo test. Whether this typical choice is really necessary is one of the issues studied in this paper.

3. POWER OF THE SEQUENTIAL MONTE CARLO TEST

In this section we study the power of the sequential Monte Carlo procedure $MC_{seq}(n, h, x)$. Its behavior depends on the value of $n$ with respect to $h/x + 1$. We deal initially with the case $n \geq h/x + 1$.

3.1. $MC_{seq}(n, h, x)$ with $n \geq h/x + 1$

This constraint implies that $x \geq h/(n - 1)$. That is, $x$ is not smaller than $h$ divided by the maximum number of simulations. A typical choice found in practical analysis is $n - 1 = 999$ and $x = 0.05$. Then, the condition $n \geq h/x + 1$ is valid if $h \leq 49$. This is likely to cover most of the choices one would make for $h$ in practice.

The power of the procedure $MC_{seq}(n, h, x)$ is constant for all $n \geq h/x + 1$ and hence, taking $n$ larger than $h/x + 1$ is not worth in terms of power. In other words, $n = [h/x] + 1$ is optimal in terms of number of simulations for a test with error type I probability $x$. The notation $[x]$ represents the ceiling of $x$, the smallest integer greater or equal to $x$.

To see this result, label the event $\{U_i \geq u_0\}$ as a success. Because $U_i$ has c.d.f $F$, the probability $\mathbb{P}(U_i \geq u_0)$ is the observed $p$-value $p = 1 - F(u_0)$. The probability of carrying out $L$ simulations until $h$ successes is given by:

$$
\mathbb{P}(L = l \mid P = p) = \begin{cases} 
\frac{l - 1}{h - 1} p^h (1 - p)^{l-h}, & \text{if } l = h, h + 1, \ldots, n - 2 \\
\sum_{x=n-1}^{\infty} \binom{x - 1}{h - 1} p^h (1 - p)^{x-h}, & \text{if } l = n - 1 
\end{cases}
$$
We reject $H_0$ if, and only if, $h/x \leq L \leq n - 1$. This means that in $|h/x| - 1$ simulations, we obtain at most $h - 1$ successes. Therefore, for an observed value $u_0$, the probability of rejecting $H_0$ in the sequential test is given by

$$
P(\text{Reject } H_0 \mid P = p) = P(L \geq (h/x) \mid P = p) = P(L > (h/x) - 1 \mid P = p) = \sum_{x=0}^{h-1} \binom{h/x - 1}{x} p^x (1 - p)^{h/x - x - 1} \quad (3.1)
$$

Because the last expression does not involve $n$, the power of the sequential Monte Carlo test is constant as long as $n \geq (h/x) + 1$. Because the error type I is fixed at $\alpha$, $|h/x| + 1$ is an upper bound for $n$.

For example, if $h = 5$ and $x = 0.05$, then $n = 101$ minimize the sampling effort while holding constant the test power. It is not worth to select a larger sample size such as, for example $n = 1000$, expecting to have a better test. Using (2.2), we know that $E(L) \approx 19$ if $n = 101$ under the null hypothesis. If one decides to use $n = 1000$, then $E(L) \approx 31$, 50% larger compared with that associated with optimal $n$. However, the more substantial gain of using the optimal $n$ is when the null hypothesis is false. In this situation, it is more probable that we need to run the sequential test up to the maximum number $n - 1$ of simulations and then choosing $n = 101$ will save many simulations compared with the larger sample size $n = 1000$, which does not increase the power.

### 3.2. MCseq($n$, $h$, $x$) with $n < h/x + 1$

The power of the procedure $MCseq(n, h, x)$ do not have a monotone behavior with the increase of $n$ when it is in the range $h + 1 < n < h/x + 1$. In fact, at least in principle, the power can have a non-monotone behavior as $n$ increases from $h + 1$ towards the $h/x + 1$. However, the most usual behavior is that the power is an increasing function of $n$, for $n$ in that range.

To understand this limitation of the analysis, let us assume that $n < h/x + 1$. We have two possible evaluations of the sequential $p$-value depending on the value of $g$, according to (2.1). Hence, we reject the null hypothesis either when estimating the $p$-value by $g/l$ or when estimating the $p$-value by $(g + 1)/n$.

However, we can never reject the null hypothesis if the $p$-value $p_s$ is of the form $g/l$. The reason is that, if $p_s = g/l$, then we obtained $h$ values exceeding $u$. The smallest value for $g/l$ is $h/(n - 1)$. Because $n < h/x + 1$, we have that $p_s \geq h/(n - 1) > \alpha$ and we can not reject the null hypothesis.

Therefore, the only other possibility to reject the null hypothesis when $n < h/x + 1$ is when $p_s$ is of the form $(g + 1)/n$. In this case, we need $(g + 1)/n \leq \alpha$, or $g \leq n\alpha - 1$. Given that $P = p$, the probability of rejecting $H_0$ is equal to

$$
P(G \leq n\alpha - 1 \mid P = p) = \sum_{x=0}^{[n\alpha]-1} \binom{n - 1}{x} p^x (1 - p)^{n - 1 - x} \quad (3.2)
$$

Figure 1(a) shows the shape of $P(G \leq n\alpha - 1 \mid P = p)$ for $\alpha = 0.05$, $h = 5$, and $n = 21, 61, 101$. The power for $n < h/x + 1$ is given by integrating out (3.2) with respect
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Figure 1. Power behavior of the sequential Monte Carlo test and the $p$-value density.

to the $p$-value probability distribution $F_p$:

$$\pi(n, h, x, F_p) = \int_0^1 \mathbb{P}(G \leq nx - 1 \mid P = p)F_p(dp)$$

$$= \int_0^1 \sum_{x=0}^{\lfloor \frac{n}{x} \rfloor - 1} \binom{n-1}{x} p^x (1-p)^{n-1-x} F_p(dp) \quad (3.3)$$

Denote by $\pi(n, h, x, F_p)$ the power function of the sequential procedure. Depending on $F_p$, the power curve can be non-monotone. To illustrate this result, consider two different $F_p$ distributions. One of them assumes that $P$ is distributed according to a Beta distribution with parameters 2 and 17. The other assumes a Beta distribution with parameters 1 and 40 (see Figure 1(b)). The graph in Figure 1(c) shows the power (3.3) using $F_p$ as a Beta($2, 17$) distribution with $h = 5$, $x = 0.05$, and $n = 20, 40, 60, 80, 100$. We can see that the power does not increase with $n$ in the range $61 \leq n \leq 101$.

In contrast, Figure 1(d) shows the power using $F_p \sim$ Beta($1, 40$) and the same tuning parameters as before. In this case, the power is increasing with $n$. Indeed, Hope (1968) and Jockel (1986) showed that we always have the power increasing with $n$ if the $p$-value distribution $F_p$ belongs to certain distribution classes, which include the Beta($1, 40$) distribution.

This illustrative example shows that, for $n < h/x + 1$, the sequential power behavior depends heavily on the shape of the $p$-value density.
4. A SEQUENTIAL MC TEST EQUIVALENT TO A FIXED-SIZE MC TEST

From now on, we consider only the case \( n \geq \frac{h}{\alpha} + 1 \). Given a conventional Monte Carlo test \( MC_{conv}(m, z) \), we find in this section a sequential test \( MC_{seq}(n, h, z) \) with the same power as the conventional one. For the fixed-size Monte Carlo test, let \( G \) be the random count of \( U_i \)s that are greater or equal to \( u_0 \) among the \( m - 1 \) generated. The null hypothesis is rejected if \( \frac{G + 1}{m} \leq z \) or, equivalently, if \( G \leq zm - 1 \). The random variable \( G \) has a binomial distribution with parameters \( m - 1 \) and success probability equal to the \( p \)-value \( P \). Therefore, \( MC_{conv}(m, z) \) rejects the null hypothesis with probability

\[
\Pr(\text{Reject } H_0 \mid P = p) = P(G \leq \lfloor zm \rfloor - 1 \mid P = p)
\]

\[
= \sum_{y=0}^{\lfloor zm \rfloor - 1} \binom{m-1}{y} p^y (1-p)^{m-y-1}
\]

(4.1)

The \( MC_{conv}(m, z) \) power is

\[
\pi(m, z, F_p) = \int_0^1 \sum_{y=0}^{\lfloor zm \rfloor - 1} \binom{m-1}{y} p^y (1-p)^{m-y-1} F_p(p) dp
\]

(4.2)

whereas the \( MC_{seq}(n, h, z) \) power for \( n > \frac{h}{\alpha} + 1 \) is given by integrating out (3.1) with respect to \( F_p \):

\[
\pi(n, h, z, F_p) = \int_0^{\frac{h}{\alpha} - 1} \sum_{x=0}^{\lfloor h/\alpha \rfloor - 1} \binom{h/\alpha - 1}{x} p^x (1-p)^{h/\alpha - x - 1} F_p(p) dp
\]

(4.3)

As a result, the power (4.3) of \( MC_{seq}(n, h, z) \) and the power (4.2) of \( MC_{conv}(m, z) \) are equal if we take \( h = zm \). That is, given a conventional MC procedure \( MC_{conv}(m, z) \), we have sequential MC procedure in \( MC_{seq}(n, zm, z) \) with equal power. This is valid for all \( n > \frac{h}{\alpha} + 1 \) and hence we take the minimum possible value \( n = \lfloor h/\alpha \rfloor + 1 \) to have the equivalent procedures \( MC_{conv}(m, z) \) and \( MC_{seq}(m+1, zm, z) \).

Under the null hypothesis or under an alternative not too far from the null, there will be considerable reduction in the number of simulations required to reach a decision if the sequential test is adopted holding fixed the main statistical characteristic (size and power) of the fixed-size MC tests. Table 1 shows the quartiles of the null distribution of \( L \) for the sequential MC test \( MC_{seq}(m+1, zm, z) \) equivalent to the conventional MC test \( MC_{conv}(m, z) \) with different significance level \( \alpha \) between 0.01 and 0.05, and with \( m = 1000 \) and \( n = 1001 \). Therefore, we can have large gains if the sequential procedure is adopted.

We showed that, given a conventional MC test, there is a simple rule to find a sequential MC test with the same power but typically requiring a smaller number of simulations. However, one can trade a slight power loss in exchange for a smaller number of Monte Carlo simulations. If we want to adopt a general sequential MC test rather than the fixed-size MC test, it is important to have control over the power loss we are subjected. The next section establishes bounds for this loss.
Sequential Monte Carlo Test

5. BOUNDS ON THE POWER DIFFERENCES

Equations (3.1) and (4.1) give the null hypothesis rejection probability for $MC_{seq}(n, h, z)$ and $MC_{conv}(m, z)$ for a fixed realized $p$-value $P = p$. Because it is wasteful to take $n$ larger than $h/z + 1$, we assume that $n$ is equal to $\lfloor h/z \rfloor + 1$. To obtain the power, we need to integrate (3.1) and (4.1) with respect to the probability density $f_P(p)$ of $P$. Under the null hypothesis, $f_P(p)$ is the density of a uniform distribution in $(0, 1)$. Under an alternative hypothesis, $f_P(p)$ is concentrated towards the lower half of the interval $(0, 1)$.

Let $D(P)$ be the random variable

$$D(P) = \sum_{y=0}^{2m-1} \binom{m-1}{y} P^y (1-P)^{m-y-1} - \sum_{x=0}^{h-1} \binom{\lfloor h/z \rfloor - 1}{x} P^x (1-P)^{\lfloor h/z \rfloor - x - 1}. \tag{5.1}$$

The power difference between $MC_{conv}(m, z)$ and $MC_{seq}(\lfloor h/z \rfloor + 1, h, z)$ is given by

$$E[D(P)] = \int_0^1 D(P)f_p(p)dp \tag{5.2}$$

A crude bound for the difference in power is obtained by finding real numbers $a$ and $b$ such that $a \leq D(P) \leq b$. Let $b(m, z; h, z_2)$ be the upper bound for the power difference between $MC_{conv}(m, z)$ and $MC_{seq}(\lfloor h/z \rfloor + 1, h, z_2)$, respectively. Note that we can obtain crude bounds for $z \neq z_2$.

Figure 2 shows a graph of the power difference $D(p)$ between $MC_{conv}(1000, 0.05)$ and $MC_{seq}(\lfloor h/0.05 \rfloor + 1, h, 0.05)$. Each curve $(p, D(p))$ represents $D(p)$ for a given value of $h$, with $h = 5, 10, \ldots, 45$. The curve showing both the highest peak and deepest valley corresponds to $h = 5$. As $h$ increases, the curves dampen and have less pronounced extreme values. Hence, the larger the value of $h$, the smaller $D(p)$.

For $h = 25$, $D(p)$ assumes its maximum value when $p \approx 0.0423$, and the minimum when $p \approx 0.0586$. The maximum value of $|D(p)|$ is equal 0.0921, and it is a crude bound for the power difference between $MC_{conv}(1000, 0.05)$ and $MC_{seq}(501, 25, 0.05)$. This is so because $D(p)$ varies from its maximum (and positive) value to its minimum (and negative) value within a short interval in $p$. Because the power $E[D(P)]$ simply integrates $D(p)$ with respect to $f_p(p)$, the extreme

<table>
<thead>
<tr>
<th>$z$</th>
<th>$h$</th>
<th>1st quartile</th>
<th>Median</th>
<th>3rd quartile</th>
<th>$E(L)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>12.33</td>
<td>19.00</td>
<td>39.00</td>
<td>55.56</td>
</tr>
<tr>
<td>0.02</td>
<td>20</td>
<td>25.67</td>
<td>39.00</td>
<td>79.00</td>
<td>97.74</td>
</tr>
<tr>
<td>0.03</td>
<td>30</td>
<td>39.00</td>
<td>59.00</td>
<td>119.00</td>
<td>134.69</td>
</tr>
<tr>
<td>0.04</td>
<td>40</td>
<td>52.33</td>
<td>79.00</td>
<td>159.00</td>
<td>168.24</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>65.67</td>
<td>99.00</td>
<td>199.00</td>
<td>199.26</td>
</tr>
</tbody>
</table>
value of $|D(p)|$ will be approximately the value of 0.0921 only if the density $f_P(p)$ is tightly concentrated around the point of maximum. This is not likely to happen in practice and hence we can expect a much lower value for the power $E(D(p))$.

Table 2 shows the values of the crude bound $\max_p D(p) = b(m, x; h)$ for the power difference between $MC_{\text{conv}}(m, x)$ and $MC_{\text{seq}}(n, h, z)$ with $m = 1000, 10000$, $x = 0.05$ and $h = 5, 15, \ldots, 500$. We set $n = \lfloor h/x \rfloor + 1$ in all cases. The fourth column shows these bounds for $m = 1000$ and $m = 10000$ separately. The numbers in this column are also the power difference bounds between two conventional Monte Carlo tests, namely between $MC_{\text{conv}}(m, 0.05)$ and $MC_{\text{conv}}(m_2, 0.05)$, where $m_2$ is shown in the third column.

For small $h$, the crude bound is too large. However, this bound decreases quickly with $h$. For example, when $h = 25$, the $MC_{\text{seq}}(501, 25, 0.05)$ has power smaller than $MC_{\text{conv}}(1000, 0.05)$ by, at most, 0.09. For $m = 10000$, the bound $\max_p D(p)$ decreases even faster.

Table 2. Crude bound $\max_p D(p) = b(m, x; h)$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$n$</th>
<th>$m_2$</th>
<th>$\max_p D(p)$</th>
<th>$h$</th>
<th>$n$</th>
<th>$m_2$</th>
<th>$\max_p D(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>101</td>
<td>100</td>
<td>0.2980</td>
<td>100</td>
<td>2001</td>
<td>2000</td>
<td>0.1931</td>
</tr>
<tr>
<td>15</td>
<td>301</td>
<td>300</td>
<td>0.1595</td>
<td>150</td>
<td>3001</td>
<td>3000</td>
<td>0.1469</td>
</tr>
<tr>
<td>25</td>
<td>501</td>
<td>500</td>
<td>0.0921</td>
<td>250</td>
<td>5001</td>
<td>5000</td>
<td>0.0858</td>
</tr>
<tr>
<td>40</td>
<td>801</td>
<td>800</td>
<td>0.0296</td>
<td>400</td>
<td>8001</td>
<td>5000</td>
<td>0.0278</td>
</tr>
<tr>
<td>50</td>
<td>1001</td>
<td>1000</td>
<td>0.0000</td>
<td>500</td>
<td>7001</td>
<td>7000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
Sequential Monte Carlo Test

6. DISCUSSION AND CONCLUSIONS

The sequential Monte Carlo test is a feasible and more economical way to reach decisions in a hypothesis testing under Monte Carlo sampling. We have shown that for each conventional Monte Carlo test with \( m \) simulations, there is a sequential Monte Carlo procedure with the same significance level and power. More important, this sequential Monte Carlo test requires at most one additional simulation and its expected number of simulations is generally much smaller than \( m \), specially when the null hypothesis is true.

If execution time is crucial, the user can trade a small amount of power in the sequential test by a large decrease in number of simulations. To guide this trade-off choice, we develop bounds for the difference in power between the \( MC_{\text{conv}} \) and \( MC_{\text{seq}} \) tests. This is more relevant if we consider that the true differences are likely to be much smaller than the bounds suggest. These bounds can also be used to compare two conventional Monte Carlo tests.

For \( n \geq h/\alpha + 1 \), an usual situation, the sequential MC test has a constant power and this leads to the suggestion of adopting \( n = h/\alpha + 1 \).
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