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## Abstract

We explore procedures to detect entanglement of unknown mixed states, which can be experimentally viable. The heart of the method is a hierarchy of semi-definite programs, which provides sufficient conditions to entanglement. Our numerical investigations indicate that the entanglement is detected with a cost which is much lower than full state tomography. The procedure is applicable to both free and bound entanglements and involves only single copy measurements. The discourse involves density matrices and its properties, quantum manipulations, entanglement and its detection.
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## Resumo

Desenvolvemos um método a fim de explorar a detecção do emaranhamento em estados desconhecidos sem tomografia completa. O coração do método está na hierarquia de programação semi-definida. Temos evidências numéricas que indicam que detectar emaranhamento com informação incompleta é possível e tem um custo menor que uma tomografia completa de estado. O método é aplicável tanto ao emaranhamento livre, quanto preso e envolve medições simples. O discurso aborda matrizes densidades, operações quânticas, caracterização e medição de emaranhamento.
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## CHAPTER

## 1

## Preface: why do we study entanglement?!

"Entanglement is not one but rather the characteristic trait of quantum mechanics".<br>- Erwin Schrödinger

One of the challenges of understanding nowadays physics is that some of the concepts seem quite abstract when we are discussing about microscopic objects outside the realm of everyday experience. Conventional knowledge holds that quantum mechanics is hard and tough to learn: which is more or less correct - often overstated though -. However, the necessity of abandoning conventional ways of thinking about the world and finding a radically new way - the quantum mechanical way - may be understood by any curious person willing to spend some mathematics and time concentrating hard. Conveying that understanding is the purpose of this discourse, in particular, we focus on - as Schrödinger said - the characteristic trait of quantum mechanics: entanglement ${ }^{i}$. This exclusive property of quantum systems - which keeps coming back to haunt us - leads the main road of the discourse.

The standard explanation is based on the historical development of quantum mechanics. During that time there were a series of crises to describe the microscopical world in physics. The pattern was that each time some experimental fact would be noticed that seemed hard to explain with the old "classical" way of viewing the world. Each time, physicists would bandage over the old classical thinking with an ad hoc bandaid. This happened over and over again until, in the mid-1920s, the sick patient of classical physics of microscopical world finally keeled over completely and was replaced with the new framework of quantum mechanics.

[^1]The problem with this style of explanation, and what makes it confusing, is that none of those early crises was entirely clearcut. In each case, there were physicists who argued that the new experimental results could be explained pretty well with a conventional classical picture.

Imagine one tossing a coin and checking whether is heads or tails. This process of figuring out whether the coin is heads or tails is what physicists call a measurement process. In physicists' language, what is going on when we look at the coin is that we are measuring a two-valued or binary property of the coin. This usage of the term measurement is somewhat different from everyday usage, where, e.g., we might measure something with a ruler. But the basic idea is the same: a measurement is a process that determines a physical property - whether it be the length of an object, or the side a coin has landed -.

All this language may seem pedantic: we are just looking at a coin! But it comes in handy when we move from the conventional concepts to standard knowledge. At this point, looking to the quantum mechanics scenario, it is worth quote ${ }^{\mathrm{ii}}$ Reinaldo Vianna: "In the end, what really matters is the 'click' on the detector.". We believe that no one will look to quantum mechanics in a 'spooky' way following this spirit.

The present-day entanglement theory has its roots in the key discoveries: quantum cryptography with Bell theorem; quantum dense coding and quantum teleportation - including teleportation of entanglement of EPR pairs (so-called entanglement swapping) -. All such effects are based on entanglement and all of them have been demonstrated in pioneering experiments. In fact, all these results - including the idea of quantum computation - were a basis for a new interdisciplinary domain called quantum information: which have entanglement as a central notion.

Although the reason why we study entanglement is the outstanding applications of this property as resource, it is still a property of quantum compound systems: which needs to be studied carefully and deeply. We will dissect it keenly - with aid of powerful mathematical tools -.

To explore the subject in this keenly fashion, we assume that the reader has the standard lore in quantum mechanics. One remark should be done though: most of the material here has been presented before - this is true for all the literature review and most of the original work -. We just fit it in the main road.

Now, let us explain the road to entanglement presented here in this discourse. In the chapter Nice to meet you, density matrix!, we intent to expose and unravel aspects of a density matrix which is forgotten in the standard lore: the concepts of convex sets and positivity of Hermitian matrices.

In the chapter Let entanglement be your puppet: manipulations of quantum states, we gave a unified mathematical representation for quantum manipulations. We are pretty sure that - after reading this chapter - the reader will be able to comprehend a vast part of the nowadays literature in the subject.

In the chapter Entang' what?! Entanglement as a quantum property of compound systems, we present entanglement as a property in its full glory, with

[^2]aid of separability criterions, entanglement witness, (un)decomposable maps and describe how we characterize entanglement in a numerical approach.

Finally, equipped with all mathematical tools of the previous chapters, in the last one, $A$ 'click' on the detector: measuring entanglement, we make use of them and present our - Thiago O. Maciel et al. - work on the subject: checking entanglement with incomplete information about the state - cf. [1]

We hope you enjoy it!

## CHAPTER

## Nice to meet you, density matrix!

> "[...] the most universal picture which remains after the details are forgotten is that of a convex set.".
> - Bogdan Mielnik

Following the spirit of this discourse, we will start the discussion of properties of the object which we used to describe quantum states: the density matrix. One might be satisfied with the standard lore of the subject $[2,3]^{i}$ in the context of quantum mechanics - but we will explore a little bit further ${ }^{\text {ii }}$ -. One bona fide density matrix should satisfy the following conditions:

| (i) Hermitian, | $\rho=\rho^{+} ;$ |
| :--- | :--- |
| (ii) positive semi-definite, | $\rho \geq 0 ;$ |
| (iii) normalized, | $\operatorname{tr}(\rho)=\\|\rho\\|_{1}=1$. |

But the trace one positive semidefiniteness of the density matrix $\rho$ yields (mathematical) properties which should be unraveled to a careful reader. We start exploring the convex properties of the set of states and, then, go through the conditions (i) and (ii): whereas (ii) implies (i) for complex Hermitian matrices.

### 2.1 The space of density matrices as a convex set

Let us state some general facts and definitions (cf. [5]). There is a restriction that arises naturally in quantum mechanicsiii: the states set must be a convex set. A set in which one may form 'mixtures' of any points in the set.

[^3]In a geometric point of view, the mixture of two states may be defined as one point on the segment of the straight line between the two points that represent what we want to mix. In a convex set, all mixtures of this type generates one state belonging to the same set. But, before we see how this restricts the set of the states, we must define what we mean by straight lines.

An affine space is just like a flat Euclidean space $\mathcal{E}^{N}$ of dimension $N$, except that no special choice of origin is assumed. Thus, one straight line through the two points $\rho_{1}$ and $\rho_{2}$ is defined by

$$
\begin{equation*}
\rho=p_{1} \rho_{1}+p_{2} \rho_{2}, \quad p_{1}+p_{2}=1 \tag{2.4}
\end{equation*}
$$

If we choose one origin in $\rho_{0}$, we see that this generates one plane spanned by the vectors $\rho_{1}-\rho_{0}$ and $\rho_{2}-\rho_{0}$. Then, one $K$-dimensional plane is obtained by taking $K+1$ generic points (with $K<N$ ). We call this plane as a hyperplane. For $K=N$, we describe the entire space $\mathcal{E}^{N}$.

An affine map is a transformation that takes lines to lines and preserves the relative length of line segments lying on parallel lines, i.e., a linear transformation described by one matrix $\Lambda$ with a translation along a constant vector $\sigma$ $(\Lambda \rho+\sigma)$ where $\Lambda$ is an invertible matrix.

We define a subset of this affine one as a convex set if, for any pair of points $\rho_{1}$ and $\rho_{2}$ belonging to the set, it is true that the mixture $\rho$ belongs to the set also, i.e.,

$$
\begin{equation*}
\rho=p_{1} \rho_{1}+p_{2} \rho_{2}, \quad p_{1}+p_{2}=1, \quad p_{1}, p_{2} \geq 0 \tag{2.5}
\end{equation*}
$$

The requirement $p_{1}, p_{2} \geq 0$ restricts $\rho$ to belong to the segment of the line lying between the pair of points. The generalization to more points follows from the definition.

We used an affine space as the 'container' for the convex sets since convexity properties are preserved by general affine transformations, which are common in quantum mechanics.

Given any subset of the affine space, we define the convex hull of this subset as the smallest convex set that contains the set. The convex hull of a finite set of points is called a convex polytope. if we take $p+1$ points that are not confined to any $(p-1)$-dimensional subspace, then the convex polytope is called a $p$-simplex, i.e.,

$$
\begin{equation*}
\rho=p_{1} \rho_{1}+\cdots+p_{p} \rho_{p}, \quad \sum_{i=1}^{p} p_{i}=1, \quad p_{i} \geq 0 \tag{2.6}
\end{equation*}
$$

The dimension of a convex set is the largest number $N$ such that the set contains an $N$-simplex. A closed and bounded convex set that has an interior is known as a convex body. Convex bodies always contain some special points that cannot be obtained as mixtures of other points: these points are called pure points, while non-pure points are called mixed.

Let us quote two useful theorems:
Theorem 1 (Minkowski [6]). Any convex body is the convex hull of its pure points.

Theorem 2 (Carathéodory [7]). If $X$ is a subset of $\mathbb{R}^{d}$, then any point in the convex hull of $X$ can be expressed as a convex combination of at most $d+1$ points in $X$.

Thus, any point $\rho$ of a convex body $S$ may be expressed as a convex combination of pure points, i.e.,

$$
\begin{equation*}
\rho=\sum_{i=1}^{p} p_{i} \rho_{i}, \quad \sum_{i=1}^{p} p_{i}=1, \quad p_{i} \geq 0, \quad p \leq d+1 \tag{2.7}
\end{equation*}
$$

Take $\mathcal{L}(\mathcal{H})$ as the space of linear Hermitian operators on $\mathcal{H}$ : this is a real vector space of dimension $d=N^{2}-1$. The set $\mathcal{L}_{+}(\mathcal{H})$ of positive operators is a convex cone in this space. The set of strictly positive operators is denoted $\mathcal{L}_{++}(\mathcal{H})$. It is an open set in $\mathcal{L}(\mathcal{H})$ and is a convex cone, also. We will find much use for the concept of convex functions. If $f$ is a map of $\mathcal{L}(\mathcal{H})$ into itself, we say $f$ is convex if

$$
\begin{equation*}
f((1-\alpha) \rho+\alpha \sigma) \leq(1-\alpha) f(\rho)+\alpha f(\sigma) \tag{2.8}
\end{equation*}
$$

for all $\rho$ and $\sigma \in \mathcal{L}(\mathcal{H})$ and $0 \leq \alpha \leq 1$. If $f$ is continuous, then $f$ is convex if, and only if,

$$
\begin{equation*}
f\left(\frac{\rho+\sigma}{2}\right) \leq \frac{f(\rho)+f(\sigma)}{2} \tag{2.9}
\end{equation*}
$$

for all $\rho$ and $\sigma$. We say $f$ is monotone if $f(\rho) \geq f(\sigma)$ whenever $\rho \geq \sigma$, i.e., $\rho-\sigma \geq 0$ is positive semidefinite.

As $\rho$ is Hermitian, any density matrix can be diagonalized: the set of density matrices that are diagonal in a given basis $\left\{\left|e_{i}\right\rangle\right\}$ can be written as

$$
\begin{equation*}
\rho=\sum_{i=1}^{N} \lambda_{i}\left|e_{i}\right\rangle\left\langle e_{i}\right|, \quad \rho\left|e_{i}\right\rangle=\lambda_{i}\left|e_{i}\right\rangle \quad \text { and } \quad \sum_{i=1}^{N} \lambda_{i}=1 . \tag{2.10}
\end{equation*}
$$

This set is known as eigenensemble, or as the eigenvalue simplex ${ }^{\text {iv }}$. It forms a particular ( $N-1$ )-dimensional cut through the set of density matrices - and every density matrix are placed in some eigenvalue simplex -.

The rank of a point in a convex set is the minimum number $r$ of pure points that are needed to express it as a convex combination of pure states. Thus, a density matrix of matrix rank $r$ may be written as a convex sum of no less than $r$ projectors - obviously, when diagonalized -. Hence, the maximal rank of a mixed state is equal to $N$, which is much less than the upper bound $N^{2}$ given by the Carathéodory's theorem 2.

But this is not every possible mixture, e.g. , the maximally mixed state $\rho_{\star}$ may be obtained as a mixture of pure states by setting equal weights. We may obtain $\rho_{\star}$ in many other ways. A similar non-uniqueness afflicts all mixed states: interestingly, this may be expressed in a precise way as follows:

Theorem 3 (Schrödinger's mixture theorem [8]). A density matrix $\rho$, having the diagonal form

$$
\rho=\sum_{i=1}^{N} \lambda_{i}\left|e_{i}\right\rangle\left\langle e_{i}\right|
$$

[^4]may be written in the form
$$
\rho=\sum_{i=1}^{M} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|, \quad \sum_{i=1}^{M} p_{i}=1, \quad p_{i} \geq 0
$$
if, and only if, there exist a unitary $M \times M$ matrix $U$ such that
$$
\left|\psi_{i}\right\rangle=\frac{1}{\sqrt{p_{i}}} \sum_{j=1}^{N} U_{i j} \sqrt{\lambda_{i}}\left|e_{i}\right\rangle .
$$

Here, all states are normalized to unit length but they need not be orthogonal to each other.

### 2.2 Positive Semidefinite Matrices

The theory of positive definite matrices, positive definite functions and positive linear maps is rich in content. It offers many beautiful theorems that are simple and yet ingenious in their proof, diverse as well powerful in their application. We start with a glimpse of some of the basic properties of positive matrices. This will lead us to main road of the line of thinking followed through the discourse. We will bring mathematical tools in their full glory to dissect the desired properties in the quantum context.

### 2.2.1 Characterizations

Let $\mathcal{H}^{N}$ be the $N$-dimensional Hilbert space $C^{N}$. The inner product between two vectors $|\psi\rangle$ and $|\phi\rangle$ is written as $\langle\psi \mid \phi\rangle^{\nu}$. We denote by $\mathcal{L}(\mathcal{H})$ the space of all linear operators on $\mathcal{H}$ - sometimes, just a subspace: the space of $N \times N$ matrices of complex entries -. Every element $\rho$ of $\mathcal{L}(\mathcal{H})$ can be identified with its matrix with respect to the standard (canonical) basis $\{|i\rangle\}$ of $\mathbb{C}^{N}$. We say $\rho$ is positive semidefinite if

$$
\begin{equation*}
\langle\psi| \rho|\psi\rangle \geq 0 \quad \text { for all } \quad|\psi\rangle \in \mathcal{H}, \tag{2.11}
\end{equation*}
$$

and positive definite if, in addition,

$$
\begin{equation*}
\langle\psi| \rho|\psi\rangle>0 \quad \text { for all } \quad|\psi\rangle \in \mathcal{H} . \tag{2.12}
\end{equation*}
$$

A positive semidefinite matrix is positive definite if, and only if, it is invertible.
For the sake of simplicity, we use the term positive matrix for a positive semidefinite - or a positive definite - matrix. Sometimes, if we want to emphasize that the matrix is positive definite, we say that it is strictly positive. We use the notation $\rho \geq 0$ to mean that $\rho$ is positive and $\rho>0$ to mean it is strictly positive.

There are some conditions that characterize positive matrices. Some of them are listed below.

[^5](i) $\rho$ is positive if, and only if, it is Hermitian - i.e., $\rho=\rho^{\dagger}$ - and all its eigenvalues are nonnegative; $\rho$ is strictly positive if, and only if, all its eigenvalues are positive;
(ii) $\rho$ is positive if, and only if, it is Hermitian and all its principal minors are nonnegative; $\rho$ is strictly positive if, and only if, all its principal minors are positive;
(iii) $\rho$ is positive if, and only if, $\rho=A A^{\dagger}$ for some matrix $A$; $\rho$ is strictly positive if, and only if, A is nonsingular;
(iv) $\rho$ is positive if, and only if, $\rho=T^{\dagger} T$ for some upper triangular matrix $T$. Further, $T$ can be chosen to have nonnegative diagonal elements. If $\rho$ is strictly positive, then $T$ is unique. This is called Cholesky decomposition of $\rho ; \rho$ is strictly positive if, and only if, $T$ is nonsingular;
(v) $\rho$ is positive if, and only if, $\rho=A^{2}$ for some positive matrix $A$. Such a $A$ is unique. We write $A=\rho^{1 / 2}$ and call it the (positive) square root of $\rho$; $\rho$ is strictly positive if, and only if, $A$ is strictly positive;
(vi) $\rho$ is positive if, and only if, there exist $\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{n}\right\rangle \in \mathcal{H}^{N}$ such that
$$
\rho_{i j} \equiv\left\langle\psi_{i} \mid \psi_{j}\right\rangle
$$
$\rho$ is strictly positive if, and only if, the vectors $\left|\psi_{j}\right\rangle, 1 \leq j \leq n$, are linearly independent.

To illustrate the last condition, let $\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{n}\right\rangle$ be any $n$ vectors in any Hilbert space. Then, the $N \times N$ matrix

$$
\begin{equation*}
G\left(\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{n}\right\rangle\right)_{i j} \equiv\left\langle\psi_{i} \mid \psi_{j}\right\rangle \tag{2.13}
\end{equation*}
$$

is positive - being of the form $A A^{\dagger}$ —. It is strictly positive if, and only if, $\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{n}\right\rangle$ are linearly independent. The matrix $G$ is called Gram matrix associated with the vectors $\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{n}\right\rangle$.

### 2.2.2 Some theorems

In this section, we present some theorems on positive matrices ${ }^{\text {vi }}$. Some concepts presented here are not that common in quantum literature - but may be useful at some point -. One remark should be done though: we will not make use of these following theorems - in this section and in the next one - explicitly in this discourse. We present and illustrate them to enforce the symmetry conditions imposed by positivity in Hermitian matrices. Positive matrices are one special kind of matrix: which will be clear in the last chapter $A$ 'click' on the detector: measuring entanglement.

Let $\rho$ be a positive operator on $\mathcal{H}$. If $X$ maps a Hilbert space $\mathcal{H}$ into $\mathcal{H}^{\prime}$, then the operator $X \rho X^{+}$on $\mathcal{H}^{\prime}$ is positive also. On the other hand, if $X$ is an invertible operator - and $X \rho X^{+}$is positive - , then $\rho$ is positive.

[^6]Take $\rho$ and $\sigma$ : two operators on $\mathcal{L}(\mathcal{H})$. We say that $\rho$ is congruent to $\sigma$ (and write $\rho \sim \sigma$ ) if there exists an invertible operator $X$ on $\mathcal{L}(\mathcal{H})$ such that $\sigma=X \rho X^{+}$. Congruence is an equivalence relation on $\mathcal{L}(\mathcal{H})$. If $X$ is unitary, we say $\rho$ is unitarily equivalent to $\sigma$ (and write $\rho \simeq \sigma$ ).

If $\rho$ is Hermitian, the inertia of $\rho$ is the triple of nonnegative integers

$$
\begin{equation*}
\operatorname{In}(\rho) \equiv(\pi(\rho), \zeta(\rho), v(\rho)) \tag{2.14}
\end{equation*}
$$

where $\pi(\rho), \zeta(\rho)$ and $v(\rho)$ are the number of positive, zero and negative eigenvalues of $\rho$ (counted with multiplicity).

The Sylvester's law of inertia[11, 12] says that $\operatorname{In}(\rho)$ is a complete invariant for congruence on the set of Hermitian matrices - i.e. , two Hermitian matrices are congruent if, and only if, they have the same inertia -.

Let $\mathcal{H}^{\prime}$ be a subspace of $\mathcal{H}$ and let $P$ be the orthogonal projection onto $\mathcal{H}^{\prime}$. If we choose an orthonormal basis in which $\mathcal{H}^{\prime}$ is spanned by the first $k$ vectors, then we can write an operator $\rho$ on $\mathcal{H}$ as a block matrix

$$
\rho=\left[\begin{array}{ll}
\rho_{11} & \rho_{12} \\
\rho_{21} & \rho_{22}
\end{array}\right]
$$

and

$$
P \rho P=\left[\begin{array}{cc}
\rho_{11} & 0 \\
0 & 0
\end{array}\right]
$$

If $X$ is the one-to-one map of $\mathcal{H}^{\prime}$ into $\mathcal{H}$, then $X \rho X^{\dagger}=\rho_{11}$. We say that $\rho_{11}$ is the compression of $\rho$ to $\mathcal{H}^{\prime}$.

If $\rho$ is (strictly) positive, then all its compressions are (strictly) positive. Conversely, if all the principal subdeterminants of $\rho$ are nonnegative, then the coefficient in the characteristic polynomial of $\rho$ alternate in sign. Hence - by the Descartes' rule of signs ${ }^{\mathrm{vii}}-\rho$ has no negative root.

Take $\rho_{[j]}$ denoting the $j \times j$ (for $1 \leq j \leq N$ ) block in the top left corner of the matrix $\rho$. We call this the leading $j \times j$ submatrix of $\rho$ and its determinant, subdeterminant. If all the leading subdeterminants of a Hermitian matrix $\rho$ are positive, then $\rho$ is strictly positive ${ }^{\text {viii. Positivity of other principal minors }}$ follows as a consequence.

We denote by $\rho \otimes \sigma$ the tensor product of two operators $\rho$ and $\sigma$ - acting possibly on different Hilbert spaces $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$-. As we already know from standard quantum lore ${ }^{\mathrm{ix}}$, if $\rho$ and $\sigma$ are positive, then $\rho \otimes \sigma$ is positive also.

If $\rho$ and $\sigma$ are $N \times N$ matrices, we write $\rho \circ \sigma$ for their entrywise product - i.e., for the matrix which the entries are given by $\rho_{i j} \sigma_{i j}-$. We call this Schur

[^7]product ${ }^{\mathrm{x}}$. If $\rho$ and $\sigma$ are positive, the so is $\rho \circ \sigma$. One way of seeing this is by observing that $\rho \circ \sigma$ is a principal submatrix of $\rho \otimes \sigma^{\mathrm{xi}}$.

Take $\rho$ and $\sigma$ Hermitian - or positive - operators, then the sum $\rho+\sigma$ is positive also; their product $\rho \sigma$ is, however, Hermitian if, and only if, $[\rho, \sigma]=0$ : i.e., $\rho$ and $\sigma$ commute. Let us take the symmetrized product, which reads

$$
\begin{equation*}
\mathrm{Y}=\rho \sigma+\sigma \rho \tag{2.15}
\end{equation*}
$$

Now, if both $\rho$ and $\sigma$ are Hermitian, then Y is Hermitian also. However, if $\rho$ and $\sigma$ are positive, then Y need not be positive: $e . g$. , the matrices

$$
\rho=\left[\begin{array}{ll}
1 & 0 \\
0 & \alpha
\end{array}\right] \quad \text { and } \quad \sigma=\left[\begin{array}{cc}
1 & \beta \\
\beta & 1
\end{array}\right]
$$

are positive if $\alpha>0$ and $0<\beta<1$, but Y is not positive when $\alpha$ is close to zero and $\beta$ is close to one. The fact that if Y is positive and $\rho$ strictly positive, then $\sigma$ is positive might be considered surprising: that is why we need to clarify.

Proposition 4. Let $\rho$ and $\sigma$ be Hermitian and suppose $\rho$ strictly positive. If the symmetrized product $\mathrm{Y}=\rho \sigma+\sigma \rho$ is (strictly) positive, then $\sigma$ is (strictly) positive.

Proof. Choose an orthonormal basis in which $\sigma$ is diagonal: i.e., $\operatorname{diag}\left(\varsigma_{1}, \cdots, \varsigma_{n}\right)$. Then $\mathrm{Y}_{i i}=2 \varsigma_{i} \rho_{i i}$. Now, observe that the diagonal entries of a (strictly) positive matrix are (strictly) positive.

An amusing corollary of Proposition 4 is a simple proof of the operator monotonicity of the map $\rho \mapsto \rho^{1 / 2}$ on positive matrices.

If $\rho$ and $\sigma$ are Hermitian, we say that $\rho \geq \sigma$ if $\rho-\sigma \geq 0$; and $\rho>\sigma$ if $\rho-\sigma>0$.

Proposition 5. If $\rho$ and $\sigma$ are positive and $\rho>\sigma$, then $\rho^{1 / 2}>\sigma^{1 / 2}$
Proof. Using the identity

$$
\begin{equation*}
\rho^{2}-\sigma^{2}=\frac{(\rho+\sigma)(\rho-\sigma)+(\rho-\sigma)(\rho+\sigma)}{2} \tag{2.16}
\end{equation*}
$$

if $\rho$ and $\sigma$ are strictly positive, then $\rho+\sigma$ is positive also, so, if $\rho^{2}-\sigma^{2}$ is positive, then $\rho-\sigma$ is positive - by Proposition 4 -.

Remember that if $\rho \geq \sigma$, then we not always have $\rho^{2}>\sigma^{2}:$ e.g., consider

$$
\rho=\left[\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right] \quad \text { and } \quad \sigma=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

[^8]
### 2.2.3 Block matrices

In pursuit of properties yielded by (non-)separable density matrices, the study of block matrices arises as by-product. Although not very common in quantum literature, we present some useful theorems.

We will see that simple $2 \times 2$ block matrices play remarkable role in the study of positive matrices.

Let $\rho$ be a block matrix with entries $A, B, C$ and $D, N \times N$ matrices: as $\rho=\left[\begin{array}{ll}A & B \\ C & D\end{array}\right]$. So, $\rho$ is an element of $\mathcal{L}\left(\mathcal{H}^{2 N}\right)-$ or $\mathcal{L}\left(\mathcal{H}^{N} \oplus \mathcal{H}^{N}\right)-$. We will see that several properties of $\rho$ can be obtained from those of a block matrix in which $A$ is one of the entries.

We denote $A=U P$ for the polar decomposition of $A$, where $U$ is unitary and $P$ is positive. $P$ can be read $P=\left(A^{\dagger} A\right)^{1 / 2}$ : this is called the positive part or the absolute value - of $A$ and is written as $|A|$. We have $A^{+}=P U^{\dagger}$ and

$$
\left|A^{\dagger}\right|=\left(A A^{\dagger}\right)^{1 / 2}=\left(U P^{2} U^{\dagger}\right)^{1 / 2}=U P U^{\dagger}
$$

$A$ is said to be normal if $A A^{\dagger}=A^{\dagger} A$. This condition is equivalent to $U P=P U$ and $|A|=\left|A^{\dagger}\right|$.

We write $A=U S V$ for singular value decomposition (SVD) of $A$, where $U$ and $V$ are unitary and $S$ is diagonal with nonnegative diagonal entries $s_{1} \geq \cdots \geq s_{N}$ : these are the singular values of $A$ - or the eigenvalues of $|A|$

The symbol $\|A\|$ will denote, in this section, the norm of $A$ as a linear operator on the Hilbert space $\mathcal{L}(\mathcal{H})$, i.e.

$$
\|A\| \equiv \sup _{\||\psi\rangle \|=1} \| A|\psi\rangle\left\|=\sup _{\| \psi\rangle \| \leq 1}\right\| A|\psi\rangle \| .
$$

It is easy to see that $\|A\|=s_{1}$.
Some important properties of this norm are the following xii:

$$
\begin{align*}
\|A B\| & \leq\|A\|\|B\| ;  \tag{2.17}\\
\|A\| & =\left\|A^{+}\right\| ;  \tag{2.18}\\
\|A\| & =\|U A V\| \tag{2.19}
\end{align*}
$$

for all unitary $U$ and $V$. This last property is called unitary invariance. Finally,

$$
\begin{equation*}
\left\|A^{+} A\right\|=\|A\|^{2} \tag{2.20}
\end{equation*}
$$

There are other norms on $\mathcal{L}\left(\mathcal{H}^{N}\right)$ that satisfy the first three properties. It is the condition (2.20) that makes the operator norm $\|\cdot\|$ very special.

We say $A$ is contractive, or $A$ is a contraction, if $\|A\| \leq 1$.
Proposition 6. The operator $A$ is contractive if, and only if, the operator $\left[\begin{array}{cc}\mathbb{1} & A \\ A^{+} & \mathbb{1}\end{array}\right]$ is positive.

[^9]Proof. Let $A=U S V$, then

$$
\begin{aligned}
{\left[\begin{array}{cc}
\mathbb{1} & A \\
A^{\dagger} & \mathbb{1}
\end{array}\right] } & =\left[\begin{array}{cc}
\mathbb{1} & U S V \\
V^{\dagger} S U^{\dagger} & \mathbb{1}
\end{array}\right] \\
& =\left[\begin{array}{cc}
U & O \\
O & V^{+}
\end{array}\right]\left[\begin{array}{ll}
\mathbb{1} & S \\
S & \mathbb{1}
\end{array}\right]\left[\begin{array}{cc}
U^{\dagger} & O \\
O & V
\end{array}\right]
\end{aligned}
$$

This matrix is unitarily equivalent to $\left[\begin{array}{ll}\mathbb{1} & S \\ S & \mathbb{1}\end{array}\right]$, which in turn is unitarily equivalent to the direct sum

$$
\left[\begin{array}{cc}
1 & s_{1} \\
s_{1} & 1
\end{array}\right] \oplus\left[\begin{array}{cc}
1 & s_{2} \\
s_{2} & 1
\end{array}\right] \oplus \cdots\left[\begin{array}{cc}
1 & s_{N} \\
s_{N} & 1
\end{array}\right],
$$

where $s_{1}, \cdots, s_{N}$ are the singular values of $A$. These $2 \times 2$ matrices are all positive if, and only if, $s_{1} \leq 1$ (i.e., $\|A\| \leq 1$ ).

Proposition 7. Take $A$ and $B$ positive matrices, then the matrix $\left[\begin{array}{cc}A & X \\ X^{+} & B\end{array}\right]$ is positive if, and only if, $X=A^{1 / 2} K B^{1 / 2}$ for some contraction $K$.

Proof. Assume first that $A$ and $B$ are strictly positives. Thus allow us to use the congruence

$$
\begin{aligned}
{\left[\begin{array}{cc}
A & X \\
X^{+} & B
\end{array}\right] } & \sim\left[\begin{array}{cc}
A^{-1 / 2} & O \\
O & B^{-1 / 2}
\end{array}\right]\left[\begin{array}{cc}
A & X \\
X^{+} & B
\end{array}\right]\left[\begin{array}{cc}
A^{-1 / 2} & O \\
O & B^{-1 / 2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbb{1} & A^{-1 / 2} X B^{-1 / 2} \\
B^{-1 / 2} X A^{-1 / 2} & \mathbb{1}
\end{array}\right]
\end{aligned}
$$

Let $K=A^{-1 / 2} X B^{-1 / 2}$, then by Proposition 6 , this block matrix is positive if, and only if, $K$ is a contraction. This proves the proposition when $A$ and $B$ are strictly positive. The general case follows by continuity argument.

One may see that, from Proposition 7 , if $\left[\begin{array}{cc}A & X \\ X^{\dagger} & B\end{array}\right]$ is positive, then the range of $X$ is a subspace of the range of $A$ and the range of $X^{\dagger}$ is a subspace of the range of $B$. The rank of $X$ may not exceed either the rank of $A$, or the rank of $B$.

Theorem 8. Let $A$ and $B$ be strictly positive matrices, then the block matrix $\left[\begin{array}{cc}A & X \\ X^{\dagger} & B\end{array}\right]$ is positive if, and only if, $A \geq X B^{-1} X^{\dagger}$.
Proof. Using the congruence

$$
\begin{aligned}
{\left[\begin{array}{cc}
A & X \\
X^{+} & B
\end{array}\right] } & \sim\left[\begin{array}{cc}
\mathbb{1} & -X B^{-1} \\
O & \mathbb{1}
\end{array}\right]\left[\begin{array}{cc}
A & X \\
X^{\dagger} & B
\end{array}\right]\left[\begin{array}{cc}
\mathbb{1} & O \\
-B^{-1} X^{+} & \mathbb{1}
\end{array}\right] \\
& =\left[\begin{array}{cc}
A-X B^{-1} X^{+} & O \\
O & B
\end{array}\right] .
\end{aligned}
$$

Which is clearly positive if, and only if, $A \geq X B^{-1} X^{\dagger}$.

Lemma 9. The matrix $A$ is positive if, and only if, $\left[\begin{array}{cc}A & A \\ A & A\end{array}\right]$ is positive.
Proof. We may write

$$
\left[\begin{array}{cc}
A & A \\
A & A
\end{array}\right]=\left[\begin{array}{ll}
A^{1 / 2} & O \\
A^{1 / 2} & O
\end{array}\right]\left[\begin{array}{cc}
A^{1 / 2} & A^{1 / 2} \\
O & O
\end{array}\right]
$$

which is positive being of the form $X X^{\dagger}$.
Corolarium 10. Let $A$ be any matrix, then the matrix $\left[\begin{array}{cc}|A| & A^{\dagger} \\ A & \left|A^{\dagger}\right|\end{array}\right]$ is positive. Proof. Use the polar decomposition $A=U P$, thus

$$
\begin{aligned}
{\left[\begin{array}{cc}
|A| & A^{\dagger} \\
A & \left|A^{\dagger}\right|
\end{array}\right] } & =\left[\begin{array}{cc}
P & P U^{\dagger} \\
U P & U P U^{\dagger}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbb{1} & O \\
O & U
\end{array}\right]\left[\begin{array}{ll}
P & P \\
P & P
\end{array}\right]\left[\begin{array}{cc}
\mathbb{1} & O \\
O & U^{\dagger}
\end{array}\right],
\end{aligned}
$$

and, then, use the Lemma 9.

## CHAPTER

# Let entanglement be your puppet: manipulations of quantum states 

"[...] quantum phenomena do not occur in a Hilbert space, they
occur in a laboratory". occur in a laboratory".

- Asher Peres

To acquire the full glory of the entanglement as resource, one definitely needs some manipulations of quantum states and - in some cases - classical communication. This chapter intend to give a unified mathematical representation for these manipulations: the so-called Kraus formalism [13-15].

This chapter is organized as follows: first we present a general overview of quantum operations, then we will explore a little bit further and present the whole quantum maps framework - where the knowledge of the content in the appendix In the toolbox: matrix reshaping and reshuffling is assumed -. Finally, we separate quantum operations in classes where increasing degrees of communication are allowed.

### 3.1 General quantum operations

We can construct the formalism of general quantum operations in two ways [3, 16]. In the former, we have an axiomatic point of view: we restrict ourselves to a class of linear maps $\Lambda$ which maps a state $\rho$ acting on $\mathcal{H}_{1}$ into $\tilde{\rho}$ on $\mathcal{H}_{2}$, i.e., $\Lambda: \mathcal{L}\left(\mathcal{H}_{1}\right) \rightarrow \mathcal{L}\left(\mathcal{H}_{2}\right)$, in addition to some physically motivated constraints and define the remaining manipulations as quantum operations; in the latter, the approach is constructive and the set of quantum operations is defined as
the one which can be obtained by combining operations from a certain set of elementary operations. They are both equivalent ${ }^{\mathrm{i}}$.

In the standard lore of quantum operations, there are basically four types of manipulations:
(O1) Unitary transformations: $\rho \rightarrow U \rho U^{\dagger}$, with $U U^{\dagger}=\mathbb{1}$;
(O2) Adding an uncorrelated ancilla: $\varrho \rightarrow \rho \otimes \sigma$, with $\sigma$ a density operator;
(O3) Tracing out part of the system: $\rho_{1} \rightarrow \operatorname{tr}_{\mathcal{H}_{2}}(\rho)$ with $\rho$ acting on $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$;
(O4) Projective measurements and postselection: $\rho \rightarrow \sum_{i=1}^{k} P_{i} \rho P_{i}$, with $P_{i}$ pairwise orthogonal projectors such that $\sum_{i=1}^{n} P_{i}=\mathbb{1}$ with $k \leq n$.

It is easy to see that operations $\left(\mathrm{O}_{1}\right)-\left(\mathrm{O}_{3}\right)$ can be represented as trace preserving completely positive maps - or CP-map, for short -. The inverse holds also, i.e., any trace preserving CP-map can be executed by means of the quantum manipulations $\left(\mathrm{O}_{1}\right)-\left(\mathrm{O}_{3}\right)$. This result follows from the Stinespring dilation theorem $[13,16,18,21]$.

Now, with aid of the Choi-Kraus representation, any CP-map $\Lambda$ can be written as $\Lambda(\rho)=\sum_{i} E_{i} \rho E_{i}^{\dagger} \forall \rho \in \mathcal{L}(\mathcal{H})$. The operators $E_{i}$ are commonly called the Kraus operators. For a trace preserving CP-map, we have $\sum_{i=1} E_{i}^{\dagger} E_{i}=\mathbb{1}$, but, in the case we allow $\left(\mathrm{O}_{4}\right)$, we need to relax this constraint to $\sum_{i} E_{i}^{\dagger} E_{i} \leq \mathbb{1}$ and renormalize the state ${ }^{\mathrm{ii}}$. Thus we may summarize this as follows (cf. [13]):

Theorem 11. A quantum operation $\Lambda$ can be decomposed into operations of the form (O1)-(O4) if and only if $\Lambda$ acts as a CP non-increasing map: $\Lambda(\rho)=\sum_{i} E_{i} \rho E_{i}^{\dagger}$, with $\sum_{i} E_{i}^{\dagger} E_{i} \leq \mathbb{1}$.

### 3.2 Positive and completely positive maps

With a carefully study of the previous section, one should be able to get the idea presented in most of quantum protocols in the literature. But there are lots of things to say when dealing with quantum operations. To explore quantum maps in their full glory, we need a consistent framework: that is what we will explain in this section - we remark here that, at this point, one should understand the content in the appendix In the toolbox: matrix reshaping and reshuffling -. So, let's start with the 'indices juggling'!

We are particularly interested in a class of maps $\Lambda$ which maps a state $\rho$ acting on $\mathcal{H}^{N}$ into $\tilde{\rho}$ on $\mathcal{H}^{N}, \Lambda: \mathcal{L}\left(\mathcal{H}^{N}\right) \rightarrow \mathcal{L}\left(\mathcal{H}^{N}\right)$. So, what conditions need to be fulfilled by a map $\Lambda$ to represent a physical operation?

As the linearity of quantum mechanics is assumed here in this discourse ${ }^{\mathrm{iii}}$, our first constraint on $\Lambda$ is that the map should be a linear one, i.e., we postulate the existence of a linear superoperator $\Lambda$,

$$
\begin{equation*}
\tilde{\rho}=\Lambda \rho \quad \text { or } \quad \tilde{\rho}_{m \mu}=\Lambda_{n \nu} \rho_{n v}, \tag{3.1}
\end{equation*}
$$

[^10]where summation over repeated indices is understood throughout this section. One may understand the first equality in Eq. (3.1) as $\left(\Lambda \rho_{\downarrow}\right)_{\square}$, i.e., a superoperator acting on the reshaped $\rho$ (as a column vector) and, then, reshaped back to de square form. This form includes inhomogeneous maps also, $\tilde{\rho}=\Lambda \rho+\sigma$ reads
\[

$$
\begin{equation*}
\Lambda_{n \mu} \rho_{n v}+\sigma_{m \mu} \equiv\left(\Lambda_{n \nu}+\sigma_{m \mu} \delta_{n v}\right) \rho_{n v}=\tilde{\Lambda}_{n \nu} \rho_{n v} \rho_{n v} \tag{3.2}
\end{equation*}
$$

\]

directly from the fact that $\operatorname{tr}(\rho)=1$, i.e., we are dealing with affine maps of density matrices.

Now that we dealt with linearity, we should take into account the preservation of the density matrices properties of the image $\tilde{\rho}$ : (i) Hermiticity; (ii) trace equals one and (iii) positivity. These requirements impose three constraints on the matrix $\Lambda$ :

$$
\begin{array}{ll}
\text { (i) } \quad \tilde{\rho}=\tilde{\rho}^{+} & \Leftrightarrow \Lambda_{n \mu}=\Lambda_{v m}^{*} \quad \text { so } \quad \Lambda^{*}=\Lambda^{S} ; \\
\text { (ii) } \operatorname{tr}(\tilde{\rho})=1 & \Leftrightarrow \Lambda_{m m}^{m}=\delta_{n v} \\
\text { (iii) } \tilde{\rho} \geq 0 & \Leftrightarrow \Lambda_{n \nu}^{m u} \rho_{n v} \geq 0 \quad \text { when } \rho \geq 0 \tag{3.5}
\end{array}
$$

Which, presented this way, is not that illuminating.
To unravel these constraints in a clear way, we may reshuffle $\Lambda$ - as in Eq. (A.12) - and define the dynamical matrix ${ }^{\mathrm{iv}}$

$$
\begin{equation*}
D_{\Lambda} \equiv \Lambda^{R} \quad \text { so that } \quad D_{\mu v}^{m n}=\Lambda_{m \nu}^{m} . \tag{3.6}
\end{equation*}
$$

The dynamical matrix $D_{\Lambda}$ uniquely determines the map $\Lambda$. Which obeys

$$
\begin{equation*}
D_{a \Lambda+b \Phi}=a D_{\Lambda}+b D_{\Phi} \tag{3.7}
\end{equation*}
$$

i.e., it is a linear function of the map.

Now we are able to write the three conditions as

$$
\begin{align*}
& \text { (i) } \tilde{\rho}=\tilde{\rho}^{\dagger} \Leftrightarrow D_{\mu \nu}=D_{\mu \nu}^{\dagger} \quad \text { so } \quad D_{\Lambda}=D_{\Lambda}^{\dagger} \text {; }  \tag{3.8}\\
& \text { (ii) } \operatorname{tr}(\tilde{\rho})=1 \quad \Leftrightarrow \quad D_{m n}=\delta_{n v} \quad \text {; }  \tag{3.9}\\
& \text { (iii) } \tilde{\rho} \geq 0 \quad \Leftrightarrow \quad D_{\mu \nu}^{m n} \rho_{n v} \geq 0 \quad \text { when } \rho \geq 0 \text {. } \tag{3.10}
\end{align*}
$$

Which gives us a better picture. The condition (i) holds if, and only if, $D_{\Lambda}$ is Hermitian; condition (ii) takes a familiar form also:

$$
\begin{equation*}
D_{m v}=\delta_{n v} \quad \Leftrightarrow \quad \operatorname{tr}_{A}\left(D_{\Lambda}\right)=\mathbb{1} \tag{3.11}
\end{equation*}
$$

i.e., the partial trace with respect to the first subsystem is equal the identity operator for the second subsystem; only the condition (iii) needs further explanation.

[^11]This requirement stands for the positivity of the map, i.e., $\Lambda$ should map positive matrices to positive matrices - so (iii) must holds -. Consider the original density matrix be a pure one, so that $\rho_{n v}=z_{n} z_{v}^{*}$. Then its image will be positive if, and only if, for all vectors $x_{m}$,

$$
\begin{equation*}
x_{m} \tilde{\rho}_{n v} x_{\mu}^{*}=x_{m} z_{n} D_{\mu \nu} x_{\mu}^{*} z_{v}^{*} \geq 0 \tag{3.12}
\end{equation*}
$$

In the usual notation, one reads this equation as

$$
\begin{equation*}
\langle x| \tilde{\rho}|x\rangle=\langle x| \otimes\langle z| D_{\Lambda}|x\rangle \otimes|z\rangle \geq 0 \tag{3.13}
\end{equation*}
$$

But note that, juggling indices, is an easier way to show the equality. The equations (3.12) and (3.13) mean that the dynamical matrix itself must be positive when acts on product states in $\mathcal{H}^{N^{2}}$. This property is called blockpositivity. Which lead us to the following theorem (cf. [23]):

Theorem 12 (Jamiołkowski). A linear map $\Lambda: \mathcal{L}\left(\mathcal{H}_{A}\right) \rightarrow \mathcal{L}\left(\mathcal{H}_{B}\right)$ is positive if, and only if, the corresponding dynamical matrix $D_{\Lambda}$ is block-positive.

The converse holds also, since (3.12) is strong enough to ensure that (3.10) holds for all mixed states $\rho$ as well.

Some remarks about the positivity condition should be done: first, it is difficult to work with - since must holds for all product vectors acting on $\mathcal{H}^{N^{2}}$ —; another point is that any quantum state $\rho$ may be extended by an ancilla to a state $\rho \otimes \sigma$ of larger composite system. This simple point lead us to check rather the map $\Lambda \otimes \mathbb{1}$ remains positive. Since the map leaves the ancilla unaffected, this may seem like a foregone conclusion. Classically it is so, but quantum mechanically it is not. So, we must introduce the concept of K-positivity: a K-positive map is a positive map such that the induced map

$$
\begin{equation*}
\Lambda \otimes \mathbb{1}^{K}, \quad \text { where } \quad \mathcal{L}\left(\mathcal{H}^{N}\right) \rightarrow \mathcal{L}\left(\mathcal{H}^{N} \otimes \mathcal{H}^{K}\right) \tag{3.14}
\end{equation*}
$$

is positive for $k \geq 1$. $\Lambda$ is said a completely positive map if, and only if, is $K$-positive for all $k \geq 1$. But, check for all possible extensions looks nonoperational, so, let us call the dynamical matrix properties of the map to unravel this. Since $D_{\Lambda}$ is an Hermitian operator acting on $\mathcal{H}^{N^{2}}$, it admits a spectral decomposition

$$
\begin{equation*}
D_{\Lambda}=\sum_{i=1}^{r} \lambda_{i}\left|\xi_{i}\right\rangle\left\langle\xi_{i}\right| \quad \text { so that } \quad D_{\mu \nu}^{m n}=\sum_{i=1}^{N^{2}} \lambda_{i} \Xi_{m n}^{i}\left(\Xi_{\mu \nu}^{i}\right)^{*} \tag{3.15}
\end{equation*}
$$

where $r$ is the rank of $D_{\lambda}$; the eigenvalues $\lambda_{i}$ are real and the matrices $\Xi_{m n}^{i}$ are reshaped vectors in $\mathcal{H}^{N^{2}}$.

Now we are able to check the positivity of the induced map $\Lambda \otimes \mathbb{1}$ when it acts on matrices in $\mathcal{L}\left(\mathcal{H}^{N K}\right)=\mathcal{L}\left(\mathcal{H}^{N} \otimes \mathcal{H}^{K}\right)$. We pick an arbitrary vector $z_{n n^{\prime}}$ in $\mathcal{H}^{N K}$ and act with our map on the corresponding pure state:

$$
\begin{equation*}
\tilde{\rho}_{m m^{\prime} \mu \mu^{\prime}}=\Lambda_{n \nu}^{m \mu} \delta_{\substack{m^{\prime} \mu^{\prime} \\ \prime^{\prime} v^{\prime}}} z_{n n^{\prime}} z_{v v^{\prime}}^{*}=\operatorname{Dmn}_{\mu v} z_{n m^{\prime}} z_{v \mu^{\prime}}^{*}=\sum_{i} \lambda_{i} \Xi_{m n}^{i} z_{n m^{\prime}}\left(\Xi_{\mu \nu}^{i} z_{v \mu^{\prime}}\right)^{*} . \tag{3.16}
\end{equation*}
$$

Let us pick another arbitrary vector $x_{m m^{\prime}}$ and test whether $\tilde{\rho}$ is a positive operator:

$$
\begin{equation*}
x_{m m^{\prime}} \tilde{\rho}_{m m^{\prime} \mu \mu^{\prime}} x_{\mu \mu^{\prime}}^{*}=\sum_{i} \lambda_{i}\left|\Xi_{m n}^{i} x_{m n^{\prime}} z_{n m^{\prime}}\right|^{2} \geq 0 \tag{3.17}
\end{equation*}
$$

which must hold for arbitrary $x_{m m^{\prime}}$ and $z_{m m^{\prime}}$, thus all the eigenvalues $\lambda_{i}$ must be non-negative. This leads us to Choi's theorem:

Theorem 13 (Choi \#2). A linear map $\Lambda$ is completely positive if, and only if, the corresponding dynamical matrix $D_{\Lambda}$ is positive.

It is remarkable that we are able to check complete positiveness of the map by looking to the non-negative eigenvalues of the dynamical matrix ${ }^{v}$.

The set of complete positive maps is isomorphic to the set of positive matrices $D_{\Lambda}$ of size $N^{2}$. When the map is trace preserving also, we need to add the condition (3.11), which implies that $\operatorname{tr}\left(D_{\Lambda}\right)=N$. We may think of the set of trace preserving completely positive maps as a subset of the set of density matrices in $\mathcal{L}\left(\mathcal{H}^{N^{2}}\right)$, with a unusual normalization though ${ }^{\text {vi }}$.

So, the dynamical matrix is positive if, and only if, it may be written in the form

$$
\begin{equation*}
D_{\Lambda}=\sum_{i}\left|E_{i}\right\rangle\left\langle E_{i}\right| \quad \text { so that } \quad D_{\mu \nu}^{m n}=\sum_{i} E_{m n}^{i}\left(E_{\mu \nu}^{i}\right)^{*}, \tag{3.18}
\end{equation*}
$$

where the vectors $\left|E_{i}\right\rangle$ are arbitrary to an extent given by Schrödinger's mixture theorem. Thus, we arrive at an alternative characterization of completely positive maps. They are the maps that may be written in the operator sum representation:

Theorem 14 (Choi \#1). A linear map $\Lambda$ is completely positive if, and only if, it is of the form

$$
\begin{equation*}
\Lambda(\rho)=\sum_{i} E_{i} \rho E_{i}^{\dagger} \tag{3.19}
\end{equation*}
$$

This also known as the Kraus or Stinespring form, since its existence follows from the Stinespring dilation theorem ${ }^{\mathrm{vii}}$. The operators $E_{i}$ are known as Kraus operators. The map will be trace preserving if, and only if, the condition (3.9) holds, which reads

$$
\begin{equation*}
\sum_{i} E_{i}^{\dagger} E_{i}=\mathbb{1} . \tag{3.20}
\end{equation*}
$$

Trace preserving completely positive maps go under various names: deterministic or proper quantum operations, quantum channels, or stochastic maps. This is the most general class that we need to consider.

The convex set of proper quantum operations is denoted $\mathcal{C P}^{N}$. To find its dimension, we note that the dynamical matrices belong to the positive cone in the space of Hermitian matrices of size $N^{2}$ (i.e., $N^{2} \times N^{2}$ ), which

[^12]has dimension $N^{4}$ (i.e., $N^{4}$ linearly independent parameters); the dynamical matrix corresponds to a trace preserving map if, and only if, (3.11) holds, i.e., the partial trace is the identity operator, so it is subject to $N^{2}$ conditions. Thus, the dimension of $\mathcal{C P}{ }^{N}$ equals $N^{4}-N^{2}$.

Since the operator sum representation does not determine the Kraus operators uniquely, we would like to bring it to a canonical form. The problem is quite similar to that of introducing a canonical form for a density matrix: its eigenstates. Such a decomposition of the dynamical matrix was given in Eq. (3.15). A set of canonical Kraus operators may be obtained by setting $E_{i}=\sqrt{\lambda_{i}} \Xi_{i}$. Which leads us to the following results:

Definition 15 (Canonical Kraus form). A completely positive map $\Lambda: \mathcal{L}\left(\mathcal{H}^{N}\right) \rightarrow$ $\mathcal{L}\left(\mathcal{H}^{N}\right)$ may be represented as

$$
\begin{equation*}
\Lambda(\rho)=\sum_{i=1}^{r \leq N^{2}} \lambda_{i} \Xi_{i} \rho \Xi_{i}^{\dagger}=\sum_{i=1}^{r} E_{i} \rho E_{i}^{\dagger} \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{tr}\left(E_{i}^{\dagger} E_{j}\right)=\sqrt{\lambda_{i} \lambda_{j}}\left\langle\xi_{i} \mid \xi_{j}\right\rangle=\lambda_{i} \delta_{i j} \tag{3.22}
\end{equation*}
$$

If the map is trace preserving also, then

$$
\begin{equation*}
\sum_{i} E_{i}^{\dagger} E_{j}=\mathbb{1} \quad \Rightarrow \quad \sum_{i} \lambda_{i}=d^{2} \tag{3.23}
\end{equation*}
$$

If $D_{\Lambda}$ is non-degenerate, the canonical form is unique up to phase choice for the Kraus operators. The Kraus rank of the map is the number of Kraus operators that appear in the canonical form and equals the rank $r$ of the dynamical matrix.

As in Eq. (A.7), the operator sum representation may be written as

$$
\begin{equation*}
\Lambda=\sum_{i=1}^{N^{2}} E_{i} \otimes E_{i}^{*}=\sum_{i=1}^{N^{2}} \lambda_{i} \Xi_{i} \otimes \Xi_{i}^{*} \tag{3.24}
\end{equation*}
$$

The canonical operator sum representation may be considered as a Schmidt decomposition (A.9) of $\Lambda$ - with Schmidt coefficients $\lambda_{\text {schmidt }}^{i}=\lambda_{i}$ -

We will continue the discussion of positive maps and the duality maps vs. states in the next chapter.

In the next subsections we will describe the most common classes of quantum operations in the bipartite case $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ (Alice and Bob) without loss of generality in the multipartite case. The extension to more parties, e.g., Clarice, David, Eve, etc. ${ }^{\text {viii }}$ is straightforward. We now review these classes of operations: where increasing degrees of communication are allowed [13, 25-27].

[^13]
### 3.2.1 Local operations

Local operations are the most simple manipulations that we are able to perform. This class is generated by the Kraus operators of the form $A_{i} \otimes \mathbb{1}$ and $\mathbb{1} \otimes B_{i}$, with $\sum_{i} A_{i}^{\dagger} A_{i}=\sum_{i} B_{i}^{\dagger} B_{i}=\mathbb{1}$. In this case, the parties are not allowed to communicate and the operations are non-measuring. Blending them, we are able to describe local operations as follows:

$$
\begin{equation*}
\Lambda(\rho)=\sum_{i, j}\left(A_{i} \otimes B_{j}\right) \rho\left(A_{i} \otimes B_{j}\right)^{\dagger} \tag{3.25}
\end{equation*}
$$

### 3.2.2 1-local operations

Now communication starts to play a few roles: suppose we allow local operations and one-way communication from Alice to Bob. Now Alice performs a generalized measurement on her subsystem, with Kraus operators $A_{i} \otimes \mathbb{1}$, with $\sum_{i} A_{i}^{\dagger} A_{i}=\mathbb{1}$. If the result of her operation is $i$, the operation on the state acts as ${ }^{\text {ix }}$

$$
\left(\Lambda_{i} \otimes \mathbb{1}\right)(\rho)=\left(A_{i} \otimes \mathbb{1}\right) \rho\left(A_{i} \otimes \mathbb{1}\right)^{\dagger}
$$

Alice is able to pick up the phone ${ }^{x}$ and tell Bob that she found result $i$, and, depending on that outcome, he decides which trace preserving operation (defined by $B_{j i}$ operators with $\sum_{j} B_{j i}^{+} B_{j i}=\mathbb{1}$ ) he will perform. The index $i$ denotes the operation Bob implements depends on the result that he got from Alice. The global state now reads

$$
\left(\Lambda_{i}^{A} \otimes \Lambda_{j i}^{B}\right)(\rho)=\sum_{j}\left(\mathbb{1} \otimes B_{j i}\right)\left(A_{i} \otimes \mathbb{1}\right) \rho\left(A_{i}^{\dagger} \otimes \mathbb{1}\right)\left(\mathbb{1} \otimes B_{j i}^{\dagger}\right)
$$

If they continue this protocol on many particles, the total ensemble will change as

$$
\begin{equation*}
\Lambda^{A B}(\rho)=\sum_{i, j}\left(A_{i} \otimes B_{j i}\right) \rho\left(A_{i} \otimes B_{j i}\right)^{\dagger} \tag{3.26}
\end{equation*}
$$

Obviously, postselection for certain $i$ may occur in some terms of this expression. The equation (3.26) describes the local operations and one-way communication. The quantum teleportation protocol is the most famous case of this scheme: where Alice performs a Bell measurement.

### 3.2.3 2-local operations: the paradigm of LOCC

The general local operations and classical communication (LOCC) paradigm was first formulated in [28]. Distant parties (in this case we consider Alice and Bob) are allowed to perform arbitrary local quantum manipulations and communicate classically. Note that no quantum communication is allowed, i.e., no transfer of quantum systems between the parties can be done.

[^14]The mathematical description of the local operations and two-way communication is quite complicated and the notation tends to be cumbersome, but we will try to explain in a clear way. In this situation it is useful to do alternating measurements and communications. We follow the same strategy of 1-local, focus on one particular outcome and do the summation at the end.

Alice starts the protocol and make her measurement, she finds $i_{1}$ as result, therefore the main operator here is $A_{i_{1}} \otimes \mathbb{1}$. Now she pick up the phone and tells her result to Bob, he will then perform $\mathbb{1} \otimes B_{j_{1}}\left(i_{1}\right)$ - which is a function of Alice's $i_{1}$ outcome - and communicate his result to Alice. She decides then execute $A_{i_{2}}\left(i_{1}, j_{1}\right) \otimes \mathbb{1}$ - which is function of Bob's outcome (which is function of Alice's first outcome) ${ }^{\text {xi}}$-. All these operators satisfy similar normalization properties (sum the products to identity).

In the end of the LOCC protocol (for the total ensemble) we have

$$
\begin{equation*}
\Lambda(\rho)=\sum_{k}\left(A_{k} \otimes B_{k}\right) \rho\left(A_{k} \otimes B_{k}\right)^{\dagger} \tag{3.27}
\end{equation*}
$$

with $\mathrm{k}=\left\{i_{1}, i_{2}, \ldots, i_{n}, j_{1}, j_{2}, \ldots, j_{n}\right\}$ and

$$
\begin{array}{r}
A_{k}=A_{i n}\left(i_{1}, i_{2}, \ldots, i_{n-1} ; j_{1}, j_{2}, \ldots, j_{n-1}\right) \ldots A_{i_{2}}\left(i_{1}, j_{1}\right) A_{i_{1}} \\
B_{k}=B_{j n}\left(i_{1}, i_{2}, \ldots, i_{n} ; j_{1}, j_{2}, \ldots, j_{n-1}\right) \ldots B_{j_{2}}\left(i_{1}, i_{2}, j_{1}\right) B_{j_{1}}\left(i_{1}\right) .
\end{array}
$$

Postselection can be done also for particular choices of $i_{1}, i_{2}, \ldots, i_{n}, j_{1}, j_{2}, \ldots$, $j_{n-1}$.

### 3.2.4 Separable operations

This class of quantum manipulations was considered in [27, 29]. Separable operations are defined as any operation which can be written as

$$
\begin{equation*}
\Lambda(\rho)=\sum_{i}\left(A_{i} \otimes B_{i}\right) \rho\left(A_{i} \otimes B_{i}\right)^{\dagger} \tag{3.28}
\end{equation*}
$$

where each $A_{i}$ and $B_{i}$ are arbitrary operations - measurements included with the usual normalization condition $\sum_{i}\left(A_{i} \otimes B_{i}\right)^{\dagger}\left(A_{i} \otimes B_{i}\right)=\mathbb{1}$. It follows that any LOCC is also separable, but the reverse is generally not true [25]. However, we do have the following theorem (cf. [26]):
Theorem 16. It is always possible to simulate a separable operation using only LOCC, but with probability possibly smaller than one.

Proof. Suppose Alice and Bob have two sets of operators $A_{i}$ and $B_{i}$ such that $\sum_{i}\left(A_{i} \otimes B_{i}\right)^{\dagger}\left(A_{i} \otimes B_{i}\right)=\mathbb{1}$ and a state $\rho$. Generally, we have $\sum_{i=1} A_{i}^{\dagger} A_{i} \neq \mathbb{1}$ and $\sum_{i=1} B_{i}^{\dagger} B_{i} \neq \mathbb{1}$. So we are able to rescale the operators to $\tilde{A}_{i}=a A_{i}$ and $\tilde{B}_{i}=b B_{i}$ so that $\sum_{i=1} A_{i}^{\dagger} A_{i} \leq \mathbb{1}$ and $\sum_{i=1} B_{i}^{\dagger} B_{i} \leq \mathbb{1}$. Alice and Bob then will perform a LOCC and will obtain two outcomes: $k_{A}$ e $k_{B}$. Their strategy is to maintain the state only if the outcomes coincide ( $k_{A}=k_{B}$ ). Without keeping track of the outcomes, $\rho$ is mapped into

$$
\begin{equation*}
\Lambda(\rho)=N \sum_{i} p_{i} \frac{\left(\tilde{A}_{i} \otimes \tilde{B}_{i}\right) \rho\left(\tilde{A}_{i} \otimes \tilde{B}_{i}\right)^{\dagger}}{\operatorname{tr}\left(\left(\tilde{A}_{i} \otimes \tilde{B}_{i}\right) \rho\left(\tilde{A}_{i} \otimes \tilde{B}_{i}\right)^{\dagger}\right)}=\sum_{i}\left(A_{i} \otimes B_{i}\right) \rho\left(A_{i} \otimes B_{i}\right)^{\dagger} \tag{3.29}
\end{equation*}
$$

[^15]with $p_{i} \equiv \operatorname{tr}\left(\left(\tilde{A}_{i} \otimes \tilde{B}_{i}\right) \rho\left(\tilde{A}_{i} \otimes \tilde{B}_{i}\right)^{\dagger}\right)$ and N a normalization factor.

### 3.2.5 PPT-preserving operations

This class of quantum manipulations does what its name says: maps ancilla PPT states into PPT states. We can follow the Rains' definition [30, 31], operations $\Lambda$ such that the induced map

$$
\mathbb{1} \otimes \Lambda: \rho \rightarrow \Lambda\left(\rho^{T_{B}}\right)^{T_{B}}
$$

is completely positive (with $T_{B}$ stands for partial transposition in the Bob subsystem). We remark here that all separable operations are PPT-preserving (cf. [16])

$$
\left[(A \otimes B) \rho(A \otimes B)^{\dagger}\right]^{T_{B}}=\left[\left(A \otimes\left(B^{\dagger}\right)^{T}\right) \rho^{T_{B}}\left(A^{\dagger} \otimes B\right)\right]^{\text {xii }}
$$

Note that PPT-preserving operations are the first class of operations which can be regarded as non-local ${ }^{\text {xiii }}$. The key result on this class is that they may be implemented probabilistically by means of LOCC when both parties share a specific entangled PPT state. This was first realized in [26] by Cirac et al.. They characterized completely general quantum operations (in particular entangling ones) on bipartite systems by means of a generalized Jamiołkowski isomorphism.

### 3.2.6 Entangling operations

The Jamiołkowski isomorphism [23] is an isomorphism between a linear map from an input space to an output space and an operator defined over the tensor product of these two spaces. This correspondence is useful when the map acts on one part of a bipartite system, but, on compound systems, it is not so clear how to interpret this duality. The physical interpretation came in a very elegant way in [26].

Suppose one have two systems, A and B, each consisting of two $d$-level subsystems $A=A_{1}, A_{2}$ and $B=B_{1}, B_{2}$ respectively. We will establish an isomorphism between a CP-map $\Lambda=\Lambda_{A_{1}, B_{1}}: \mathcal{L}\left(\mathcal{H}_{A_{1}, B_{1}}\right) \rightarrow \mathcal{L}\left(\mathcal{H}_{A_{1}, B_{1}}\right)$ and an operator $\mathcal{O}=\mathcal{O}_{A_{1}, A_{2}, B_{1}, B_{2}}$ acting on the total system $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. The isomorphism reads

$$
\begin{equation*}
\mathcal{O} \equiv \mathbb{1}_{A_{2}, B_{2}} \otimes \Lambda_{A_{1}, B_{1}}\left(P_{A_{1}, A_{2}} \otimes P_{B_{1}, B_{2}}\right), \tag{3.30}
\end{equation*}
$$

where $\Lambda$ acts only on the systems $A_{1}$ and $B_{1}$. Here $P_{A_{1}, A_{2}}$ is the projector on the maximally entangled state $|\psi\rangle_{A_{1}, A_{2}} \equiv \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1}|i i\rangle_{A_{1}, A_{2}}$ (analogously for $\left.P_{B_{1}, B_{2}}\right)$. Equivalently, we have

$$
\Lambda\left(\rho_{A_{1}, B_{1}}\right) \equiv d^{2} \operatorname{tr}_{A_{2}, B_{2}}\left(\mathcal{O} \rho_{A_{2}, B_{2}}^{T}\right) \equiv d^{4} \operatorname{tr}_{A_{2}, A_{3}, B_{2}, B_{3}}\left(\mathcal{O} \rho_{A_{3}, B_{3}} P_{A_{2}, A_{3}} P_{B_{2}, B_{3}}\right)
$$

[^16]From (3.30) it follows that $\mathcal{O}$ is the result of the action of $\Lambda$ on two systems $A_{1}$ and $B_{1}$ which are prepared in a maximally entangled state with two acillary systems.

The second form has an equally simple interpretation: if both parties share a state $\mathcal{O}$, then they may implement the map $\Lambda$ probabilistically on a certain state $\rho_{A_{1}, B_{1}}$ by simultaneously projecting and postselecting $\rho_{A_{3}, B_{3}}$, and $\mathcal{O}$ on the maximally entangled states of $A_{2} A_{3}$ and $B_{2} B_{3}$ with the probability of $p=\frac{1}{d}$ - where $d$ is the dimension of the Hilbert space -. From this isomorphism one can easily deduce the following correspondences:

1. $\Lambda$ is a separable operation if $\mathcal{O}$ is separable, and conversely $\Lambda$ is an entangling operation if $\mathcal{O}$ is entangled - with respect to A and B -;
2. $\Lambda$ is a PPT-preserving operation if and only if $\mathcal{O}^{T} \geq 0$. Thus any PPT-preserving operation may be implemented probabilistically locally with aid of a shared PPT state.

This isomorphism has a large number of applications (cf. [26, 32]) which we will not explore further. A simple application is the classification of global unitaries according to their entangling power on composite systems [33-35]. Entangling power of a unitary is defined as the average entanglement a unitary creates on product states. When $\Lambda$ is a unitary map, $\mathcal{O}$ is a pure state and there exists a closed expression of the entangling power in terms of the entanglement of this state vector. Using this, Lieven et al. showed that the unitaries with highest entangling power are special kinds of permutations (cf. [36]).

# Entang' what?! Entanglement as a quantum property of compound systems 


#### Abstract

"Thus one disposes provisionally (until the entanglement is resolved by actual observation) of only a common description of the two in that space of higher dimension. This is the reason that knowledge of the individual systems can decline to the scantiest, even to zero, while that of the combined system remains continually maximal. Best possible knowledge of a whole does not include best possible knowledge its parts - and this is what keeps coming back to haunt us.". - Erwin Schrödinger


There is no manner to introduce entanglement without a brief historical overview ${ }^{\text {i }}$. Starting with EPR gedanken experiment [37, 38], from the 1930's, entanglement was vastly explored in the scenario of the completeness of quantum mechanics: which was put in solid mathematical grounds in the 1960's - by the striking works of Gleason [39], Kochen and Specker [40] and Bell [41, 42]. Bell's work dealt directly with th EPR gedanken experiment and is of a major importance as it showed that entanglement is incompatible with a certain local hidden variable model (LHV) hypothesis. For deep treatments on Bell's inequalities, $c f$. [43, 44].

Nowadays, the problem of completeness seems well proposed and considerable effort has been put into understanding the mathematical structure of entanglement: which lead us to the spirit of this discourse. The first problem is: given an arbitrary quantum state, determine whether it is entangled, or not.

[^17]4. Entang' what?! Entanglement as a quantum property of compound systems

The study of this problem came together with the realisation that Bell-like inequalities are pretty weak tests for entanglement. The breakthrough came when notions from convex analysis and $C^{*}$-algebras ${ }^{\mathrm{ii}}$ were applied to the problem (cf. [46, 47]). We will review these results leading to the general framework of entanglement witnesses and its dual formulation in terms of positive maps. We introduce the so-called PPT entangled states and relate them to classical problems in linear algebra. The separability problem has been shown to be NP-hard [48], therefore, there is no hope of finding a simple analytical method and no efficient algorithm which is able to distinguish all entangled states from all separable ones (cf. [49, 50]). Thus, interest has grown in finding good numerical heuristics in tackling the problem in low dimensions. We will apply tools from semidefinite programming to the separability problem. In particular, we focus on the work by Brandão and Vianna [51-53].

For reviews of entanglement versus separability problem from different viewpoints, cf. [16, 54-61].

### 4.1 Characterizing entanglement

In spite of the fact that violation of Bell-like inequalities reveals that quantum correlations may be greater than classical ones, it will be clear that Bell inequalities are a poor test of non-classical behavior. It is possible to show that, for any entangled pure state shared by an arbitrary number of parties, there exists a Bell inequality which is violated [62,63]. For mixed states, this story has lots of complications and open problems, but it has been shown that although a state might not violate any Bell-like inequalities, it still may be useful for teleportation - using entanglement as resource - [64, 65]. In other scenarios, there are some states which only violate some inequality after a certain local generalized measurement [66, 67]; other states only show a violation when multiple copies are measured collectively [68].

So, given the difficulties of check entanglement with inequalities, it is convenient to characterize the set of entangled mixed states with some reasonable mathematical definitions. The advantage of this approach is to have a workable definition of what is entangled - and what is not -.

Let us present the definition of entanglement for bipartite systems - the generalization to multipartite is straightforward -, starting with pure states [69, 70]. Let $\mathcal{H}$ be a Hilbert space such that $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$, as we said in chapter Nice to meet you, density matrix!, we denote by $\mathcal{H}^{d}$ the Hilbert space of dimension $d$ which is $\cong \mathbb{C}^{d}$, thus, let $\mathcal{H}^{d}=\mathcal{H}^{d_{a}} \otimes \mathcal{H}^{d_{b}}$, where $d=d_{a} \times d_{b} \geq 4$,

Definition 17. A pure state $|\psi\rangle \in \mathcal{H}^{d}$ shared by two parties, Alice and Bob, is called separable if, and only if, it may be written as

$$
|\psi\rangle=\left|\psi_{A}\right\rangle \otimes\left|\psi_{B}\right\rangle
$$

with $\left|\psi_{A}\right\rangle \in \mathcal{H}_{A}$ and $\left|\psi_{B}\right\rangle \in \mathcal{H}_{B}$, i.e., belongs to the Cartesian product $\mathcal{H}_{A} \times \mathcal{H}_{B} \subset$ $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. Otherwise, we call $|\psi\rangle$ entangled.

[^18]There is a simple manner of determining whether a pure state is entangled: the Schmidt decomposition.

Theorem 18 (Schmidt decomposition [71] ${ }^{\mathrm{iii}}$ ). Every pure state $|\psi\rangle \in \mathcal{H}=$ $\mathcal{H}^{d_{a}} \otimes \mathcal{H}^{d_{b}}$ may be expressed in the form

$$
\begin{equation*}
|\psi\rangle=\sum_{i=1}^{d} \sqrt{\lambda_{i}}\left|e_{i}\right\rangle \otimes\left|f_{i}\right\rangle \tag{4.1}
\end{equation*}
$$

where $\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d_{a}}$ is an orthonormal basis for $\mathcal{H}_{A} ;\left\{\left|f_{i}\right\rangle\right\}_{i=1}^{d_{b}}$ is an orthonormal basis for $\mathcal{H}_{B}$ and $d \leq \min \left\{d_{a}, d_{b}\right\}$.

One may found surprising that there is only a single sum - at first thought, it is natural thinking of something like

$$
\begin{equation*}
|\psi\rangle=\sum_{i=1}^{d_{a}} \sum_{j=1}^{d_{b}} \Lambda_{i j}\left|\tilde{e}_{i}\right\rangle \otimes\left|\tilde{f}_{j}\right\rangle \tag{4.2}
\end{equation*}
$$

where $\Lambda$ is some complex-valued matrix and the bases are arbitrary -. Let us make a constructive proof: which is useful for our daily work.

Proof. Assume, without loss of generality, that $d_{a} \leq d_{b}$. Thus, one observe that we may write Eq. (4.2) by introducing the states $\left|\tilde{\phi}_{i}\right\rangle=\sum_{j} \Lambda_{i j}\left|\tilde{f}_{j}\right\rangle$ : which will not be orthonormal states, but they certainly exist and permit us to write the global state as

$$
\begin{equation*}
|\psi\rangle=\sum_{i=1}^{d_{a}}\left|\tilde{e}_{i}\right\rangle \otimes\left|\tilde{\phi}_{i}\right\rangle . \tag{4.3}
\end{equation*}
$$

Let $\rho \equiv|\psi\rangle\langle\psi|$ and take the partial trace over the second subsystem, it reads

$$
\begin{equation*}
\rho_{A}=\operatorname{tr}_{B}(\rho)=\sum_{i=1}^{d_{a}} \sum_{j=1}^{d_{a}}\left\langle\tilde{\phi}_{j} \mid \tilde{\phi}_{i}\right\rangle\left|\tilde{e}_{i}\right\rangle\left\langle\tilde{e}_{j}\right| . \tag{4.4}
\end{equation*}
$$

Here comes the trick: we can always diagonalize $\rho_{A} \in \mathcal{L}\left(\mathcal{H}_{A}\right)$, so it takes the form

$$
\rho_{A}=\sum_{i=1}^{d_{a}} \lambda_{i}\left|e_{i}\right\rangle\left\langle e_{i}\right|,
$$

where the coefficients $\lambda_{i}$ are real and non-negative. Finally, we go back and repeat the argument, using this basis from the start. Put the tildes off, we have

$$
\begin{equation*}
\left\langle\phi_{j} \mid \phi_{i}\right\rangle=\lambda_{i} \delta_{i j} \tag{4.6}
\end{equation*}
$$

i.e., we can set $\left|\phi_{i}\right\rangle=\sqrt{\lambda_{i}}\left|f_{i}\right\rangle$.

Definition 19. The real numbers $\sqrt{\lambda_{i}}$ in the Schmidt decomposition (4.1) are called Schmidt coefficients and they obey

$$
\begin{equation*}
\sum_{i} \lambda_{i}=1, \quad \lambda_{i} \geq 0 \tag{4.7}
\end{equation*}
$$

[^19]The number $r$ of non-vanishing $\lambda_{i}$ is called Schmidt rank of the state $|\psi\rangle(S(|\psi\rangle) \equiv$ $r$ ) and it is equal to the rank of the reduced density matrix. The state $|\psi\rangle$ is separable if, and only if $S(|\psi\rangle)=1$, otherwise, $|\psi\rangle$ is entangled.

The set of all possible vectors $\vec{\lambda}$ forms a ( $d-1$ )-dimensional simplex, known as Schmidt simplex.

Moving, now, to mixed states. As we said in chapter Nice to meet you, density matrix! we denote by $\mathcal{L}(\mathcal{H})=\mathcal{L}\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$ the set of linear operators on $\mathcal{H}$ : which, in finite dimensions, is the space of complex matrices of order $d=d_{a} \times d_{b}$.

Definition 20. A bipartite state $\rho \in \mathcal{L}(\mathcal{H})=\mathcal{L}\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$ is called separable if, and only if, it may be written as a convex sum of pure product states, i.e.,

$$
\begin{equation*}
\rho=\sum_{i} p_{i}\left|\psi_{i}^{A}\right\rangle\left\langle\psi_{i}^{A}\right| \otimes\left|\psi_{i}^{B}\right\rangle\left\langle\psi_{i}^{B}\right| \tag{4.8}
\end{equation*}
$$

with $p_{i}>0, \sum_{i} p_{i}=1,\left|\psi_{i}^{A}\right\rangle \in \mathcal{H}_{A}$ and $\left|\psi_{i}^{B}\right\rangle \in \mathcal{H}_{B}$. Otherwise, the state $\rho$ is called entangled ${ }^{\mathrm{iv}}$.

Let us define the set of separable states as $\mathcal{S}$ and, thus, may be identified with the convex hull ${ }^{v}$ of the normalized positive operators in $\mathcal{L}_{+}\left(\mathcal{H}_{A}\right) \otimes$ $\mathcal{L}_{+}\left(\mathcal{H}_{B}\right) \nsubseteq \mathcal{L}_{+}\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$. If such a decomposition exist, then - from Carathéodory theorem ( $c f$. Theorem 2) - follows that we may always replace it with a decomposition of, at most, $d^{2}$ terms, where $d=d_{a} \times d_{b}=\operatorname{dim}(\mathcal{H})^{\mathrm{vi}}$. The physical idea behind it is that a separable state may always be constructed by two independent parties by LOCC ${ }^{\text {vii }}$, but - as usual - physical justification came later.

### 4.1.1 Entanglement witnesses

We saw that to check whether a pure state is entangled, it is sufficient to expand it in its Schmidt decomposition. For mixed states, the problem is tougher as no such canonical decomposition may be obtained in a straightforward manner. But we make use of the inglory definition of entanglement - which negates the separable - and exploit the convexity and compactness of the set of separable states in our favor.

The following theorem gives us a geometrical characterization of the problem of determining whether $\rho \in D$ is contained in a certain convex subset $C \subset D:$

Theorem 21. Let $C \subset D$ be a convex set of states in a Hilbert-Schmidt space $\mathcal{L}(\mathcal{H})$, then, for each $\rho \notin C$, there exists a Hermitian operator $A \in \mathcal{L}(\mathcal{H})$ such that

$$
\operatorname{tr}(A \rho)<0 \quad \text { and } \quad \operatorname{tr}(A \sigma) \geq 0
$$

for convex sets $C, D$ and all $\sigma \in C$.

[^20]This theorem is an immediate consequence of theorems in functional analysis [73, 74]. The Hahn-Banach theorem states that a convex set and a point lying outside it can be separated by a hyperplane $W$; and the RieszFrecht representation theorem then characterizes such hyperplanes. The hyperplane $W$ are called witnesses [60]: they witness states outside C.

Corolarium 22 (Horodeki et al. [47]). A state $\rho \in \mathcal{L}(\mathcal{H})$ is entangled if, and only if, there exists one Hermitian operator $W$ which $\operatorname{tr}(W \rho)<0$ and such that $\operatorname{tr}(W \sigma) \geq 0$ for all $\sigma \in \mathcal{S}$. Such operators $W$ will be referred to as entaglement witnesses.

To illustrate what we mean, consider the well known CHSH entanglement witness

$$
\begin{equation*}
W_{C H S H}=2 \mathbb{1}-\left[\vec{a} \cdot \vec{\sigma} \otimes\left(\vec{b}+\vec{b}^{\prime}\right) \cdot \vec{\sigma}+\vec{a}^{\prime} \cdot \vec{\sigma} \otimes\left(\vec{b}-\vec{b}^{\prime}\right) \cdot \vec{\sigma}\right], \tag{4.9}
\end{equation*}
$$

which is an entanglement witness $[60,75]$. Here, $\vec{\sigma}=(X, Y, Z)$ is a vector containing the Pauli spin matrices. Note, also, that a general entanglement witness $W$ can be measured locally: by decomposing it as (non-convex) sum of product states. The problem of finding an optimized decomposition both in the optimal number of projectors on product vectors and in the optimal number of settings of the detectors has been partially solved - $c f$. [76, 77] - assuming that we are able to find an optimized decomposition of witness operators into local operators.

Let us give more examples of entanglement witnesses to enrich the context. The first one is the so-called swap - or flip - operator $F$, which acts on state vectors as $F\left|\psi_{A}\right\rangle\left|\psi_{B}\right\rangle=\left|\psi_{B}\right\rangle\left|\psi_{A}\right\rangle$, or, in basis $\{|i j\rangle\}$ of $\mathcal{H}$,

$$
\begin{equation*}
F_{d}=\sum_{i, j=1}^{d}|i j\rangle\langle j i| . \tag{4.10}
\end{equation*}
$$

One may check the block positivity (3.12) of the operator (4.10). The swap operator is an entanglement witness because $F$ has negative eigenvalues and, therefore, the result of $F \rho F^{+}$is a state with at least one negative eigenvalue for some states ${ }^{\text {viii. }}$. The flip operator is an entanglement witness for the Werner states [72]: which we will mention in the next chapter.

Another example is given by

$$
\begin{equation*}
W_{R}=\mathbb{1}-d P^{+}, \tag{4.11}
\end{equation*}
$$

where $P^{+}$is the projector of the maximally entangled state $\left|\psi^{+}\right\rangle=\frac{1}{\sqrt{d}} \sum_{i=1}^{d}|i i\rangle$. Since the maximum overlap of a separable state with $P^{+}$is $1 / d$ and $W$ has negative eigenvalues, it is an entanglement witness - e.g., for $\left|\psi^{+}\right\rangle-$. We will connect (4.11) with the reduction criterion map in the next section.

The value $\min _{W} \operatorname{tr}(W \rho)$ may be associated with the distance of $\rho$ to the set of separable states and - in some way - is related to the degree

[^21]
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 SySTEMSof entanglement of $\rho$. However, as the set of entanglement witnesses is unbounded, such minimum may be ill-defined. This may be overcomed by imposing suitable constraints on the entanglement witness $W$ and it turns out that, in this way, a variety of geometrical entanglement measures may be obtained $[52,78]$.

### 4.1.2 Duality between maps and states

Now we will continue the discussion about maps - cf. chapter Let entanglement be your puppet: manipulations of quantum states -; introduce the concept of duality - maps vs. states - and put it in the context of entanglement witnesses. We will present the Jamiołkowski isomorphism [23]. Let $\mathcal{P P}^{d}$ denote the convex set of all trace preserving completely positive maps $\Lambda: \mathcal{L}\left(\mathcal{H}^{d}\right) \rightarrow$ $\mathcal{L}\left(\mathcal{H}^{d}\right)$. Any such map may be uniquely represented by its dynamical matrix $D_{\Lambda}$ of $\operatorname{size}^{\mathrm{ix}} d^{2}$ : it is a positive matrix and its trace is equal to $d$. Hence, the rescaled matrix $\rho_{\Lambda} \equiv D_{\Lambda} / d$ represents a mixed state in $\mathcal{L}\left(\mathcal{H}^{d^{2}}\right)$. In fact, rescaled dynamical matrices form only a subspaces of this set - determined by the trace preserving conditions (3.11) -: which impose $d^{2}$ constraints. Let us denote this $\left(d^{4}-d^{2}\right)$-dimensional set by $\mathcal{L}_{\mathbb{1}}\left(\mathcal{H}^{d^{2}}\right)$. Since any trace preserving CP map has a dynamical matrix - and vice versa - the correspondence between maps in $\mathcal{C P}^{d}$ and states in $\mathcal{L}_{\mathbb{1}}\left(\mathcal{H}^{d^{2}}\right)$ is one-to-one.

So, let us find the dynamical matrix for the identity operator:

$$
\begin{equation*}
\underset{n \nu}{\mathbb{1}_{m \mu}}=\delta_{m n} \delta_{\mu \nu} \quad \text { so that } \quad D_{n \nu}^{\mathbb{1}}=\left(\underset{n \nu}{ }=\left(\mathbb{1}_{n \mu}\right)^{R}=\delta_{m \mu} \delta_{n v}=d P_{n \nu}^{+}\right. \tag{4.12}
\end{equation*}
$$

where $P^{+} \equiv\left|\phi^{+}\right\rangle\left\langle\phi^{+}\right|$represents the projector of the maximally entangled state of the composite system, which reads

$$
\begin{equation*}
\left|\phi^{+}\right\rangle=\frac{1}{\sqrt{d}} \sum_{i=1}^{d}|i\rangle \otimes|i\rangle . \tag{4.13}
\end{equation*}
$$

This state is written in its Schmidt decomposition (4.1) and all its Schmidt coefficients are equal, i.e., $\lambda_{1}=\cdots=\lambda_{d}=1 / d$. Thus, we have found that the identity operator corresponds to the maximally entangled pure state $\left|\phi^{+}\right\rangle\left\langle\phi^{+}\right|$of the composite system. Interestingly, this correspondence may be extended for other operations, or - in general - for arbitrary linear maps. The Jamiołkowski isomorphism

$$
\begin{equation*}
\Lambda: \mathcal{L}\left(\mathcal{H}^{d}\right) \rightarrow \mathcal{L}\left(\mathcal{H}^{d}\right) \quad \longleftrightarrow \quad \rho_{\lambda} \equiv \frac{D_{\Lambda}}{d}=[\Lambda \otimes \mathbb{1}]\left(\left|\phi^{+}\right\rangle\left\langle\phi^{+}\right|\right) \tag{4.14}
\end{equation*}
$$

allows us to associate a linear map $\Lambda$ acting on the space of mixed states $\mathcal{L}\left(\mathcal{H}^{d}\right)$ with an operator acting in the enlarged Hilbert state $\mathcal{H}^{d} \otimes \mathcal{H}^{d}$. To show this relation, write the operator $\Lambda \otimes \mathbb{1}$ as an eight-indices matrix ${ }^{x}$ and

[^22]explore its action on the state $P^{+}$expressed by two Kronecker's deltas as in (4.12),
$$
\Lambda_{m^{\prime} n^{\prime}} \mathbb{1}_{\mu^{\prime} v^{\prime}} \underset{\substack{m^{\prime} \mu^{\prime} \\ n^{\prime} v^{\prime}}}{+}=\frac{1}{d} \Lambda_{\mu v}=\frac{1}{d} D_{n v} .
$$

Conversely, for any positive matrix $D$, we find the corresponding map $\Lambda$ by diagonalization. The reshaped eigenvector of $D$, rescaled by the roots of the eigenvalues give the canonical Kraus form (3.21) of the operation $\Lambda$. If $\operatorname{tr}_{A}\left(\rho_{\Lambda}\right)=\mathbb{1} / d$ with $\rho_{\Lambda} \in \mathcal{L}_{\mathbb{1}}\left(\mathcal{H}^{d^{2}}\right)$, then the map $\Lambda$ is trace preserving.

Consider, now, a more general case in which $\rho$ denotes a state acting on $\mathcal{H}^{d} \otimes \mathcal{H}^{d}$. Let $\Lambda$ be an arbitrary map which sends $\mathcal{L}\left(\mathcal{H}^{d}\right)$ into itself and let $D_{\Lambda}=\Lambda^{R}$ denote its dynamical matrix of size $d^{2}$. Acting with the extended map on $\rho$ we find its image $\tilde{\rho}=[\Lambda \otimes \mathbb{1}](\rho)$. Doing analogously as (4.15) we obtain

$$
\begin{equation*}
(\tilde{\rho})^{R}=\Lambda \rho^{R} \quad \text { so that } \quad \tilde{\rho}=\left(D_{\Lambda}^{R} \rho^{R}\right)^{R} . \tag{4.16}
\end{equation*}
$$

Here, the standard multiplication of square matrices takes place: in contrast to Eq. (3.1), in which the state $\rho$ acts on a simple Hilbert space and is treated as a vector.

Note that Eq. (4.14) may be obtained as a special case of (4.16): just take for $\rho$ the maximally entangled state (4.13) - for which $\left(P^{+}\right)^{R}=\mathbb{1} / d$-. Formula (4.16) provides a useful application of the dynamical matrix corresponding to a map $\Lambda$, which acts on a subsystem. Since the normalization of matrices does not influence positivity, this result implies the following reshuffling lemma:

Lemma 23. Consider two Hermitian matrices $A$ and $B$ of the same size $N$.

$$
\begin{equation*}
\text { If } A \geq 0 \text { and } B \geq 0, \quad \text { then }\left(A^{R} B^{R}\right)^{R} \geq 0 \tag{4.17}
\end{equation*}
$$

For a proof, $c f$. [79].
Formula (4.14) may be used to find operators $D$ associated with positive maps $\Lambda$ which are neither trace preserving, nor complete positive also. The Jamiołkowski isomorphism, thus, relates the set of positive linear maps with dynamical matrices acting in the composite space and positive on product states.

Expressing the maximally entangled state $\left|\psi^{+}\right\rangle$in (4.14) by its Schmidt form (4.13), we may compute the matrix elements of $D_{\Lambda}$ in the product basis consisting of the states $|i\rangle \otimes|j\rangle$. Due to the factorization of the right-hand side, we see that the double sum describing $\rho_{\Lambda}=D_{\Lambda} / d$ drops out and the result reads

$$
\begin{equation*}
\langle k| \otimes\langle i| D_{\Lambda}|l\rangle \otimes|j\rangle=\langle k| \Lambda(|i\rangle\langle j|)|l\rangle . \tag{4.18}
\end{equation*}
$$

This equation may be understood as a definition of a map $\Lambda$ related to the linear operator $D_{\Lambda}$. Its special case - $k=l$ and $i=j$ - proves the isomorphism that, if $D_{\Lambda}$ is block positive, then the corresponding map $\Lambda$ sends positive projection operators $|i\rangle\langle i|$ into positive operators [23]. That is where entanglement witnesses $W \equiv D_{\Lambda}$ play important roles.

Thus, we are in position of starting the main result of the section: which was first published in [47] — note that it can be extended to multipartite case, $c f$. [80] —.

Theorem 24. A density operator $\rho$ acting on $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ is separable if, and only if

$$
[\mathbb{1} \otimes \Lambda](\rho) \geq 0
$$

for all positive maps $\Lambda: \mathcal{L}\left(\mathcal{H}_{B}\right) \rightarrow \mathcal{L}\left(\mathcal{H}_{A}\right)$.
Proof. With each linear map $\Lambda: \mathcal{L}\left(\mathcal{H}_{B}\right) \rightarrow \mathcal{L}\left(\mathcal{H}_{A}\right)$ there is associated an adjoint maps $\Lambda^{+}: \mathcal{L}\left(\mathcal{H}_{A}\right) \rightarrow \mathcal{L}\left(\mathcal{H}_{B}\right)$ defined by

$$
\operatorname{tr}(A \Lambda(B))=\operatorname{tr}\left(\Lambda^{\dagger}(A) B\right)
$$

for all operators $A$ and $B$. It is easy to verify that the adjoint map of a positive map is positive also. Suppose, now, that $\rho$ is entangled, then - from Corolarium 22 - follows that there exists an entanglement witness $W$ such that $\operatorname{tr}(W \rho)<0$. By virtue of the Jamiołkowski isomorphism and Theorem 12 , it is equivalent to

$$
\operatorname{tr}\left(\left[\mathbb{1} \otimes \Lambda_{W}\right]\left(P^{+}\right) \rho\right)=\operatorname{tr}\left(\left[\mathbb{1} \otimes \Lambda_{W}^{+}\right](\rho) P^{+}\right)<0
$$

and — since $P^{+}$is positive - it follows that $\left[\mathbb{1} \otimes \Lambda_{W}^{\dagger}\right](\rho) \nsupseteq 0$. Conversely, let $\Lambda_{W}^{\dagger}$ be a positive map such that $\left[\mathbb{1} \otimes \Lambda_{W}^{\dagger}\right](\rho)$ has a negative eigenvalue with corresponding eigenvector $|\phi\rangle=A \otimes \mathbb{1}\left|\psi^{+}\right\rangle$. Thus, we have

$$
\langle\phi| \mathbb{1} \otimes \Lambda_{W}^{\dagger}(\rho)|\phi\rangle=\operatorname{tr}\left((A \otimes \mathbb{1}) W\left(A^{+} \otimes \mathbb{1}\right) \rho\right)<0
$$

Since $W$ is positive on separable states, the same applies to $(A \otimes \mathbb{1}) W\left(A^{\dagger} \otimes \mathbb{1}\right)$. This shows that $\rho$ must be entangled.

The proof of the Theorem 24 reveals two important facts about the relation between entanglement witness and positive maps. Namely, given an entanglement witness $W$, the corresponding positive map $\Lambda_{W}^{\dagger}$ will always detect more states than the witness: as it detects all states detected by the class of witnesses $(A \otimes \mathbb{1}) W\left(A^{\dagger} \otimes \mathbb{1}\right)$ for all operators $A$. Furthermore, if a certain positive map $\Lambda_{W}$ is negative on a state $\rho$, the proof shows us how to construct an operator $A$ such that the local transformation ${ }^{\text {xi }}$

$$
\rho \quad \longrightarrow \quad\left(A^{\dagger} \otimes \mathbb{1}\right) \rho(A \otimes \mathbb{1})
$$

will yield a state that can be detected by the entanglement witness $W$.
In the previous section, we introduce the witness $(4.11)-W_{R}=\mathbb{1}-d P^{+}$ -. The map associated with this witness is given by $\Lambda(A)=\mathbb{1} \operatorname{tr}(A)-A$. From this, follows that all separable states $\rho$ satisfy

$$
\begin{equation*}
\rho_{A} \otimes \mathbb{1}-\rho \geq 0 \quad \text { and } \quad \mathbb{1} \otimes \rho_{B}-\rho \geq 0 \tag{4.19}
\end{equation*}
$$

where this is not necessarily the case for entangled states: the associated separability criterion is called reduction criterion [81, 82]. One may prove the positivity of the map directly.

[^23]Another entanglement witness was given by the swap operator $F$. One may see that the associated map is given by the transposition. For a separable state $\rho=\sum_{i} p_{i}\left|\psi_{i}^{A}\right\rangle\left\langle\psi_{i}^{A}\right| \otimes\left|\psi_{i}^{B}\right\rangle\left\langle\psi_{i}^{B}\right|$, we have that $[\mathbb{1} \otimes T](\rho) \geq 0$, while this is not necessarily in the case of entangled states. We denote $[\mathbb{1} \otimes T](\rho) \equiv \rho^{T_{B}}$ and call this operation partial transpose. When $\rho^{T_{B}} \geq 0$, we say that the state has a Positive Partial Transpose (PPT), otherwise, the state has a Negative Partial Transpose (NPT). The partial transpose criterion was first discovered by Peres [46] independently of the notion of positive maps. This criterion turns out to be powerful, in particular, positivity of the partial transposition is necessary and sufficient for separability when $\operatorname{dim}(\mathcal{H}) \leq 6$ [47]. It was subsequently shown to be necessary and sufficient for states with low rank [83]; for pure states [60]; for rank two states [84] and rank three states [83]. In general though, it is not sufficient and there exist PPT - bound - entangled states [85].

It can be shown that the reduction criterion is strictly weaker than the partial transposition [82] - except when $\operatorname{dim}\left(\mathcal{H}_{B}\right)=2$, or $\operatorname{dim}\left(\mathcal{H}_{A}\right)=2$-.

### 4.1.3 Digging deeply

We present now some deeper results on maps. We saw that quantum manipulations which describe physical processes are represented by CP maps, but, in the previous section, we saw that, even when they are not CP, they provide a crucial tool in the investigation of quantum entanglement. That is why we explore them a little bit further.

Consider the transposition of a density matrix in a fixed basis, i.e., $T$ : $\rho \rightarrow \rho^{T}$. The super-operator entering (3.1) is the swap operator $S$, namely, $T_{m \mu}=\delta_{m \nu} \delta_{n \mu}=S_{m \nu}^{m \nu}$. Hence it is symmetric with respect to reshuffling, $T=T^{R}=D_{T}$. This permutation of matrix contains N diagonal entries equal to unity and $N(N-1) / 2$ blocks of size two. Thus, its spectrum consists of $N(N+1) / 2$ eigenvalues equal to unity and $N(N-1) / 2$ equal to -1 : which is consistent with the constraint $\operatorname{tr}(D)=N$. The matrix $D_{T}$ is note positive, so, the transposition $T$ is not CP — as we saw for the action of $[\mathbb{1} \otimes T]$ in the maximally entangled state yielding negative eigenvalues -.

The transposition of an N -dimensional Hermitian matrix changes the signs of the imaginary part of the elements of $D i j$. This is a reflection in an $N(N+1) / 2$-dimensional hyperplane.

As discussed in the chapter Let entanglement be your puppet: manipulations of quantum states, a map fails to be CP if its dynamical matrix $D$ contains at least one negative eigenvalue. Let $m \geq 1$ denote the number of the negative eigenvalues ${ }^{\text {xii }}$. Ordering the spectrum of $D$ decreasingly allows us to rewrite its spectral decomposition

$$
\begin{equation*}
D=\sum_{i=1}^{N^{2}-m} \lambda_{i}\left|\xi_{i}\right\rangle\left\langle\xi_{i}\right|-\sum_{i=N^{2}-m+1}^{N^{2}}\left|\lambda_{i}\right|\left|\xi_{i}\right\rangle\left\langle\xi_{i}\right| \tag{4.20}
\end{equation*}
$$

[^24]Thus, a not complete positive map has the canonical form

$$
\begin{equation*}
\tilde{\rho}=\sum_{i=1}^{N^{2}-m} \lambda_{i} \Xi_{i} \rho \Xi_{i}^{\dagger}-\sum_{i=N^{2}-m+1}^{N^{2}}\left|\lambda_{i}\right| \Xi_{i} \rho \Xi_{i}^{\dagger}, \tag{4.21}
\end{equation*}
$$

where the Kraus operators $E_{i}=\sqrt{\left|\lambda_{i}\right|} \Xi_{i}$ form an orthogonal basis. This is analogous to the canonical form (3.21) of a CP map and it shows that a positive map may be represented as a difference of two completely positive maps [86]. While this is true, it does not solve the problem: taking any two CP maps and constructing a quasi-mixture ${ }^{\text {xiii }} \Lambda=(1+a) \Lambda_{1}^{C P}-a \Lambda_{2}^{C} P$, we do not know in advance how large is the contibuition $a$ of the negative part might be to keep the map $\Lambda$ positive.

In fact, the characterization of the set $\mathcal{P}^{N}$ of positive maps: $\mathcal{L}\left(\mathcal{H}^{N}\right) \rightarrow$ $\mathcal{L}\left(\mathcal{H}^{N}\right)$ for $N>2$ is by far not simple. By definition, $\mathcal{P}^{N}$ contains the set $\mathcal{C P}{ }^{N}$ of all CP maps as a proper subset. To learn more about the set of positive maps, we need unravel other features of the operation of transposition $T$. For any transformation $\Lambda$, the modifications of the dynamical matrix induced by a composition with $T$ may be described by the transformation of partial transpose, namely,

$$
\begin{equation*}
T \Lambda=\Lambda^{S_{1}}, \quad D_{T \Lambda}=D_{\Lambda}^{T_{A}}, \quad \text { and } \quad \Lambda T=\Lambda^{S_{2}}, \quad D_{\Lambda T}=D_{\Lambda}^{T_{B}} . \tag{4.22}
\end{equation*}
$$

To demonstrate this, it is enough to use the explicit form of $\Lambda_{T}$ and the observation that

$$
\begin{equation*}
D_{\Phi \Lambda}=\left[D_{\Phi}^{R} D_{\Lambda}^{R}\right]^{R} \tag{4.23}
\end{equation*}
$$

Positivity of $D_{\Phi \Lambda}$ follows from the fact that the composition of two CP maps is completely positive also. Which follows directly from the identity $[(\Phi \Lambda) \otimes \mathbb{1}]=[(\Phi \otimes \mathbb{1}) \cdot(\Lambda \otimes \mathbb{1})]$ and implies the Lemma 23.

Sandwiching $\Lambda$ between two transpositions does not influence the spectrum of the dynamical matrix, i.e., $T \Lambda T=\Lambda^{\mathcal{S}}=\Lambda^{*}$ and $D_{T \Lambda T}=D_{\Lambda}^{T}=D_{\Lambda}^{*}$. Thus, if $\Lambda$ is completely positive, so is $T \Lambda T-$ if $D_{\Lambda}$ is positive, so is $D_{\Lambda}^{T}$-.

The not completely positive transposition map $T$ allows one to introduce the following definition [87, 88]

Definition 25. A map $\Lambda$ is called completely co-positive ( $C \subset P$ ) if the map $T \Lambda$ is $C P$.

Properties (4.22) of the dynamical matrix imply that the map $\Lambda T$ could be used instead to define the same set of CcP maps. Thus, any CcP map $\Lambda$ may be written in a Kraus-like form as

$$
\begin{equation*}
\tilde{\rho}=\Lambda(\rho)=\sum_{i=i}^{k} E_{i} \rho^{T} E_{i}^{\dagger} . \tag{4.24}
\end{equation*}
$$

Now we are able to define a decomposable map as follows:

[^25]Definition 26. A positive map $\Lambda$ is called decomposable if it may be written as a convex combination of a CP map and a CcP map, i.e.,

$$
\begin{equation*}
\Lambda=a \Lambda_{C P}(1-a) \Lambda_{C c P}, \quad \text { with } \quad a \in[0,1] . \tag{4.25}
\end{equation*}
$$

An important characterization of the set $\mathcal{P}^{2}$ of positive maps acting on (complex) states of one qubit follows from [87, 89]:

Theorem 27 (Størmer-Woronowicz's). Every one-qubit positive map $\Lambda \in \mathcal{P}^{2}$ is decomposable.
I.e. , the set of $N=2$ positive maps can be represented by the convex hull of the set of CP and CcP maps. Note that this result is not general in higher dimensions.

The first example of an undecomposable map was given by Choi [24, 88, 90]. Consider a map defined on $\mathcal{L}\left(\mathcal{H}^{3}\right)$ : which depends on three non-negative parameters, namely,
$\Lambda_{C}^{a, b, c}(\rho)=$
$\left[\begin{array}{ccc}(a-1) \rho_{11}+b \rho_{22}+c \rho_{33} & -\rho_{12} & -\rho_{13} \\ -\rho_{21} & c \rho_{11}+(a-1) \rho_{22}+b \rho_{33} & -\rho_{23} \\ -\rho_{31} & -\rho_{32} & b \rho_{11}+c \rho_{22}+(a-1) \rho_{33}\end{array}\right]$
This generalized Choi map (4.26) is positive if, and only if,

$$
\begin{equation*}
a \geq 1, \quad a+b+c \geq 3, \quad 1 \leq a \leq 2 \quad \Rightarrow b c \geq(2-a)^{2} \tag{4.27}
\end{equation*}
$$

while it is decomposable if, and only if,

$$
\begin{equation*}
a \geq 1, \quad 1 \leq a \leq 3 \quad \Rightarrow b c \geq(3-a)^{2} / 4 \tag{4.28}
\end{equation*}
$$

We may analyze this map in the context of entanglement, e.g. , in the family of states [91]

$$
\begin{equation*}
\rho_{H}=\frac{2}{7}\left|\phi_{3}^{+}\right\rangle\left\langle\phi_{3}^{+}\right|+\frac{\lambda}{7} \sigma_{+}+\frac{5-\lambda}{7} \sigma_{-}, \quad 2 \leq \lambda \leq 5 \tag{4.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\phi_{3}^{+}\right\rangle\left\langle\phi_{3}^{+}\right|=\frac{1}{\sqrt{3}} \sum_{i, j=0}^{2}|i i\rangle\langle j j| \tag{4.30}
\end{equation*}
$$

is the density matrix for the maximally entangled state, and

$$
\begin{align*}
\sigma_{+} & =\frac{1}{3}(|01\rangle\langle 01|+|12\rangle\langle 12|+|20\rangle\langle 20|) \\
\sigma_{-} & =\frac{1}{3}(|10\rangle\langle 10|+|21\rangle\langle 21|+|02\rangle\langle 02|) \tag{4.32}
\end{align*}
$$

are two separable states. With these definitions, using $-\left[\mathbb{1} \otimes \Lambda_{C}^{2,0,1}\right]\left(\rho_{H}\right)-$ the character of $\rho_{H}$ changes with $\lambda$ according to

$$
\rho_{H}= \begin{cases}\text { separable, } & 2 \leq \lambda \leq 3,  \tag{4.33}\\ \text { PPT entanglement, } & 3<\lambda \leq 4 \\ \text { NPT entanglement, } & 4<\lambda \leq 5 .\end{cases}
$$

We gave a glimpse of non-decomposable maps and its applications in the separability problem, but many others have been found and studied in the literature.

### 4.1.4 A numerical approach

In this section, we give an example of a numerical approach to the separability problem. Gurvits [48] reformulated the separability problem as a weak membership problem - allowing some error in the decision - and showed that, even in this scenario, the problem is NP-hard. Yet - as demonstrated by the partial transpose criterion - this does not exclude the existence of efficient algorithms for low dimensional systems. There have been several algorithmic proposals: which can be categorized in three classes:
(i) From the outside Here, a hierarchy of tests is devised which in every step detects entanglement of some states and provide a corresponding witness. Typically, the first tests will detect highly entangled states, while further tests will detect more weakly entangled states. Ideally, the hierarchy should be complete, i.e. , in the asymptotic regime every entangled state should be detected. Examples of such algorithms may be found in [51-53, 92-95];
(ii) From the inside In this approach, again a hierarchy of tests is devised, but - this time - able to deliver a certificate for separability. States detected in the first tests will be typically close to the maximally mixed state, while further tests will be able to detect states closer to the boundary of entangled states. The logic behind this is that, for weakly (classical) correlated states, there is more freedom in finding convex decomposition in terms of product vectors. Examples may be founded in [51-53, 96, 97];
(iii) Distance measure The starting point here is to take an entanglement measure $E(\rho)$ which satisfies $E(\rho)=0$ for all separable states and $E(\rho)>0$ for all entangled states. The algorithm, typically, works then by calculating $E(\rho)$ to a certain accuracy. For examples, see [98, 99].

The most successful algorithms as of today use of optimization theory: in particular, semidefinite programming. Semidefinite programs (SDPs) are convex optimization problems which can be written as the minimization of a linear objective function, subject to semidefinite constraints in the form of linear matrix inequalities [100]:

$$
\begin{gather*}
\text { minimize } c^{\dagger} x \\
\text { subject to }\left\{F(x)=F_{0}+\sum_{i=1}^{m} x_{i} F_{i} \geq 0,\right. \tag{4.34}
\end{gather*}
$$

where $c \in \mathbb{C}^{m}$, the Hermitian matrices $F_{i} \in \mathcal{L}\left(\mathcal{H}^{n}\right)$ are given and $x \in \mathbb{C}^{m}$ is the vector of optimization variables. $F(x) \geq 0$ means that $F(x)$ is a positive matrix. The problem has no local minima. When the unique minimum of this problem cannot be found analytically, one can resort to powerful algorithms that return the approximated answer [101]. Solving the problem could be compared to finding the eigenvalues of a Hermitian matrix. If the matrix is small enough or has very high symmetry, one can easily determine its
eigenvalues on the back of an envelope, but in other cases some numerical algorithm is needed. Anyway, one never doubts that the eigenvalues of such a matrix can be determined exactly.

Semidefinite programs have two appealing features: firstly, efficient algorithms are available for solving SPDs in polynomial time with arbitrary accuracy [101]; secondly, with each (primal) SDP, there is associated a dual SDP, which reads,

$$
\begin{gather*}
\text { maximize } \quad-\operatorname{tr}\left(F_{0} \mathrm{Z}\right) \\
\text { subject to } \quad\left\{\operatorname{tr}\left(F_{i} Z\right)=c_{i}, \quad Z \geq 0\right. \tag{4.35}
\end{gather*}
$$

where $Z \geq 0$ means that $Z$ is a positive semidefinite (Hermitian) operator. Now, one may see that $c^{T} x$ is always larger than $-\operatorname{tr}\left(F_{0} Z\right)$, so that, solving the dual problem, gives a lower bound on the primal problem. It is often the case that these values coincide - in which case, the SDP have the so-called strong duality property -. Suppose, now, that $c=0$, then the primal problem becomes a feasibility problem. Then, a positive value of $-\operatorname{tr}\left(F_{0} Z\right)$ shows that the primal problem is not feasible. I.e., the operator $Z$ gives a certificate for the unfeasibility. Needles to say that such certificates are of the great value in decision problems such as the separability problem. The main result of this discourse use of this certificate as the heart of the method. We will present it in the next chapter.

### 4.2 Proprieties of entanglement measures

Now that we know what is entanglement and how to characterize it, the natural question which arises is how we may quantify it - as, in the end, we desire delight the outstanding features of entanglement as resource - But the problem of quantifying entanglement for mixed states becomes complicated [13, 102, 103].

Let us discuss the properties that any potential measure $E(\rho)$ should satisfy, namely,
(E1) Discriminance. $E(\rho)=0$ if, and only if, $\rho$ is separable;
(E2) Monotonicity. $\rho \rightarrow \sum_{i} p_{i} \rho_{i} \Rightarrow E(\rho) \geq \sum_{i} p_{i} E\left(\rho_{i}\right)$ under probabilistic LOCC;
(E3) Convexity. $E(a \rho+(1-a) \sigma) \leq a E(\rho)+(1-a) E(\sigma)$, with $a \in[0,1]$;
(E4) Asymptotic continuity. Let $\rho_{m}$ and $\sigma_{m}$ denote sequences of states acting on $m$ copies of the composite Hilbert space $\left(\mathcal{H}^{N} \otimes \mathcal{H}^{K}\right)^{\otimes m}$. If $\lim _{m \rightarrow \infty}\left\|\rho_{m}-\sigma_{m}\right\|_{1}=0$, then $\lim _{m \rightarrow \infty} \frac{E\left(\rho_{m}\right)-E\left(\sigma_{m}\right)}{m \ln (N K)} ;$
(E5) Additivity. $E(\rho \otimes \sigma)=E(\rho)+E(\sigma)$ for any $\rho$ and $\sigma \in \mathcal{L}\left(\mathcal{H}^{N K}\right)$;
(E6) Normalization. $E\left(\left|\psi^{+}\right\rangle\left\langle\psi^{+}\right|\right)=1$;
(E7) Computability. There exists an efficient method to compute $E$ for any $\rho$.
4. Entang' what?! Entanglement as a quantum property of compound systems

There are alternative forms of properties ( $E_{1}$ )-( $E_{5}$ ):
(Eıa) Weak discriminance. If $\rho$ is separable, then $E(\rho)=0$;
(E2a) Monotonicity under deterministic LOCC. $E(\rho) \geq E\left[\Lambda_{\text {LOCC }}(\rho)\right]$;
(E3a) Pure states convexity. $E(\rho) \leq \sum_{i} p_{i} E\left(\left|\phi_{i}\right\rangle\right)$, where $\rho=\sum_{i} p_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|$;
(E4a) Continuity. If $\|\rho-\sigma\|_{1} \rightarrow 0$ then $|E(\rho)-E(\sigma)| \rightarrow 0$;
(E5a) Extensivity. $E\left(\rho^{\otimes n}\right)=n E(\rho)$;
(E5b) Sub-additivity. $E(\rho \otimes \sigma) \leq E(\rho)+E(\sigma)$;
(E5c) Super-additivity. $E(\rho \otimes \sigma) \geq E(\rho)+E(\sigma)$.
The above list of postulates deserves a few comments. The rather natural if, and only if condition in ( $\mathrm{E}_{1}$ ) is very strong: it cannot be satisfied by one measure quantifying the distillable entanglement, due to the existence of bound entangled states. Hence, one often requires the weaker property (Eia) instead.

Monotonicity (E2) under probabilistic LOCC is stronger than the deterministic one: since local unitary operations are reversible, the latter property implies
(E2b) Invariance with respect to local unitary operations. I.e.,

$$
E(\rho)=E\left(U_{A} \otimes U_{B} \rho U_{A}^{\dagger} \otimes U_{B}^{\dagger}\right)
$$

Convexity property (E3) guarantees that one cannot increase entanglement by mixing. Following Vidal [104], we will call any quantity satisfying (E2) and (E3) an entanglement monotone. These fundamental postulates reflect the key idea that quantum entanglement cannot be created locally. I.e., it is not possible to get any entanglement for free - one needs to invest resources for certain entangling operations -.

The postulate that any two neighboring states should be characterized by similar entanglement is made precise in (E4).

Additivity ( $\mathrm{E}_{5}$ ) is - in the distillability scenario - a most welcome property. For certain measures one may show sub-, or super-, additivity: additivity requires both. Some authors suggest to require extensivity (E5a), which is difficult to demonstrate also. However, for any measure $E$ one may consider the quantity

$$
E_{\infty}(\rho) \equiv \lim _{n \rightarrow \infty} \frac{1}{n} E\left(\rho^{\otimes n}\right) .
$$

If such limit exists, the regularized measure $E_{\infty}$ defined in this way satisfies (5a) by construction. The normalization property (E6) is useful to compare different quantities: which may be achieved by a trivial rescaling.

The complete wish list ( $\mathrm{E}_{1}$ )-(E7) is very demanding, so, it is not surprising that - instead of on ideal measure of entanglement fulfilling all required properties, the literature contains a plethora of measures, e.g. , [29, 54, 103] - each of them satisfying some axioms only. The pragmatic wish (E7) is an
especially tough one: we have learned that even the problem of deciding the separability is a 'hard one' [48]. The quantification of entanglement cannot be easier. Instead of waiting for the discovery of a single - universal - measure, we have thus focus our attention in only one of them: which will illustrate our results in the next chapter.

The distance from an analyzed state $\rho$ to the set of separable states $\mathcal{S}$ satisfies (E1) by construction. However, it is note simple to find the separable state $\sigma$ closest to $\rho$ with respect to a certain metric. There are several distances to choose from, we illustrate with one of them because we are able to calculate efficiently with aid of the numerical approach [51-53].
(Generalized) Robustness [105, 106]: $E_{R}(\rho)$ measures the endurance of entanglement by quantifying the minimal amount of mixing with any state needed to wipe out the entanglement, namely,

$$
\begin{equation*}
E_{R}(\rho)=\min _{\sigma \in \mathcal{L}(\mathcal{H})}\left(\min _{s \geq 0 \in \mathbb{R}} s: \frac{\rho+s \sigma}{1+s} \in \mathcal{S}\right) . \tag{4•36}
\end{equation*}
$$

We call random robustness the special case of $\sigma=\mathbb{1} / N$. The robustness may be interpreted as a minimal distance of $\rho$ to the set of separable states. This construction does not depend on the boundary of the entire set of states in $\mathcal{L}(\mathcal{H})$, in contrast with the best separable approximation. Robustness is known to be convex and monotone, but is not additive [105], using log-robustness

$$
\begin{equation*}
E_{L R}(\rho)=\log \left(1+E_{R}(\rho)\right) \tag{4.37}
\end{equation*}
$$

## CHAPTER

## A 'click' on the detector: measuring entanglement

"In the end, what really matters is the 'click' on the detector.".

- Reinaldo Vianna

At this point, we are equipped with everything we need to present the main subject of this discourse: checking entanglement with incomplete information about the state ( $c f$. [1], which contains our work).

Our understanding of entanglement has largely grown in the last few years (cf. [61]), but the experimental detection is still a daunting challenge. So, let us present a brief overview about the subject.

Theoretically, the tool of choice to detect entanglement is an Entanglement Witness (EW) [47]. It consists of a Hermitian operator ( $W$ ) with non-negative expectation values for all the separable states - but which can have a negative expectation value for an entangled state - in this case, the state is said to be detected by the EW. When it comes to experiments, EWs are not that good: each state has its own optimal witness and the construction of the optimal EW depends on the knowledge of the state ${ }^{i}$. There does not exist an EW which detects all the entangled density operators acting on a given Hilbert space. Nevertheless, an EW can detect many states on a certain region of the state space, though it will be optimal just for a restricted family of states. Therefore, when some information about the state is known, an EW can be implemented ${ }^{\text {ii. }}$.

Exploring collective measurements to estimate nonlinear functionals of quantum states, Walborn et al. [107, 108] have experimentally measured the concurrence of unknown pure two qubit states, using two copies of the objective state. It has also been extended to the estimation of the concurrence

[^26]of mixed states, and implemented experimentally [109, 110]. In the case of rank-2 two-qubit states, it is also possible to measure the concurrence exactly by means of collective measurements on four copies [111].

In this chapter, we investigate measurements on single copies of unknown mixed quantum states. The method we propose is simple, and shows to be effective in low dimensions. We are advocating that using sophisticated mathematical tools to characterize entanglement in a data post-processing fashion, while keeping the experiment as simple as possible, is efficient. Therefore it is an approach in the opposite direction of works, e.g. , like those in [107-110], where entanglement is directly measured in a very elaborate experiment. We have performed numerical tests in systems of two qubits, one qubit and one qutrit and two qutrits. In the case of two qutrits, we have investigated both bound and free entanglement. Though we discuss just bipartite entanglement, the formalism can be straightforwardly applied to the multipartite case. The basic idea is to consider the state written in an orthonormal basis: which can be thought of as a generalized Bloch representation. Then the expectation values - which are the components of the generalized Bloch vector - are gradually measured. For each set of measurements, it is checked if there is enough information to infer entanglement. In the case of states with Negative Partial Transpose (NPT), we check if there is no state with Positive Partial Transpose (PPT) compatible with the measurements. In the general case, including entangled PPT states [85], we build an entanglement witness compatible with the measurements, using the method described in [51]. In the spirit of data post-processing, we mention the recent techniques independently introduced by Eisert et al. [112] and Gühne et al. [113], that yield bounds to certain entanglement quantifiers, based on the measurement of non-optimal EWs. We note also that Badziag et al. [114] and Hassan et al. [115] have introduced interesting entanglement criteria based on the norm of the generalized Bloch vector. In the context of Quantum Key Distribution, Curty et al. [116] have introduced a method to check the presence of entanglement by means of EWs built with previous measured data. Cai et al. [117] also propose a framework to directly detect entanglement by measuring only one copy of a state at a time, and demonstrate the benefits of the method in the case of two-qubit states.

In the next section, we introduce and illustrate our method. Later, we discuss a possible choice of informationally complete set of observables, and illustrates how our method would perform with projective measurements. In particular, that section makes clear that, compared to two qubits and two qutrits, it is not obvious how to choose the minimal amount of (or optimal) measurements in a $2 \otimes 3^{\text {iii }}$ system. The section Estimated EW and Low-Entangled States offers more questions than answers: we analyze the limitations of the method, studying three representative states, namely, one highly entangled and two very low entangled states. As presented in this work, our method offers a yes/no answer about the entanglement of a unknown mixed state, but our calculations suggest that a further development of it could yield a good quantitative estimator of entanglement.

[^27]
### 5.1 Checking entanglement with incomplete information

Given a state represented by the density operator $\rho$, we want to check if it is entangled, without performing a full tomography. As matter of fact, we want to make the least possible number of assumptions about the state. We will present a strategy based on acquisition of partial information about the state, followed by data (post-)processing in form of Semi-Definite Programs (SDP). SDPs can be efficiently solved [100, 101, 118], and have exact solutions. As the numerical tests will show, it is effective in low dimensions. We focus on bipartite states in order to simplify the discussion, but the generalization of the formalism to multipartite states is straightforward.

A state $\rho$, acting on $\mathcal{L}\left(\mathcal{H}^{d}\right)=\mathcal{L}\left(\mathcal{H}^{d_{a}} \otimes \mathcal{H}^{d_{b}}\right)$ - where $d=d_{a} \times d_{b}$ - can be written as

$$
\begin{equation*}
\rho=\sum_{i=0}^{d_{م}^{2}-1} \sum_{j=0}^{d_{b}^{2}-1} r_{i j} P_{i j}, \tag{5.1}
\end{equation*}
$$

where the $P_{i j}$ are observables forming a complete basis in the Hilbert-Schmidt space, and $r_{i j}=\operatorname{tr}\left(\rho P_{i j}\right) \in \mathbb{R}$.

One possible choice for these observables is $P_{i j}=\sigma_{i}^{d_{a}} \otimes \sigma_{j}^{d_{b}}$, with the $\sigma_{i}^{d_{s}}$ being $\operatorname{SU}\left(d_{s}\right)$ matrices, i.e., generalizations of the Pauli matrices - where $\sigma_{0}^{d_{s}}$ stands for the identity matrix and $r_{00}=1 / d$-. In this case, the state can also be written with explicit local and non-local parts, and we have an expression that can be thought of as a generalized Bloch representation, namely,

$$
\begin{equation*}
\rho=\frac{1}{d}\left(\mathbb{1}^{d_{a}} \otimes \mathbb{1}^{d_{b}}+\vec{r}_{a} \cdot \vec{\sigma}^{d_{a}} \otimes \mathbb{1}^{d_{b}}+\mathbb{1}^{d_{a}} \otimes \vec{r}_{b} \cdot \vec{\sigma}^{d_{b}}+\sum_{i=1}^{d_{a}^{2}-1} \sum_{j=1}^{d_{b}^{2}-1} t_{i j} \sigma_{i}^{d_{a}} \otimes \sigma_{j}^{d_{b}}\right) \tag{5.2}
\end{equation*}
$$

where $\mathbb{1}^{d_{s}}$ is the $d_{s} \times d_{s}$ identity matrix; $\vec{\sigma}^{d_{s}}$ are the matrices for $S U\left(d_{s}\right) ; \vec{r}_{s}$ $\in \mathbb{R}^{d_{s}^{2}-1}$ and, finally, $t_{i j} \in \mathbb{R}$. Note that $\vec{r}_{a}$ and $\vec{r}_{b}$ are the local parameters, defining the reduced density matrices, namely,

$$
\begin{equation*}
\rho_{a} \equiv \operatorname{tr}_{b}(\rho)=\frac{1}{d_{a}}\left(\mathbb{1}^{a}+\vec{r} \cdot \vec{\sigma}^{d_{a}}\right), \tag{5.3}
\end{equation*}
$$

where $\operatorname{tr}_{b}(\cdot)$ is the partial trace on subsystem $b$ - analogous expression for $\rho_{b}$ -. The non-local parameters,

$$
\begin{equation*}
t_{i j}=\operatorname{tr}\left(\rho \sigma_{i}^{d_{a}} \otimes \sigma_{j}^{d_{b}}\right)=\left\langle T_{i j}\right\rangle \tag{5.4}
\end{equation*}
$$

form a real matrix $T$, and are responsible for the classical and quantum correlations in $\rho$. Note that the parameters in Eq. (5.1), or Eq. (5.2), must be real in order to $\rho$ to be Hermitian: but it does not guarantee its positivity.

We will introduce some procedures to check the entanglement of an unknown state based on partial information about it: this partial information consists of the knowledge of some of the $r_{i j}$ (cf. Eq. (5.1)) - eventually enriched with some further characteristic of the state, as the fact that it is NPT, or its marginals are known (cf. Eq. (5.3)) -

As it is well known, it is harder to check the entanglement of a bound entangled state than a free entangled one. From the theoretical point of view, it is easy to know if the latter are entangled, for they have negative partial transpose: which is known as the Peres-Horodecki criterion [46, 47]. But if the state is PPT, we need an entanglement witness. The known examples of bound entangled states show very low entanglement - therefore, they will be more difficult to be checked experimentally -.

Now we present our first procedure: which checks entanglement in NPT bipartite states. The method we propose can be thought of as a way of checking the Peres-Horodecki criterion. Assuming the knowledge of $n\left(n \leq d^{2}-1\right)$ of the parameters $r_{k} \equiv r_{i j}\left(k=1,2, \ldots, d^{2}-1\right)$ in Eq. (5.1), we check the existence of a PPT state compatible with the available information. The nonexistence of such a state witnesses the entanglement of the state of interest. This can be done by means of the following very simple SDP:
determine $\varrho$

$$
\text { subject to }\left\{\begin{array}{l}
\varrho \geq 0  \tag{5.5}\\
\operatorname{tr}(\varrho)=1 \\
\varrho^{T_{B}} \geq 0 \\
\operatorname{tr}\left(\varrho P_{k}\right)=r_{k}, k=1,2, \ldots, n
\end{array}\right.
$$

This SDP is a feasibility program. $\varrho^{T_{B}}$ stands for the partial transpose of $\varrho$. When this program is infeasible, i.e., when there is no PPT state compatible with the available data, we are certain that the unknown $\rho$ is NPT and, therefore, entangled.

It might happen that the state of interest has passed through some known decoherence channel - which restricts the state's marginals to some known form - One example is the Werner states [72], which correspond to depolarized states whose marginals are maximally mixed. The program in Eq. (5.5) can be easily modified to include this additional information: which corresponds to further constraints in the SDP, namely,

## determine $\varrho$

$$
\text { subject to }\left\{\begin{array}{l}
\varrho \geq 0  \tag{5.6}\\
\operatorname{tr}(\varrho)=1 \\
\varrho^{T_{B}} \geq 0 \\
\varrho_{a}=\rho_{a} \\
\varrho_{b}=\rho_{b} \\
\operatorname{tr}\left(\varrho P_{k}\right)=r_{k}, k=1,2, \ldots, n
\end{array}\right.
$$

Programs in Eq. (5.5) and in Eq. (5.6) determine the projection of the state of interest in a certain hyperplane (in the Hilbert-Schmidt space), and check the existence of the family of PPT states with the same projection. If there is no such state, it means that the measured state is NPT, and therefore entangled. This suffices to check entanglement in spaces $2 \otimes 2$ (qubit-qubit) and $2 \otimes 3$ (qubit-qutrit) [47]. In larger spaces, this approach still works for the

NPT states, but it will not detect entangled PPT states. Now we introduce a procedure that, in principle, can detect both free and bound entangled states.

When the state of interest is in a space which allows for bound entanglement [85], we need an entanglement witness to check if it is separable or not. If we eliminate the constraint of positivity of the partial transpose in the programs of Eqs. (5.5) and (5.6), namely, $\varrho^{T_{B}} \geq 0$, those programs return a state $\varrho$ : which can be PPT - or not - compatible with the available data. We, then, build an optimal entanglement witness $\left(W_{\varrho}\right)$ to $\varrho$ and use it to estimate the entanglement of $\rho$, i.e., $\operatorname{tr}\left(W_{\varrho} \rho\right) \sim \operatorname{tr}\left(W_{\varrho} \varrho\right)$. Remember that an EW is a Hermitian operator with non-negative expectation values on separable states, but which can have a negative expectation value on an entangled state, in this case, we say that the EW detects the entangled state. The optimal EW of a state yields the most negative expectation value, when compared to any other EW of the same kind, therefore $\operatorname{tr}\left(W_{\varrho} \rho\right)>\operatorname{tr}\left(W_{\rho} \rho\right)$. Note that EWs can be chosen to correspond to different entanglement quantifiers [52]. The EWs in this work have the constraint $\operatorname{tr}(W)=1$, and correspond to the random robustness [53, 105]: which measures how resilient to white noise is the entanglement.

We need an error bar to our entanglement estimate given by $\operatorname{tr}\left(W_{\varrho} \varrho\right)$. In order to do that, we rewrite Eq. (5.1) as:

$$
\begin{equation*}
\varrho=\sum_{k=1}^{n} r_{k} P_{k}+\sum_{j=n+1}^{d^{2}} r_{j} P_{j} . \tag{5.7}
\end{equation*}
$$

The first summation corresponds to the known data: let us call it $\varrho_{\text {known }}$. Of course, $\rho_{\text {known }}=\varrho_{\text {known }}$. The second summation is yielded either by the program in Eq. (5.5), or Eq. (5.6), and we call it $\varrho_{\text {unknown }}$. Now we can write our entanglement estimate as:

$$
\begin{equation*}
\operatorname{tr}\left(W_{\varrho} \rho\right)=\operatorname{tr}\left(W_{\varrho} \tilde{\varrho}\right) \pm\left|\operatorname{tr}\left(W_{\varrho} \tilde{\varrho}_{\text {unknown }}\right)\right| \tag{5.8}
\end{equation*}
$$

The techniques we use to build the optimal EW are based on SDPs, and are described in [51].

In Fig. 5.1, we show how the method performs for two qubits, one qubit and one qutrit, and two qutrits. Each graph is built out of $10^{4}$ random NPT entangled states. We plot the efficacy of entanglement detection - i.e., number of states detected as entangled divided by $10^{4}$ - in the sample of states, against the number of measured non-local parameters (cf. Eq. (5.4)). Every time the program in Eq. (5.5), or in Eq. (5.5), is infeasible for a given state, it means that the measured data were sufficient to detect entanglement. In the case of two qutrits, we also test the EW approach of Eq. (5.8). A state is considered successfully detected as entangled, when both $\operatorname{tr}\left(W_{\varrho} \varrho\right)+\left|\operatorname{tr}\left(W_{\varrho} \varrho_{\text {unknown }}\right)\right|$ and $\operatorname{tr}\left(W_{\varrho} \varrho\right)-\left|\operatorname{tr}\left(W_{\varrho} \varrho_{\text {unknown }}\right)\right|$ are negative. About $70 \%$ of the states are detected as entangled, with an effort which is roughly half of a full state tomography. On one hand, the less entangled is the state, more information we need to infer its entanglement. Therefore, the graphs show $100 \%$ efficacy only when all the tomographic parameters are measured. On the other hand, highly entangled states are detected with the knowledge of only a few non-local parameters.


Figure 5.1: Fraction of success of entanglement detection against the number of measured non-local parameters - cf. Eq. (5.4)—, for a sample of $10^{4}$ random KPPT states, using the approaches described in Eqs. (5.5) and (5.6), for two qubits, one qubit and one qutrit, and two qutrits. For two qutrits, we also show the results using the EW (Eq. (5.8)).

### 5.2 Choosing what to measure in the laboratory

In the last section, we have described the general idea behind detecting entanglement of unknown states based on partial information. Our main goal was to show that the proposed data post-processing is effective. Now we want to discuss how our technique could be actually implemented with projective measurements: a sensible way to do this is by grouping the observables in the smallest number of maximal commuting classes. Commuting observables share a common set of eigenvectors and, consequently, can be simultaneously measured - i.e. , can be simultaneously diagonalized -. Therefore, such a scheme would yield the smallest number of complete projective measurements to be done.

Let us fix the basis of observables. For a Hilbert space of dimension $d_{s}$, we introduce the shift and clock operators, namely:

$$
\begin{equation*}
X \equiv \sum_{j=0}^{d_{s}-1}|j+1\rangle\langle j| \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
Z \equiv \sum_{j=0}^{d_{s}-1} \exp \left(\frac{2 \pi i j}{2}\right)|j\rangle\langle j|, \tag{5.10}
\end{equation*}
$$

where $\left\{|j\rangle, j=0, \ldots, d_{s}-1\right\}$ is an orthonormal basis. For dimension 2 , these operators are the usual Pauli matrices. We define also

$$
\begin{equation*}
Y \equiv X Z \tag{5.11}
\end{equation*}
$$

and, for $d>2$,

$$
\begin{equation*}
V \equiv X Z^{2} \tag{5.12}
\end{equation*}
$$

Two-particle observables are now defined as tensor products of powers of these operators. For two qubits, one qubit and one qutrit, and two qutrits, Table 5.1 shows the complete bases of observables, with a convenient labeling [119].

Now we can group the observables of Table 5.1 in maximally commuting classes. For two qubits, we have the 5 classes [120] shown in Table 5.2; for one qubit and one qutrit, there are 12 classes, as shown in Table 5.3; and finally, for two qutrits, there are the 10 classes [121, 122] shown in Table 5.4. Note that, for two qubits and two qutrits, the classes are disjoint sets. In each case, the simultaneous eigenvectors of each class form a set of Mutually Unbiased Bases (MUB) [123, 124], in the sense that any two vectors of different bases have the same overlap's absolute value. In the case of the $2 \otimes 3$ system, the classes are neither disjoint and nor minimal. With 5 observables in each class, the minimal number of classes, for a total of 35 distinct operators, should be 7 . It is the case for the systems $2 \otimes 2$ and $3 \otimes 3$, with 15 observables divided in 5 classes of 3 operators, and 80 observables divided in 10 classes of 8 operators, respectively. It is conjectured that there is no informationally complete set (in the tomographic sense) of MUBs for the $2 \otimes 3$ system [125-127], and it is known that generalized Pauli matrices - which is our choice of observables — are not extensible to MUBs [128].

| $2 \otimes 2$ | I | Z | X | Y |
| :---: | :---: | :---: | :---: | :---: |
| I | o | 13 | 14 | 15 |
| Z | 1 | 4 | 7 | 10 |
| X | 2 | 5 | 8 | 11 |
| Y | 3 | 6 | 9 | 12 |


| $2 \otimes 3$ | I | Z | X | Y |
| :---: | :---: | :---: | :---: | :---: |
| I | o | 33 | 34 | 35 |
| Z | 1 | 9 | 17 | 25 |
| X | 2 | 10 | 18 | 26 |
| Y | 3 | 11 | 19 | 27 |
| V | 4 | 12 | 20 | 28 |
| $\mathrm{Z}^{2}$ | 5 | 13 | 21 | 29 |
| $\mathrm{X}^{2}$ | 6 | 14 | 22 | 30 |
| $\mathrm{Y}^{2}$ | 7 | 15 | 23 | 31 |
| $V^{2}$ | 8 | 16 | 24 | 32 |


| $3 \otimes 3$ | I | Z | X | Y | V | $\mathrm{Z}^{2}$ | $X^{2}$ | $Y^{2}$ | $V^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | o | 73 | 74 | 75 | 76 | 77 | 78 | 79 | 80 |
| Z | 1 | 9 | 17 | 25 | 33 | 41 | 49 | 57 | 65 |
| X | 2 | 10 | 18 | 26 | 34 | 42 | 50 | 58 | 66 |
| Y | 3 | 11 | 19 | 27 | 35 | 43 | 51 | 59 | 67 |
| V | 4 | 12 | 20 | 28 | 36 | 44 | 52 | 60 | 68 |
| $\mathrm{Z}^{2}$ | 5 | 13 | 21 | 29 | 37 | 45 | 53 | 61 | 69 |
| $\mathrm{X}^{2}$ | 6 | 14 | 22 | 30 | 38 | 46 | 54 | 62 | 70 |
| $\mathrm{Y}^{2}$ | 7 | 15 | 23 | 31 | 39 | 47 | 55 | 63 | 71 |
| $V^{2}$ | 8 | 16 | 24 | 32 | 40 | 48 | 56 | 64 | 72 |

Table 5.1: Complete bases of observables in Hilbert spaces of dimensions $2 \otimes 2,2 \otimes 3$ and $3 \otimes 3$. Each two-particle observable is the tensor product between one operator of the first line by one operator of the first column.

$$
\begin{aligned}
& C_{1}=\left\{\begin{array}{lll}
1 & 4 & 13
\end{array}\right\} \\
& C_{2}=\left\{\begin{array}{llll} 
& 2 & 8 & 14
\end{array}\right\} \\
& C_{3}=\left\{\begin{array}{llll} 
& 3 & 12 & 15
\end{array}\right\} \\
& C_{4}=\left\{\begin{array}{llll} 
& 5 & 9 & 10
\end{array}\right\} \\
& C_{5}=\left\{\begin{array}{llll}
11
\end{array}\right\}
\end{aligned}
$$

Table 5.2: Five maximally commuting classes of observables (cf. Table 5.1) for two qubits. The common eigenvectors of each class form a set of MUBs.

| $C_{1}=$ | 1 | 5 | 33 | 9 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{2}=\{$ | 2 | 6 | 33 | 10 | 14 |
| $\mathrm{C}_{3}$ | 3 | 7 | 33 | 11 | 15 \} |
| $\mathrm{C}_{4}$ | 4 | 8 | 33 | 12 | 16 |
| $\mathrm{C}_{5}$ | 1 | 5 | 34 | 17 | 21 |
| $\mathrm{C}_{6}$ | 2 | 6 | 34 | 18 | 22 \} |
| $\mathrm{C}_{7}=$ | 3 | 7 | 34 | 19 | 23 |
| $\mathrm{C}_{8}$ | 4 | 8 | 34 | 20 | 24 |
| $\mathrm{C}_{9}=$ | 1 | 5 | 35 | 25 | 29 |
| $\mathrm{C}_{10}=$ | 2 | 6 | 35 | 26 | 30 \} |
| $\mathrm{C}_{11}=$ | 3 | 7 | 35 | 27 | 31 |
| $C_{12}=\{$ | 4 | 8 | 35 | 28 | 32 |

Table 5.3: Twelve maximally commuting classes of observables (cf. Table 5.1) for qubit $\otimes$ qutrit.

| $\mathrm{C}_{1}=$ | 1 | 5 | 73 | 9 | 13 | 77 | 41 | 45 \} |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{2}=\{$ | 2 | 6 | 74 | 18 | 22 | 78 | 50 | $54\}$ |
| $C_{3}=\{$ | 3 | 7 | 75 | 27 | 31 | 79 | 59 | 63 \} |
| $\mathrm{C}_{4}=$ | 4 | 8 | 76 | 36 | 40 | 80 | 68 | 72 \} |
| $C_{5}=\{$ | 10 | 46 | 33 | 19 | 32 | 69 | 60 | $55\}$ |
| $\mathrm{C}_{6}=\{$ | 11 | 47 | 17 | 28 | 38 | 53 | 66 | 64 \} |
| $C_{7}=\{$ | 12 | 48 | 25 | 34 | 23 | 61 | 51 | $70\}$ |
| $\mathrm{C}_{8}=\{$ | 14 | 42 | 29 | 20 | 39 | 57 | 67 | $56\}$ |
| $C_{9}=\{$ | 15 | 43 | 37 | 26 | 24 | 65 | 52 | 62 \} |
| $\mathrm{C}_{10}=\{$ | 16 | 44 | 21 | 35 | 30 | 49 | 58 | 71 \} |

Table 5.4: Ten maximally commuting classes of observables (cf. Table 5.1) for two qutrits. The common eigenvectors of each class form a set of MUBs.

In Fig. 5.2, we repeat the calculations of section II, namely Eqs. (5.1), (5.5) and (5.8), but now using the MUB projectors for the two qubits and two qutrits.

Though we do not know MUBs for the $2 \otimes 3$ system, we still want to do the minimal number of projective measurements in the laboratory. To make a complete tomography, we need a set of 35 informationally complete projectors. Measuring in the basis of common eigenvectors of each of the 12 classes (cf. Table 5.3), the numbers of independent projective measurements extracted from each class are, respectively, $5,4,4,4,3,2,2,2,3,2,2,2$. These 35 projectors, which are linearly independent in the Hilbert-Schmidt space, can be sorted in 7 sets of 5 , and re-orthonormalized in order to correspond to 7 complete projective measurements ( 7 observables). The results of measurements in these two different bases are shown in Fig. 5.3.

### 5.3 Estimated EW and Low-Entangled States

At this point, we have discussed how we could detect the entanglement of unknown NPT states, based on partial information. In particular, the method


Figure 5.2: Fraction of success of entanglement detection against the number of measured MUB projectors (cf. Eq. (5.1)) , for a sample of $10^{4}$ random NPT states, using the approaches described in Eq. (5.5) (Peres-Horodecki criterion), for two qubits (top), and Eqs. (5.5) and (5.8) (EW) for two qutrits (bottom).
we have proposed to check the Peres-Horodecki criterion (Eq. (5.5)) is rigorous, yields an exact answer and, according to our numerical tests, performs nicely for the systems $2 \otimes 2,2 \otimes 3$ and $3 \otimes 3$, as shown in Figs. 5.2 and 5.3. On the other hand, our proposed EW estimate - Eq. (5.8) - needs to be better understood. Figs. 5.1 and 5.3 are numerical evidence for the correctness of Eq. 5.8, but we are lacking a rigorous proof for the exact expression of our error bar. In this section, we will study the performance of Eq. 5.8 in 3 particular states, being one highly entangled two-qutrit Werner state [72] and two very low entangled states, being one of them also a two-qutrit Werner state, and the other one a two-qutrit bound entangled state [91]. It will add further evidence of the correctness of Eq. 5.8, and will show that our proposed error bar is too big, i.e., it seems that $\operatorname{tr}\left(W_{\varrho} \varrho\right)$ is a very good upper bound to $\operatorname{tr}\left(W_{\varrho} \rho\right)$, much better than we expected, and there must be a tighter error bar, but we couldn't devise it yet. Note that $\operatorname{tr}\left(W_{\varrho} \rho\right)$ is certainly an upper bound to $\operatorname{tr}\left(W_{\rho} \rho\right)$.


Figure 5.3: Fraction of success of entanglement detection against the number of optimal projectors (cf. Eq. (5.1) and Table 5.3), for a sample of $10^{4}$ random NPT states, using the approach described in Eq. (5.5) (Peres-Horodecki criterion), for the $2 \otimes 3$ system.

The two-qudit (for our purposes $d=3$ ) Werner states [72] can be written as follows:

$$
\begin{equation*}
\rho_{W}=\frac{\mathbb{1}^{d}+\beta F_{d}}{d^{2}+d \beta} \tag{5.13}
\end{equation*}
$$

with $-1 \leq \beta \leq 1$. $\rho_{W}$ is separable for $\beta \geq-\frac{1}{d} . F_{d}$ is a swap operator for two qudits,

$$
\begin{equation*}
F_{d}=\sum_{i, j=1}^{d}|i j\rangle\langle j i| . \tag{5.14}
\end{equation*}
$$

The two-qutrit bound entangled state we use is picked up from the following family of states [91]:

$$
\begin{equation*}
\rho_{H}=\frac{2}{7}\left|\phi_{3}^{+}\right\rangle\left\langle\phi_{3}^{+}\right|+\frac{\lambda}{7} \sigma_{+}+\frac{5-\lambda}{7} \sigma_{-}, \quad 2 \leq \lambda \leq 5, \tag{5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\phi_{3}^{+}\right\rangle\left\langle\phi_{3}^{+}\right|=\frac{1}{\sqrt{3}} \sum_{i, j=0}^{2}|i i\rangle\langle j j| \tag{5.16}
\end{equation*}
$$

is the density matrix for the maximally entangled state, and

$$
\begin{align*}
\sigma_{+} & =\frac{1}{3}(|01\rangle\langle 01|+|12\rangle\langle 12|+|20\rangle\langle 20|) \\
\sigma_{-} & =\frac{1}{3}(|10\rangle\langle 10|+|21\rangle\langle 21|+|02\rangle\langle 02|) \tag{5.18}
\end{align*}
$$

are two separable states. With these definitions, the character of $\rho_{H}$ changes with $\lambda$ according to

$$
\rho_{H}= \begin{cases}\text { separable, } & 2 \leq \lambda \leq 3,  \tag{5.19}\\ \text { bound entangled, } & 3<\lambda \leq 4, \\ \text { free entangled, } & 4<\lambda \leq 5\end{cases}
$$



Figure 5.4: Estimated EW with its error bar - Eq. (5.8) - for 3 particular two-qutrit states: (top) Werner state with $\beta=-1$, (middle) Werner state with $\beta=-0.37$, (bottom) Horodecki bound entangled state with $\lambda=3.9$. In each case, the exact value for $\operatorname{tr}\left(W_{\rho} \rho\right)$ corresponds to the mark 80 in the abscissa.

In Fig. 5.4, we see the results yielded by Eq. (5.8) applied to Werner states - Eq. (5.13) - with $\beta=-1\left(\operatorname{tr}\left(W_{\rho_{W}} \rho_{W}\right)=-1 / 3\right)$ and $\beta=-0.37$ $\left(\operatorname{tr}\left(W_{\rho_{W}} \rho_{W}\right)=-0.014\right)$, and to the Horodecki bound entangled state - Eq. (5.15) - with $\lambda=3.9\left(\operatorname{tr}\left(W_{\rho_{H}} \rho_{H}\right)=-0.024\right)$. As we have mentioned before, a state is considered detected as entangled when the error bar resides entirely in the entangled region. We see that the highly entangled Werner state is detected with just 11 measurements. On the other hand, the two low entangled states are detected after the $70^{t h}$ measurement. The Peres-Horodecki criterion - Eq. (5.5) - detects the low entangled Werner state in the $32^{\text {nd }}$ measurement but, of course, it is not applicable to the PPT state. Ignoring the error bar, note that the estimated EW never super-estimated the entanglement; it yielded the exact results for the Werner states after the $17^{\text {th }}$ measurement, for the most entangled state, and after the $32^{\text {nd }}$ measurement, for the low entangled state; and, finally, it detected the bound entangled state after 10 measurements.

### 5.4 Final remarks about the method

We discussed data post-processing strategies to characterize entanglement of unknown mixed states based on partial knowledge of the state. The method is guaranteed to work: for it converges to a full state tomography. We applied our method in systems of dimension $2 \otimes 2,2 \otimes 3$ and $3 \otimes 3$. Our numerical investigations showed that entanglement can be detected with a cost which is much lower than full state tomography - when the entanglement is not very small -. For low entangled states - including PPT ones, we presented a method to construct entanglement witnesses (EW). The EWs have an error bar that monotonically diminishes with the increase of information about the state. Our tests suggest that the error bar is too big, for ignoring it, the entanglement estimate yielded by the EW is always a lower bound to the true entanglement. Therefore we believe that a tighter error bar could be calculated, but we weren't able to prove it yet.

We also discussed the choice of observables to be measured in the laboratory. In particular, we noted that the choice is not obvious in the case of the $2 \otimes 3$ system, when one is willing to measure the smallest set of informationally complete projectors. Nevertheless, we offered a method to construct these minimal informationally complete sets, in the case of projective measurements.

The application of our approach to multipartite systems is straightforward, at the level of the formalism. As a matter of fact, we performed some tests on NPT states of three qubits, obtaining results similar to the ones we presented for the bipartite systems.

## In the toolbox: matrix reshaping and reshuffling

In this appendix we will discuss about very useful tools to work with quantum maps. Matrix reshaping and reshuffling are simple algebraic transformations that one can perform on matrices - which will help to demystify and unravel some map properties (cf. chapter 10 of [5]) -. Here we try to explain these techniques in a simple manner, as we use them in our daily work on quantum manipulations. We also introduce a useful notation in the composite Hilbert space $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$, or in the Hilbert-Schmidt space of linear operators $\mathcal{H}_{H S}$.

Consider a rectangular matrix $\Xi_{i j}, i=1, \ldots, M$ and $j=1, \ldots, N$. It is said $\Xi$ is reshaped when, row after row (lexicographical order) ${ }^{i}$, we organize its elements into a vector $\vec{\xi}^{\text {ii }}$ of size $M N$,

$$
\begin{equation*}
\vec{\zeta}_{k} \equiv \Xi_{i j}, \quad \text { where } \quad k=(i-1) N+j, \quad i=1, \ldots, M, \quad j=1, \ldots, N . \tag{A.1}
\end{equation*}
$$

As we just reorganize the matrix elements in a different fashion, it is clear that this procedure can be undone, i.e., any vector $\vec{\xi}$ of length $M N$ may be reshaped into a matrix $\Xi^{\mathrm{iv}}$. To illustrate, we can provide the simplest exempli gratia: one $2 \times 2$ matrix $\Xi$ and its lexicographical reshaped form, which reads

[^28]\[

\Xi=\left[$$
\begin{array}{cc}
\Xi_{11} & \Xi_{12}  \tag{A.2}\\
\Xi_{21} & \Xi_{22}
\end{array}
$$\right] \quad \leftrightarrow \quad \Xi_{\downarrow}=\left[$$
\begin{array}{c}
\Xi_{11} \\
\Xi_{12} \\
\Xi_{21} \\
\Xi_{22}
\end{array}
$$\right] \quad \leftrightarrow \quad \Xi_{\rightarrow}=\left(\Xi_{11}, \Xi_{12}, \Xi_{21}, \Xi_{22}\right)
\]

In a anti-lexicographical manner, one should have

$$
\Xi=\left[\begin{array}{ll}
\Xi_{11} & \Xi_{12} \\
\Xi_{21} & \Xi_{22}
\end{array}\right] \quad \leftrightarrow \quad \Xi_{\downarrow}=\left[\begin{array}{c}
\Xi_{11} \\
\Xi_{21} \\
\Xi_{12} \\
\Xi_{22}
\end{array}\right] \quad \leftrightarrow \quad \Xi_{\rightarrow}=\left(\Xi_{11}, \Xi_{21}, \Xi_{12}, \Xi_{22}\right)
$$

As one might see above, reshaping a matrix is a really simple procedure. But now that we were able to write reshaped matrices, the first question which arises is "which properties remains in these new vectors". Well, we still are able to do everything that a well-behaved vector does in a linear vector space.

The inner product in Hilbert-Schmidt space - for instance, of size $N$ (matrix of size $N$ meaning a square $N \times N$ matrix) - now looks like a common inner product between two vectors of length $N^{2}$,

$$
\begin{equation*}
\langle\Xi \mid \Pi\rangle \equiv \operatorname{tr}\left(\Xi^{\dagger} \Pi\right)=\vec{\zeta}^{*} \cdot \vec{\pi}=\langle\xi \mid \pi\rangle \tag{A.3}
\end{equation*}
$$

Thus the Hilbert-Schmidt norm of a matrix is the same as the norm of the amalgamated (corresponding) vector: $\|\Xi\|_{H S}^{2}=\operatorname{tr}\left(\Xi^{+} \Xi\right)=|\vec{\zeta}|^{2}$.

These vectors can also be linearly transformed ${ }^{v}$ into $\vec{\xi}^{\prime}=\Phi \vec{\xi}$, where $\Phi$ is a matrix of size $M N \times M N$. In the usual notation, we denote the matrix elements by $\Phi_{k k^{\prime}}$ (where $k$ stands for the row, and $k^{\prime}$ for the column). But, now, we introduce a convenient four index notation $\Phi_{m \mu}$ - it will facilitate the description of operations in composite systems -, where $m, n=1, \ldots, N$ and $\mu, v=1, \ldots, M^{\mathrm{vi}}$. The correspondence between the two and four index notation can be clarified with a $4 \times 4$ example:

$$
\Phi=\left[\begin{array}{llll}
\Phi_{11} & \Phi_{12} & \Phi_{13} & \Phi_{14} \\
\Phi_{21} & \Phi_{22} & \Phi_{23} & \Phi_{24} \\
\Phi_{31} & \Phi_{32} & \Phi_{33} & \Phi_{34} \\
\Phi_{41} & \Phi_{42} & \Phi_{43} & \Phi_{44}
\end{array}\right] \quad \leftrightarrow \quad \Phi=\left[\begin{array}{cccc}
\Phi_{11} & \Phi_{11} & \Phi_{11} & \Phi_{11} \\
11 & 12 & 21 & 22 \\
\Phi_{12} & \Phi_{12} & \Phi_{12} & \Phi_{12} \\
11 & 12 & 21 & 22 \\
\Phi_{21} & \Phi_{21} & \Phi_{21} & \Phi_{21} \\
11 & 12 & 21 & 22 \\
\Phi_{22} & \Phi_{22} & \Phi_{22} & \Phi_{22} \\
11 & 12 & { }_{21} & { }_{22}
\end{array}\right] .
$$

Here the upper pair of indices denotes the row of the matrix, while the lower pair determines its column. It is easy to see that the transposed matrix $\Phi^{T}$ is obtained by flipping these lines, i.e., $\Phi_{\substack{m \mu \\ n v}}^{T}=\Phi_{n \nu}$. It looks cumbersome at the first sight, but this notation shows itself useful when representing an operator

[^29]acting on a composite space, e.g., $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. The tensor product of any two bases in the parties gives a basis in $\mathcal{H}$, i.e.,
\[

$$
\begin{equation*}
\underset{n v}{\Phi_{m \mu}}=\left\langle e_{m} \otimes f_{\mu}\right| \Phi\left|e_{n} \otimes f_{v}\right\rangle \tag{A.4}
\end{equation*}
$$

\]

where Latin indices stands for the first subsystem, $\mathcal{H}_{A}$, and the Greek ones to the second, $\mathcal{H}_{B}{ }^{\text {vii. }}$. The elements of the identity operator $\mathbb{1}=\mathbb{1}_{A} \otimes \mathbb{1}_{B}$ reads $\mathbb{1}_{m \mu}=\delta_{m n} \delta_{\mu v}$.

One can compute the trace of the matrix by $\operatorname{tr}(\Phi)=\underset{m \mu}{\Phi_{m \mu}}$ (summation over repeating indices is understood).

To compose systems with tensor product, i.e., $\Phi=A \otimes B$, one should perform

$$
\begin{equation*}
\underset{n \nu}{\Phi_{m \mu}} \equiv A_{m n} B_{\mu \nu} . \tag{A.5}
\end{equation*}
$$

It should not be confused with the standard multiplication of matrices (e.g., $C=A \cdot B)$, which reads $\underset{n v}{C} \equiv \underset{l \lambda}{C_{n \nu}} A_{m \nu} B_{l \lambda}$, with summation over repeated indices.

Another useful task is tracing out parties, e.g., the partial trace over the second subsystem $\Phi^{A}=\operatorname{tr}_{B}(\Phi)$ provides a $N \times N$ matrix - while, tracing out the first subsystem $\left(\Phi^{B}=\operatorname{tr}_{A}(\Phi)\right)$ produces one $M \times M$ matrix -, i.e.,

$$
\begin{equation*}
\Phi_{m n}^{A} \equiv \Phi_{m \mu} \quad \text { and } \quad \Phi_{\mu \nu}^{B} \equiv \Phi_{m \nu}^{m \mu} \tag{A.6}
\end{equation*}
$$

There is one more detail to discuss about matrix multiplication. When working with states evolution, or Choi-Kraus operators, frequently we deal with product of three operators (e.g. , $U \varrho U^{+}$). Now we are able to write the matrix product, for instance, $A \cdot B \cdot C$ in a different fashion:

$$
\begin{equation*}
A \cdot B \cdot C \equiv\left(\Phi B_{\downarrow}\right)_{\square} \quad \text { where } \quad \Phi=A \otimes C^{T} \tag{A.7}
\end{equation*}
$$

i.e., this triple product is equivalent to a superoperator $\Phi$ acting on the reshaped column vector of $B$ and, then, reshaped back to the rectangular form ${ }^{\text {viii }}$.

Now that we have unraveled the details about reshaping, we are able to start the discussion about reshuffling matrices.

Let $U$ be a $N^{2} \times N^{2}$ unitary matrix. Reshape each column $\left|\xi_{k}\right\rangle=U_{i k}$ of $U$, with $i=1, \ldots, N^{2}$ into $N \times N$ matrices $\Xi_{k}-N^{2}$ of them -, as in Eq. (A.2). Since $\left\langle\xi_{k} \mid \xi_{k^{\prime}}\right\rangle \equiv \operatorname{tr}\left(\Xi_{k}^{+} \Xi_{k^{\prime}}\right)=\delta_{k k^{\prime}}$, or, in double index notation ${ }^{\text {ix }}$, $\left\langle\xi_{m \mu} \mid \xi_{n v}\right\rangle \equiv \operatorname{tr}\left(\Xi_{m \mu}^{\dagger} \Xi_{n v}\right)=\delta_{m n} \delta_{\mu v}$, they form an orthonormal basis ${ }^{\mathrm{x}}$ for the linear operators acting on $\mathcal{L}\left(\mathcal{H}^{N}\right)$.

Consider $X$ an arbitrary matrix of size $N^{2}$, i.e., a $N^{2} \times N^{2}$ one. We now use the basis in the previous paragraph to decompose $X$ as

[^30]\[

$$
\begin{equation*}
X=\sum_{i=1}^{N^{2}} \sum_{j=1}^{N^{2}} C_{i j} \Xi_{i} \otimes \Xi_{j}=\sum_{m, \mu, n, v=1}^{N} C_{m \nu} \Xi_{m \mu} \otimes \Xi_{n v}, \tag{A.8}
\end{equation*}
$$

\]

where $C_{i j}=\operatorname{tr}\left(\left(\Xi_{i} \otimes \Xi_{j}\right)^{\dagger} X\right)$. As the $\Xi_{k}$ matrices came from the pure $\left|\xi_{k}\right\rangle$ ones, the matrix $X$ may be considered as a vector in the composite Hilbert-Schmidt space $\mathcal{H}^{N^{2}} \otimes \mathcal{H}^{N^{2}}$ and we are able to write $X$ in the Schmidt decomposition:

$$
\begin{equation*}
|X\rangle=\sum_{k=1}^{N^{2}} \sqrt{\lambda_{k}}\left|\xi_{k}\right\rangle \otimes\left|\xi_{k}^{\prime}\right\rangle \tag{A.9}
\end{equation*}
$$

where $\sqrt{\lambda_{k}}$ are the singular values of $C$-i.e., the square roots of the nonnegative eigenvalues of $C C^{\dagger}$-. The sum of the squares is determined by the norm of the operator, $\sum_{k=1}^{N^{2}} \lambda_{k} \equiv \operatorname{tr}\left(X^{\dagger} X\right) \equiv\|X\|_{H S}^{2}$. The trick here lives in the fact that Schmidt coefficients do not depend on the basis, so we can, cleverly, choose the canonical one in $\mathcal{H}^{N^{2}}$, i.e., that from the identity matrix, $U \equiv \mathbb{1}$. Thus each of the $N^{2}$ matrices $\Xi_{k}$ - reshaped column $\left|\xi_{k}\right\rangle$ from $U$ - consists of only one non-zero element, which equals one: $\Xi_{k} \equiv \Xi_{m \mu} \equiv|m\rangle\langle\mu|$, where our usual reciprocity between one and two indices is understood. Their tensor product still form an orthonormal basis in $\mathcal{H}^{N} \otimes \mathcal{H}^{N}$ and allow us to write an arbitrary matrix $X$ as in Eq. (A.8). This simplify enormously the matrix of coefficients $C$, which, now, has the form $C_{m \nu}=\operatorname{tr}\left(\left(\Xi_{m \mu} \otimes \Xi_{n \nu}\right) X\right) \equiv X_{\mu \nu}$.

We name this reordering ${ }^{\text {xi }}$ reshuffling of $X: X^{R} \equiv C(X)$. To dissect this algebraic detour, we illustrate with an example. First, observe that reshaping each row of an initially square matrix $X$ of size $M N$ - following Eq. (A.1) — into a rectangular $M \times N$ submatrix and placing, in lexicographical order, block after block, one produces the reshuffled matrix $X^{R}$. In the simplest case $M=N=2$ - in which any row of the matrix $X$ is reshaped into a $2 \times 2$ matrix - we have

$$
C_{i j} \equiv X_{i j}^{R}=\left[\begin{array}{ll|ll}
\mathbf{X}_{\mathbf{1 1}} & \mathbf{X}_{\mathbf{1 2}} & X_{21} & X_{22}  \tag{А.10}\\
X_{13} & X_{14} & \mathbf{X}_{23} & \mathbf{X}_{24} \\
\hline \mathbf{X}_{\mathbf{3 1}} & \mathbf{X}_{32} & X_{41} & X_{42} \\
X_{33} & X_{34} & \mathbf{X}_{\mathbf{4 3}} & \mathbf{X}_{\mathbf{4 4}}
\end{array}\right]
$$

A remark should be done in the symmetric case (with $M=N$ ): $N^{3}$ elements of $X$ - typeset boldface in (A.10) - do not change position during reshuffling. Thus the space of complex matrices with reshuffling symmetry $X=X^{R}$ is $2 N^{4}-2\left(N^{4}-N^{3}\right)=2 N^{3}$ dimensional.

We may summarize these last paragraphs in the following lemma:
Lemma 28 (Operator Schmidt decomposition lemma). The Schmidt coefficients of an operator $X$ acting on a bipartite Hilbert space are equal to the squared singular values of the reshuffled matrix $X^{R}$.
I.e. , the Schmidt decomposition in (A.9) of an operator $X$ of size $M N$ may be enhanced by a set of three equations:

[^31]\[

\left\{$$
\begin{array}{ccc}
\left\{\lambda_{k}\right\}_{k=1}^{N^{2}} & = & \left\{S V\left(X^{R}\right)\right\}^{2}: \text { eigenvalues of }\left(X^{R}\right)^{\dagger} X^{R}  \tag{A.11}\\
\left|\xi_{k}\right\rangle & : & \text { reshaped eigenvectors of }\left(X^{R}\right)^{\dagger} X^{R} \\
\left|\xi_{k}^{\prime}\right\rangle & : & \text { reshaped eigenvectors of }\left(X^{R}\right)^{\dagger} X^{R}
\end{array}
$$\right.
\]

where SV indicates singular values and we have assumed $N \leq M$. In the case the rank of $X^{R}\left(X^{R}\right)^{\dagger}$ equals one, the operator can be written into a product form: $X=X_{A} \otimes X_{B}$, where $X_{A}=\operatorname{tr}_{B}(X)$ and $X_{B}=\operatorname{tr}_{A}(X)$.

We should remark that this reshuffling process may be performed in square matrices - in general - if their size $K$ is not prime. The notation $X^{R}$ has unique meaning if a definite decomposition of the size $K=M N$ is specified. In case of $M \neq N$, the reshuffled matrix $X^{R}$ is a $N^{2} \times M^{2}$ rectangular matrix. Since $\left(X^{R}\right)^{R}=X$, we see that we may also reshuffle rectangular matrices, provided both dimensions are squares of natural numbers ${ }^{\text {xii }}$.

One may see that we are able to define the reshuffling operation in a different manner: in our previous example - Eq. (A.10) - we had reshaped each row of $X$ into rectangular $M \times N$ submatrices. But we may do this in anti-lexicographical order, i.e., reshaping each column instead. In our four index notation, we can compare these two forms:

$$
\begin{equation*}
X_{m \nu}^{R}=X_{\mu v}^{R} \quad \text { and } \quad X_{m \mu}^{R_{n}^{\prime}}=X_{v \nu}^{R_{n}^{\prime}} \tag{A.12}
\end{equation*}
$$

or, in matrix form,

$$
X_{i j}^{R^{\prime}}=\left[\begin{array}{ll|ll}
\mathbf{X}_{11} & X_{31} & X_{12} & X_{32}  \tag{A.13}\\
\mathbf{X}_{\mathbf{2 1}} & X_{41} & X_{22} & X_{42} \\
\hline X_{13} & X_{33} & X_{14} & \mathbf{X}_{\mathbf{3 4}} \\
X_{23} & X_{43} & X_{24} & \mathbf{X}_{44}
\end{array}\right] .
$$

These two reshuffled matrices are equivalent up to permutation of rows and columns and transposition - keeping the singular values of $X^{R}$ and $X^{R^{\prime}}$ equal - .

As we had presented the four index notation in this appendix, we may also make use of indices manipulations to present other common operations. E.g., the partial transpositions - with respect to the first subsystem ( $T_{A}=T \otimes \mathbb{1}$ ) and with respect to the second $\left(T_{B}=\mathbb{1} \otimes T\right)$ - takes the form

$$
\begin{equation*}
\underset{\substack{m \mu \\ n v}}{X_{A \nu}^{T_{A}}=X_{n \mu} \quad \text { and } \quad X_{m \mu}^{T_{B}}=X_{m \nu}^{T_{B}} . . . ~} \tag{A.14}
\end{equation*}
$$

Another transformation which we are able to present here is the swap among two subsystems:

$$
\begin{equation*}
X_{m \nu}^{S} \equiv X_{\nu n}^{s m} \tag{A.15}
\end{equation*}
$$

which consists in relabelling certain rows - and columns - of the matrix, implying preservation of the spectrum. E.g., for a tensor product $X=Y \otimes Z$,

[^32]Table A.1: The discussed reorderings of a matrix $X$.

| Transformation | Definition | Symbol | Preserves Hermiticity | Preserves spectrum |
| :---: | :---: | :---: | :---: | :---: |
| transposition | $\underset{\substack{m \mu \\ n v}}{X_{m \mu}^{T}}=X_{n v}$ | $\downarrow \downarrow$ | yes | yes |
| partial | $\underset{\substack{m \mu \\ n v}}{X_{m v}^{T_{A}}}=\underset{m \mu}{X_{n}}$ | $\downarrow$. | yes | no |
| transpositions | $\underset{\substack{T_{B} \\ n \nu}}{X_{n \mu}^{T_{B}}}=X_{m v}$ | . $\downarrow$ | yes | no |
| reshuffling | $X_{n \mu}^{R}=X_{\mu v}^{R}$ | $\swarrow$ | no | no |
| reshuffling ${ }^{\prime}$ | $\underset{n v}{X_{m \mu}^{R^{\prime}}=X_{v \mu}^{n \mu}}$ | § | no | no |
| swap | $X_{\substack{m \mu \\ n v}}^{S}=X_{\nu n}$ | $\ddagger$ | yes | yes |
| partial | $\underset{\substack{m \mu \\ n v}}{X_{S_{A}}}=X_{\mu v}$ | $\leftrightarrow$ | no | no |
| swaps |  | $\stackrel{\leftrightarrow}{4}$ | no | no |

the swap operation implies $X^{S}=Z \otimes Y$. One may define a swap operator as follows

$$
\begin{equation*}
S \equiv \sum_{i, j=1}^{N}|i j\rangle\langle j i| \quad \text { so that } \quad S_{m \mu}^{n \nu}=\delta_{m \nu} \delta_{n \mu} . \tag{A.16}
\end{equation*}
$$

This operator is symmetric, Hermitian, unitary and the identity $X^{S}=S X S$ holds. We may also define partial swaps $-X^{S_{A}}=S X$ and $X^{S_{B}}=X S$ -

To conclude this appendix, we summarized all these involutions - since performed twice are equal to identity - in the table A.1, with some properties of the transformations. It is not difficult to find some relations between them ${ }^{\text {xiii }}$.

[^33]
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[^0]:    ${ }^{\mathrm{i}}$ Enumerar pessoas é sempre uma tarefa inglória, perdoem-me caso tenha deixado de citar alguém.
    ${ }^{\text {ii }}$ Que, escrito assim, não preciso truncar.

[^1]:    ${ }^{\text {i }}$ Originally called by Schrödinger verschränkung: which underlines an intrinsic order of statistical relations between subsystems of compound quantum systems.

[^2]:    ${ }^{\text {ii }}$ Which became the chapter's A 'click' on the detector: measuring entanglement epigraph.

[^3]:    ${ }^{i}$ And so many others.
    ${ }^{\text {ii }} C f$. [4] and the section 2.2 for more details.
    ${ }^{\text {iii }}$ In classical statistics also.

[^4]:    ${ }^{\text {iv }}$ It is a simplex since the eigenvalues are positive and sum to one.

[^5]:    ${ }^{\mathrm{v}}$ Adopting the convention that the inner product is conjugate linear in the first variable and linear in the second.

[^6]:    ${ }^{\text {vi }}$ Details and proofs are can be founded in $[4,9,10]$.

[^7]:    ${ }^{\text {vii }}$ The rule states that if the terms of a single-variable polynomial with real coefficients are ordered by descending variable exponent, then the number of positive roots of the polynomial is either equal to the number of sign differences between consecutive nonzero coefficients, or is less than it by a multiple of 2 . Multiple roots of the same value are counted separately.
    viii The example $\rho=\left[\begin{array}{cc}0 & 0 \\ 0 & -1\end{array}\right]$ is a clear example that non-negativity of the two leading subdeterminants is not adequate to ensure positivity of $\rho$
    ${ }^{\mathrm{ix}} \mathrm{C} f$. chapter Let entanglement be your puppet: manipulations of quantum states.

[^8]:    ${ }^{\mathrm{x}}$ Also called the Hadamard product.
    ${ }^{\mathrm{xi}}\left(\rho_{i j} \circ \sigma_{i j}\right)_{i j}=\left(\left(\rho_{i j} \otimes \sigma_{k l}\right)_{k l}\right)_{i j}$.

[^9]:    ${ }^{\text {xii }} \mathrm{C} f .[4,9]$

[^10]:    ${ }^{i}$ It was introduced, in physics, by Kraus [17] - based on an earlier theorem by Stinespring [18] - and, independently, by Sudarshan et al. [19]. Cf. [14] and [20] also.
    ${ }^{\text {iii }}$ We can also maintain $\sum_{i} E_{i}^{\dagger} E_{i}=\mathbb{1}$ but allowing postselection on the outcomes of $i$.
    iii Non-linear quantum mechanics is a lively field of research though.

[^11]:    ${ }^{\text {iv }}$ This idea was introduced by Sudarshan et al. [19] and earlier - in the mathematics literature — by Schatten [22].

[^12]:    ${ }^{\mathrm{v}} \mathrm{Cf}$. [24] for further explanation.
    ${ }^{\text {vi}}$ We will explore this further later when presenting the duality between maps and states.
    ${ }^{\text {vii }}$ It was introduced, in physics, by Kraus [17] - based on an earlier theorem by Stinespring [18] - and, independently, by Sudarshan et al. [19]. Cf. [14] and [20] also.

[^13]:    ${ }^{\text {viii }}$ To avoid prejudiced labeling, we kept the track female, male, female, male, etc. .

[^14]:    ${ }^{i x}$ Notice that is a trace decreasing operation - as it will occur only with a certain probability
    ${ }^{\mathrm{x}}$ Just an allegory to refer classical communication.

[^15]:    ${ }^{\mathrm{xi}}$ Note the cascading pattern here.

[^16]:    xii This equation may be written in more concise way, with aid of the four index notation. Cf. the appendix In the toolbox: matrix reshaping and reshuffling.
    ${ }^{\text {xiii }}$ E.g. , creation of an entangled PPT state is a PPT-preserving operation.

[^17]:    ${ }^{i}$ Actually, it is possible, but it is not preferable. That is why we will do that just briefly.

[^18]:    ${ }^{\text {ii }}$ Cf. [45].

[^19]:    ${ }^{\text {iii }}$ For further reading, $c f$. $[3,5,69]$.

[^20]:    ${ }^{\text {iv }}$ If there is no summation in Eq. (4.8), it is called product state.
    ${ }^{\mathrm{v}} C f$. chapter Nice to meet you, density matrix!.
    ${ }^{\text {vi }}$ This definition was first presented independently by Werner and Primas in 1983, but was popularized in [72].
    ${ }^{\text {vii }}$ Cf. chapter Let entanglement be your puppet: manipulations of quantum states.

[^21]:    ${ }^{\text {viii }}$ E.g., for $\left|\psi^{-}\right\rangle$, we have $F\left|\psi^{-}\right\rangle=-\left|\psi^{-}\right\rangle$.

[^22]:    ${ }^{\text {ix }}$ Note that we use $N$, or $d$ interchangeably for space's sizes.
    ${ }^{x}$ An analogous operation $\mathbb{1} \otimes \Lambda$ acting on $P^{+}$leads to the matrix $D^{S}$ : which has the same spectrum.

[^23]:    ${ }^{\text {xi }} C f$. chapter Let entanglement be your puppet: manipulations of quantum states.

[^24]:    

[^25]:    xiii Quasi because some weights are negative.

[^26]:    ${ }^{\text {i }}$ E.g. , cf. [51].
    ${ }^{\text {ii For examples of experimental implementations of EWs, } c f \text {. [61] and the references therein. }}$

[^27]:    ${ }^{\text {iii }}$ Just to simplify the notation of $\mathcal{L}\left(\mathcal{H}^{2} \otimes \mathcal{H}^{3}\right)$. We will use this freely.

[^28]:    ${ }^{\mathrm{i}}$ We can organize column after column (anti-lexicographical order). Some programs, like MATLAB, performs the reshape in anti-lexicographical way. A simple way to change between then (e.g. , in MATLAB) is transposing the input matrix.
    ${ }^{\text {ii }}$ When convenient, we shall use other notation: $\Xi_{\downarrow}$, or $\Xi_{\rightarrow}$ — indicating reshaped as column vector, or row vector, respectively -.
    ${ }^{\text {iii }}$ We will use this recipe in Eq.(A.1) to doubling indices extensively here.
    ${ }^{\text {iv }}$ We can also introduce a convenient notation $\vec{\xi}_{\square}$ indicating this reverse operation.

[^29]:    ${ }^{\mathrm{V}}$ Good sniffers will smell a superoperator acting on a state!
    ${ }^{\text {vi }}$ The relation between $k$ and $m, \mu ; k^{\prime}$ and $n, v$ can be found following the recipe in Eq. (A.1).

[^30]:    vii The extension to the multipartite case is straightforward.
    viii Writing a simple triple product this way looks clumsy, but remember this recipe when dealing with quantum maps and Jamiołkowski isomorphism.
    ${ }^{\mathrm{ix}} C f$. Eq.(A.1).
    ${ }^{\mathrm{x}}$ This is a simple recipe to build complete and orthonormal bases.

[^31]:    ${ }^{\text {xi }}$ In the literature, also called realignment.

[^32]:    ${ }^{\text {xii }} \mathrm{C} f$. [129, 130] for more similar realignments of matrices.

[^33]:    ${ }^{\text {xiii }} \mathrm{C} f$. [5] for some of them.

