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Abstract

We explore procedures to detect entanglement of unknown mixed states,
which can be experimentally viable. The heart of the method is a hierarchy of
semi-definite programs, which provides sufficient conditions to entanglement.
Our numerical investigations indicate that the entanglement is detected with
a cost which is much lower than full state tomography. The procedure is ap-
plicable to both free and bound entanglements and involves only single copy
measurements. The discourse involves density matrices and its properties,
quantum manipulations, entanglement and its detection.

Keywords

entanglement, quantum information, quantum maps, positive maps, completely
positive maps, positive operators, block positive operators, semidefinite programs, SDP,
entanglement witness, decomposable maps, Kraus operators, Choi operators, Choi
map, detecting entanglement, convex sets, density matrices, MUBs.
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Resumo

Desenvolvemos um método a fim de explorar a detecção do emaranhamento
em estados desconhecidos sem tomografia completa. O coração do método
está na hierarquia de programação semi-definida. Temos evidências numéricas
que indicam que detectar emaranhamento com informação incompleta é
possível e tem um custo menor que uma tomografia completa de estado.
O método é aplicável tanto ao emaranhamento livre, quanto preso e en-
volve medições simples. O discurso aborda matrizes densidades, operações
quânticas, caracterização e medição de emaranhamento.

Palavras-chave

emaranhamento, informação quântica, operações quânticas, mapas positivos, ma-
pas completamente positivos, operadores positivos, operadores bloco-positivos, pro-
gramação semidefinida, SDP, testemunhas de emaranhamento, mapas decomponíveis,
operadores de Kraus, operadores de Choi, mapa de Choi, detecção de emaranhamento,
conjuntos convexos, matriz densidade, MUBs.
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CHAPTER 1
Preface: why do we study

entanglement?!

“Entanglement is not one but rather the characteristic trait of
quantum mechanics”.

- Erwin Schrödinger

One of the challenges of understanding nowadays physics is that some of
the concepts seem quite abstract when we are discussing about microscopic
objects outside the realm of everyday experience. Conventional knowledge
holds that quantum mechanics is hard and tough to learn: which is more
or less correct — often overstated though —. However, the necessity of
abandoning conventional ways of thinking about the world and finding a
radically new way — the quantum mechanical way — may be understood by any
curious person willing to spend some mathematics and time concentrating
hard. Conveying that understanding is the purpose of this discourse, in
particular, we focus on — as Schrödinger said — the characteristic trait of
quantum mechanics: entanglementi. This exclusive property of quantum
systems — which keeps coming back to haunt us — leads the main road of
the discourse.

The standard explanation is based on the historical development of quantum
mechanics. During that time there were a series of crises to describe the micro-
scopical world in physics. The pattern was that each time some experimental
fact would be noticed that seemed hard to explain with the old “classical”
way of viewing the world. Each time, physicists would bandage over the
old classical thinking with an ad hoc bandaid. This happened over and over
again until, in the mid-1920s, the sick patient of classical physics of micro-
scopical world finally keeled over completely and was replaced with the new
framework of quantum mechanics.

iOriginally called by Schrödinger verschränkung: which underlines an intrinsic order of
statistical relations between subsystems of compound quantum systems.
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1. Preface: why do we study entanglement?!

The problem with this style of explanation, and what makes it confusing,
is that none of those early crises was entirely clearcut. In each case, there were
physicists who argued that the new experimental results could be explained
pretty well with a conventional classical picture.

Imagine one tossing a coin and checking whether is heads or tails. This
process of figuring out whether the coin is heads or tails is what physicists
call a measurement process. In physicists’ language, what is going on when
we look at the coin is that we are measuring a two-valued or binary property
of the coin. This usage of the term measurement is somewhat different from
everyday usage, where, e.g. , we might measure something with a ruler. But
the basic idea is the same: a measurement is a process that determines a
physical property — whether it be the length of an object, or the side a coin
has landed —.

All this language may seem pedantic: we are just looking at a coin! But it
comes in handy when we move from the conventional concepts to standard
knowledge. At this point, looking to the quantum mechanics scenario, it is
worth quoteii Reinaldo Vianna: “In the end, what really matters is the ‘click’
on the detector.”. We believe that no one will look to quantum mechanics in a
‘spooky’ way following this spirit.

The present-day entanglement theory has its roots in the key discover-
ies: quantum cryptography with Bell theorem; quantum dense coding and
quantum teleportation — including teleportation of entanglement of EPR
pairs (so-called entanglement swapping) —. All such effects are based on
entanglement and all of them have been demonstrated in pioneering experi-
ments. In fact, all these results — including the idea of quantum computation
— were a basis for a new interdisciplinary domain called quantum information:
which have entanglement as a central notion.

Although the reason why we study entanglement is the outstanding
applications of this property as resource, it is still a property of quantum
compound systems: which needs to be studied carefully and deeply. We will
dissect it keenly — with aid of powerful mathematical tools —.

To explore the subject in this keenly fashion, we assume that the reader
has the standard lore in quantum mechanics. One remark should be done
though: most of the material here has been presented before — this is true for
all the literature review and most of the original work —. We just fit it in the
main road.

Now, let us explain the road to entanglement presented here in this
discourse. In the chapter Nice to meet you, density matrix!, we intent to expose
and unravel aspects of a density matrix which is forgotten in the standard
lore: the concepts of convex sets and positivity of Hermitian matrices.

In the chapter Let entanglement be your puppet: manipulations of quantum
states, we gave a unified mathematical representation for quantum manipula-
tions. We are pretty sure that — after reading this chapter — the reader will
be able to comprehend a vast part of the nowadays literature in the subject.

In the chapter Entang’ what?! Entanglement as a quantum property of com-
pound systems, we present entanglement as a property in its full glory, with

iiWhich became the chapter’s A ‘click’ on the detector: measuring entanglement epigraph.
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aid of separability criterions, entanglement witness, (un)decomposable maps
and describe how we characterize entanglement in a numerical approach.

Finally, equipped with all mathematical tools of the previous chapters,
in the last one, A ‘click’ on the detector: measuring entanglement, we make use
of them and present our — Thiago O. Maciel et al. — work on the subject:
checking entanglement with incomplete information about the state — cf. [1]
—.

We hope you enjoy it!
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CHAPTER 2
Nice to meet you, density

matrix!

“[...] the most universal picture which remains after the details are
forgotten is that of a convex set.”.

- Bogdan Mielnik

Following the spirit of this discourse, we will start the discussion of
properties of the object which we used to describe quantum states: the density
matrix. One might be satisfied with the standard lore of the subject [2, 3]i in
the context of quantum mechanics — but we will explore a little bit furtherii

—. One bona fide density matrix should satisfy the following conditions:

(i) Hermitian, ρ = ρ†; (2.1)

(ii) positive semi-definite, ρ ≥ 0; (2.2)

(iii) normalized, tr(ρ) = ‖ρ‖1 = 1. (2.3)

But the trace one positive semidefiniteness of the density matrix ρ yields
(mathematical) properties which should be unraveled to a careful reader. We
start exploring the convex properties of the set of states and, then, go through
the conditions (i) and (ii): whereas (ii) implies (i) for complex Hermitian
matrices.

2.1 The space of density matrices as a convex set

Let us state some general facts and definitions (cf. [5]). There is a restriction
that arises naturally in quantum mechanicsiii: the states set must be a convex
set. A set in which one may form ‘mixtures’ of any points in the set.

iAnd so many others.
iiCf. [4] and the section 2.2 for more details.

iiiIn classical statistics also.
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2. Nice to meet you, density matrix!

In a geometric point of view, the mixture of two states may be defined
as one point on the segment of the straight line between the two points that
represent what we want to mix. In a convex set, all mixtures of this type
generates one state belonging to the same set. But, before we see how this
restricts the set of the states, we must define what we mean by straight lines.

An affine space is just like a flat Euclidean space EN of dimension N, except
that no special choice of origin is assumed. Thus, one straight line through the
two points ρ1 and ρ2 is defined by

ρ = p1ρ1 + p2ρ2, p1 + p2 = 1. (2.4)

If we choose one origin in ρ0, we see that this generates one plane spanned
by the vectors ρ1 − ρ0 and ρ2 − ρ0. Then, one K-dimensional plane is obtained
by taking K + 1 generic points (with K < N). We call this plane as a hyperplane.
For K = N, we describe the entire space EN .

An affine map is a transformation that takes lines to lines and preserves the
relative length of line segments lying on parallel lines, i.e. , a linear transform-
ation described by one matrix Λ with a translation along a constant vector σ
(Λρ + σ) where Λ is an invertible matrix.

We define a subset of this affine one as a convex set if, for any pair of points
ρ1 and ρ2 belonging to the set, it is true that the mixture ρ belongs to the set
also, i.e. ,

ρ = p1ρ1 + p2ρ2, p1 + p2 = 1, p1, p2 ≥ 0. (2.5)

The requirement p1, p2 ≥ 0 restricts ρ to belong to the segment of the line
lying between the pair of points. The generalization to more points follows
from the definition.

We used an affine space as the ‘container’ for the convex sets since con-
vexity properties are preserved by general affine transformations, which are
common in quantum mechanics.

Given any subset of the affine space, we define the convex hull of this subset
as the smallest convex set that contains the set. The convex hull of a finite
set of points is called a convex polytope. if we take p + 1 points that are not
confined to any (p− 1)-dimensional subspace, then the convex polytope is
called a p-simplex, i.e. ,

ρ = p1ρ1 + · · ·+ ppρp,
p

∑
i=1

pi = 1, pi ≥ 0. (2.6)

The dimension of a convex set is the largest number N such that the set
contains an N-simplex. A closed and bounded convex set that has an interior
is known as a convex body. Convex bodies always contain some special points
that cannot be obtained as mixtures of other points: these points are called
pure points, while non-pure points are called mixed.

Let us quote two useful theorems:

Theorem 1 (Minkowski [6]). Any convex body is the convex hull of its pure points.

20



2.1. The space of density matrices as a convex set

Theorem 2 (Carathéodory [7]). If X is a subset of Rd, then any point in the convex
hull of X can be expressed as a convex combination of at most d + 1 points in X.

Thus, any point ρ of a convex body S may be expressed as a convex
combination of pure points, i.e. ,

ρ =
p

∑
i=1

piρi,
p

∑
i=1

pi = 1, pi ≥ 0, p ≤ d + 1. (2.7)

Take L(H) as the space of linear Hermitian operators on H: this is a real
vector space of dimension d = N2 − 1. The set L+(H) of positive operators is
a convex cone in this space. The set of strictly positive operators is denoted
L++(H). It is an open set in L(H) and is a convex cone, also. We will find
much use for the concept of convex functions. If f is a map of L(H) into itself,
we say f is convex if

f ((1− α)ρ + ασ) ≤ (1− α) f (ρ) + α f (σ) (2.8)

for all ρ and σ ∈ L(H) and 0 ≤ α ≤ 1. If f is continuous, then f is convex if,
and only if,

f
(

ρ + σ

2

)
≤ f (ρ) + f (σ)

2
(2.9)

for all ρ and σ. We say f is monotone if f (ρ) ≥ f (σ) whenever ρ ≥ σ, i.e. ,
ρ− σ ≥ 0 is positive semidefinite.

As ρ is Hermitian, any density matrix can be diagonalized: the set of
density matrices that are diagonal in a given basis {|ei〉} can be written as

ρ =
N

∑
i=1

λi|ei〉〈ei|, ρ|ei〉 = λi|ei〉 and
N

∑
i=1

λi = 1. (2.10)

This set is known as eigenensemble, or as the eigenvalue simplexiv. It forms a
particular (N − 1)-dimensional cut through the set of density matrices — and
every density matrix are placed in some eigenvalue simplex —.

The rank of a point in a convex set is the minimum number r of pure points
that are needed to express it as a convex combination of pure states. Thus,
a density matrix of matrix rank r may be written as a convex sum of no less
than r projectors — obviously, when diagonalized —. Hence, the maximal
rank of a mixed state is equal to N, which is much less than the upper bound
N2 given by the Carathéodory’s theorem 2.

But this is not every possible mixture, e.g. , the maximally mixed state ρ?
may be obtained as a mixture of pure states by setting equal weights. We may
obtain ρ? in many other ways. A similar non-uniqueness afflicts all mixed
states: interestingly, this may be expressed in a precise way as follows:

Theorem 3 (Schrödinger’s mixture theorem [8]). A density matrix ρ, having the
diagonal form

ρ =
N

∑
i=1

λi|ei〉〈ei|,

ivIt is a simplex since the eigenvalues are positive and sum to one.
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2. Nice to meet you, density matrix!

may be written in the form

ρ =
M

∑
i=1

pi|ψi〉〈ψi|,
M

∑
i=1

pi = 1, pi ≥ 0

if, and only if, there exist a unitary M×M matrix U such that

|ψi〉 =
1
√

pi

N

∑
j=1

Uij
√

λi|ei〉.

Here, all states are normalized to unit length but they need not be orthogonal to each
other.

2.2 Positive Semidefinite Matrices

The theory of positive definite matrices, positive definite functions and positive
linear maps is rich in content. It offers many beautiful theorems that are simple
and yet ingenious in their proof, diverse as well powerful in their application.
We start with a glimpse of some of the basic properties of positive matrices.
This will lead us to main road of the line of thinking followed through the
discourse. We will bring mathematical tools in their full glory to dissect the
desired properties in the quantum context.

2.2.1 Characterizations

Let HN be the N-dimensional Hilbert space CN . The inner product between
two vectors |ψ〉 and |φ〉 is written as 〈ψ|φ〉v. We denote by L(H) the space of
all linear operators on H — sometimes, just a subspace: the space of N × N
matrices of complex entries —. Every element ρ of L(H) can be identified
with its matrix with respect to the standard (canonical) basis {|i〉} of CN . We
say ρ is positive semidefinite if

〈ψ|ρ|ψ〉 ≥ 0 for all |ψ〉 ∈ H, (2.11)

and positive definite if, in addition,

〈ψ|ρ|ψ〉 > 0 for all |ψ〉 ∈ H. (2.12)

A positive semidefinite matrix is positive definite if, and only if, it is invertible.
For the sake of simplicity, we use the term positive matrix for a positive

semidefinite — or a positive definite — matrix. Sometimes, if we want to
emphasize that the matrix is positive definite, we say that it is strictly positive.
We use the notation ρ ≥ 0 to mean that ρ is positive and ρ > 0 to mean it is
strictly positive.

There are some conditions that characterize positive matrices. Some of
them are listed below.

vAdopting the convention that the inner product is conjugate linear in the first variable and
linear in the second.
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2.2. Positive Semidefinite Matrices

(i) ρ is positive if, and only if, it is Hermitian — i.e. , ρ = ρ† — and all its
eigenvalues are nonnegative; ρ is strictly positive if, and only if, all its
eigenvalues are positive;

(ii) ρ is positive if, and only if, it is Hermitian and all its principal minors
are nonnegative; ρ is strictly positive if, and only if, all its principal
minors are positive;

(iii) ρ is positive if, and only if, ρ = AA† for some matrix A; ρ is strictly
positive if, and only if, A is nonsingular;

(iv) ρ is positive if, and only if, ρ = T†T for some upper triangular matrix T.
Further, T can be chosen to have nonnegative diagonal elements. If ρ is
strictly positive, then T is unique. This is called Cholesky decomposition of
ρ; ρ is strictly positive if, and only if, T is nonsingular;

(v) ρ is positive if, and only if, ρ = A2 for some positive matrix A. Such a A
is unique. We write A = ρ1/2 and call it the (positive) square root of ρ;
ρ is strictly positive if, and only if, A is strictly positive;

(vi) ρ is positive if, and only if, there exist |ψ1〉, . . . , |ψn〉 ∈ HN such that

ρij ≡
〈
ψi
∣∣ψj
〉
;

ρ is strictly positive if, and only if, the vectors
∣∣ψj
〉
, 1 ≤ j ≤ n, are

linearly independent.

To illustrate the last condition, let |ψ1〉, . . . , |ψn〉 be any n vectors in any
Hilbert space. Then, the N × N matrix

G(|ψ1〉, . . . , |ψn〉)ij ≡
〈
ψi
∣∣ψj
〉

(2.13)

is positive — being of the form AA† —. It is strictly positive if, and only if,
|ψ1〉, . . . , |ψn〉 are linearly independent. The matrix G is called Gram matrix
associated with the vectors |ψ1〉, . . . , |ψn〉.

2.2.2 Some theorems

In this section, we present some theorems on positive matricesvi. Some
concepts presented here are not that common in quantum literature — but
may be useful at some point —. One remark should be done though: we
will not make use of these following theorems — in this section and in the
next one —- explicitly in this discourse. We present and illustrate them to
enforce the symmetry conditions imposed by positivity in Hermitian matrices.
Positive matrices are one special kind of matrix: which will be clear in the last
chapter A ‘click’ on the detector: measuring entanglement.

Let ρ be a positive operator on H. If X maps a Hilbert space H into H′,
then the operator XρX† on H′ is positive also. On the other hand, if X is an
invertible operator — and XρX† is positive —, then ρ is positive.

viDetails and proofs are can be founded in [4, 9, 10].
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2. Nice to meet you, density matrix!

Take ρ and σ: two operators on L(H). We say that ρ is congruent to σ
(and write ρ ∼ σ) if there exists an invertible operator X on L(H) such that
σ = XρX†. Congruence is an equivalence relation on L(H). If X is unitary,
we say ρ is unitarily equivalent to σ (and write ρ ' σ).

If ρ is Hermitian, the inertia of ρ is the triple of nonnegative integers

In(ρ) ≡ (π(ρ), ζ(ρ), ν(ρ)), (2.14)

where π(ρ), ζ(ρ) and ν(ρ) are the number of positive, zero and negative
eigenvalues of ρ (counted with multiplicity).

The Sylvester’s law of inertia[11, 12] says that In(ρ) is a complete invariant
for congruence on the set of Hermitian matrices — i.e. , two Hermitian matrices
are congruent if, and only if, they have the same inertia —.

Let H′ be a subspace of H and let P be the orthogonal projection onto
H′. If we choose an orthonormal basis in which H′ is spanned by the first k
vectors, then we can write an operator ρ on H as a block matrix

ρ =

[
ρ11 ρ12
ρ21 ρ22

]
and

PρP =

[
ρ11 0
0 0

]
.

If X is the one-to-one map of H′ into H, then XρX† = ρ11. We say that ρ11 is
the compression of ρ to H′.

If ρ is (strictly) positive, then all its compressions are (strictly) positive.
Conversely, if all the principal subdeterminants of ρ are nonnegative, then the
coefficient in the characteristic polynomial of ρ alternate in sign. Hence — by
the Descartes’ rule of signsvii — ρ has no negative root.

Take ρ[j] denoting the j× j (for 1 ≤ j ≤ N) block in the top left corner of
the matrix ρ. We call this the leading j× j submatrix of ρ and its determinant,
subdeterminant. If all the leading subdeterminants of a Hermitian matrix ρ
are positive, then ρ is strictly positiveviii. Positivity of other principal minors
follows as a consequence.

We denote by ρ⊗ σ the tensor product of two operators ρ and σ — acting
possibly on different Hilbert spaces HA and HB —. As we already know from
standard quantum loreix, if ρ and σ are positive, then ρ⊗ σ is positive also.

If ρ and σ are N × N matrices, we write ρ ◦ σ for their entrywise product
— i.e. , for the matrix which the entries are given by ρijσij —. We call this Schur

viiThe rule states that if the terms of a single-variable polynomial with real coefficients are
ordered by descending variable exponent, then the number of positive roots of the polynomial is
either equal to the number of sign differences between consecutive nonzero coefficients, or is less
than it by a multiple of 2. Multiple roots of the same value are counted separately.

viiiThe example ρ =

[
0 0
0 −1

]
is a clear example that non-negativity of the two leading

subdeterminants is not adequate to ensure positivity of ρ
ixCf. chapter Let entanglement be your puppet: manipulations of quantum states.
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productx. If ρ and σ are positive, the so is ρ ◦ σ. One way of seeing this is by
observing that ρ ◦ σ is a principal submatrix of ρ⊗ σxi.

Take ρ and σ Hermitian — or positive — operators, then the sum ρ + σ is
positive also; their product ρσ is, however, Hermitian if, and only if, [ρ,σ] = 0:
i.e. , ρ and σ commute. Let us take the symmetrized product, which reads

Υ = ρσ + σρ. (2.15)

Now, if both ρ and σ are Hermitian, then Υ is Hermitian also. However, if
ρ and σ are positive, then Υ need not be positive: e.g. , the matrices

ρ =

[
1 0
0 α

]
and σ =

[
1 β
β 1

]
are positive if α > 0 and 0 < β < 1, but Υ is not positive when α is close to
zero and β is close to one. The fact that if Υ is positive and ρ strictly positive,
then σ is positive might be considered surprising: that is why we need to
clarify.

Proposition 4. Let ρ and σ be Hermitian and suppose ρ strictly positive. If the
symmetrized product Υ = ρσ + σρ is (strictly) positive, then σ is (strictly) positive.

Proof. Choose an orthonormal basis in which σ is diagonal: i.e. , diag(ς1, · · · , ςn).
Then Υii = 2ςiρii. Now, observe that the diagonal entries of a (strictly) positive
matrix are (strictly) positive.

An amusing corollary of Proposition 4 is a simple proof of the operator
monotonicity of the map ρ 7→ ρ1/2 on positive matrices.

If ρ and σ are Hermitian, we say that ρ ≥ σ if ρ− σ ≥ 0; and ρ > σ if
ρ− σ > 0.

Proposition 5. If ρ and σ are positive and ρ > σ, then ρ1/2 > σ1/2

Proof. Using the identity

ρ2 − σ2 =
(ρ + σ)(ρ− σ) + (ρ− σ)(ρ + σ)

2
, (2.16)

if ρ and σ are strictly positive, then ρ + σ is positive also, so, if ρ2 − σ2 is
positive, then ρ− σ is positive — by Proposition 4 —.

Remember that if ρ ≥ σ, then we not always have ρ2 > σ2: e.g. , consider

ρ =

[
2 1
1 1

]
and σ =

[
1 1
1 1

]
.

xAlso called the Hadamard product.
xi(ρij ◦ σij

)
ij =

((
ρij ⊗ σkl

)
kl

)
ij

.
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2. Nice to meet you, density matrix!

2.2.3 Block matrices

In pursuit of properties yielded by (non-)separable density matrices, the
study of block matrices arises as by-product. Although not very common in
quantum literature, we present some useful theorems.

We will see that simple 2× 2 block matrices play remarkable role in the
study of positive matrices.

Let ρ be a block matrix with entries A, B, C and D, N × N matrices: as

ρ =

[
A B
C D

]
. So, ρ is an element of L(H2N) — or L(HN ⊕HN) —. We

will see that several properties of ρ can be obtained from those of a block
matrix in which A is one of the entries.

We denote A = UP for the polar decomposition of A, where U is unitary
and P is positive. P can be read P = (A† A)1/2: this is called the positive part —
or the absolute value — of A and is written as |A|. We have A† = PU† and

|A†| = (AA†)1/2 = (UP2U†)1/2 = UPU†.

A is said to be normal if AA† = A† A. This condition is equivalent to
UP = PU and |A| = |A†|.

We write A = USV for singular value decomposition (SVD) of A, where
U and V are unitary and S is diagonal with nonnegative diagonal entries
s1 ≥ · · · ≥ sN : these are the singular values of A — or the eigenvalues of |A|
—.

The symbol ‖A‖ will denote, in this section, the norm of A as a linear
operator on the Hilbert space L(H), i.e.

‖A‖ ≡ sup
‖|ψ〉‖=1

‖A|ψ〉‖ = sup
‖|ψ〉‖≤1

‖A|ψ〉‖.

It is easy to see that ‖A‖ = s1.
Some important properties of this norm are the followingxii:

‖AB‖ ≤ ‖A‖‖B‖; (2.17)

‖A‖ =
∥∥∥A†

∥∥∥; (2.18)

‖A‖ = ‖UAV‖, (2.19)

for all unitary U and V. This last property is called unitary invariance. Finally,∥∥∥A† A
∥∥∥ = ‖A‖2. (2.20)

There are other norms on L(HN) that satisfy the first three properties. It
is the condition (2.20) that makes the operator norm ‖·‖ very special.

We say A is contractive, or A is a contraction, if ‖A‖ ≤ 1.

Proposition 6. The operator A is contractive if, and only if, the operator
[

1 A
A† 1

]
is positive.

xiiCf. [4, 9]
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2.2. Positive Semidefinite Matrices

Proof. Let A = USV, then[
1 A

A† 1

]
=

[
1 USV

V†SU† 1

]
=

[
U O
O V†

][
1 S
S 1

][
U† O
O V

]

This matrix is unitarily equivalent to
[

1 S
S 1

]
, which in turn is unitarily

equivalent to the direct sum[
1 s1
s1 1

]
⊕
[

1 s2
s2 1

]
⊕ · · ·

[
1 sN

sN 1

]
,

where s1, · · · , sN are the singular values of A. These 2× 2 matrices are all
positive if, and only if, s1 ≤ 1 (i.e. , ‖A‖ ≤ 1).

Proposition 7. Take A and B positive matrices, then the matrix
[

A X
X† B

]
is

positive if, and only if, X = A1/2KB1/2 for some contraction K.

Proof. Assume first that A and B are strictly positives. Thus allow us to use
the congruence[

A X
X† B

]
∼
[

A−1/2 O
O B−1/2

][
A X

X† B

][
A−1/2 O

O B−1/2

]

=

[
1 A−1/2XB−1/2

B−1/2XA−1/2 1

]
.

Let K = A−1/2XB−1/2, then by Proposition 6, this block matrix is positive
if, and only if, K is a contraction. This proves the proposition when A and B
are strictly positive. The general case follows by continuity argument.

One may see that, from Proposition 7, if
[

A X
X† B

]
is positive, then the

range of X is a subspace of the range of A and the range of X† is a subspace
of the range of B. The rank of X may not exceed either the rank of A, or the
rank of B.

Theorem 8. Let A and B be strictly positive matrices, then the block matrix[
A X

X† B

]
is positive if, and only if, A ≥ XB−1X†.

Proof. Using the congruence[
A X

X† B

]
∼
[

1 −XB−1

O 1

][
A X

X† B

][
1 O

−B−1X† 1

]
=

[
A− XB−1X† O

O B

]
.

Which is clearly positive if, and only if, A ≥ XB−1X†.
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Lemma 9. The matrix A is positive if, and only if,
[

A A
A A

]
is positive.

Proof. We may write[
A A
A A

]
=

[
A1/2 O
A1/2 O

][
A1/2 A1/2

O O

]
,

which is positive being of the form XX†.

Corolarium 10. Let A be any matrix, then the matrix
[
|A| A†

A |A†|

]
is positive.

Proof. Use the polar decomposition A = UP, thus[
|A| A†

A |A†|

]
=

[
P PU†

UP UPU†

]
=

[
1 O
O U

][
P P
P P

][
1 O
O U†

]
,

and, then, use the Lemma 9.
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CHAPTER 3

Let entanglement be your
puppet: manipulations of

quantum states

“[...] quantum phenomena do not occur in a Hilbert space, they
occur in a laboratory”.

- Asher Peres

To acquire the full glory of the entanglement as resource, one definitely needs
some manipulations of quantum states and — in some cases — classical com-
munication.This chapter intend to give a unified mathematical representation
for these manipulations: the so-called Kraus formalism [13–15].

This chapter is organized as follows: first we present a general overview
of quantum operations, then we will explore a little bit further and present
the whole quantum maps framework — where the knowledge of the content
in the appendix In the toolbox: matrix reshaping and reshuffling is assumed —.
Finally, we separate quantum operations in classes where increasing degrees
of communication are allowed.

3.1 General quantum operations

We can construct the formalism of general quantum operations in two ways [3,
16]. In the former, we have an axiomatic point of view: we restrict ourselves to
a class of linear maps Λ which maps a state ρ acting on H1 into ρ̃ on H2, i.e. ,
Λ : L(H1) → L(H2), in addition to some physically motivated constraints
and define the remaining manipulations as quantum operations; in the latter,
the approach is constructive and the set of quantum operations is defined as
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3. Let entanglement be your puppet: manipulations of quantum states

the one which can be obtained by combining operations from a certain set of
elementary operations. They are both equivalenti.

In the standard lore of quantum operations, there are basically four types
of manipulations:

(O1) Unitary transformations: ρ→ UρU†, with UU† = 1;
(O2) Adding an uncorrelated ancilla: $→ ρ⊗ σ, with σ a density operator;
(O3) Tracing out part of the system: ρ1 → trH2(ρ) with ρ acting on

H = H1 ⊗H2;
(O4) Projective measurements and postselection: ρ→ ∑k

i=1 PiρPi, with Pi
pairwise orthogonal projectors such that ∑n

i=1 Pi = 1 with k ≤ n.
It is easy to see that operations (O1)-(O3) can be represented as trace

preserving completely positive maps — or CP-map, for short —. The inverse
holds also, i.e. , any trace preserving CP-map can be executed by means of the
quantum manipulations (O1)-(O3). This result follows from the Stinespring
dilation theorem [13, 16, 18, 21].

Now, with aid of the Choi-Kraus representation, any CP-map Λ can be
written as Λ(ρ) = ∑i EiρE†

i ∀ ρ ∈ L(H). The operators Ei are commonly called
the Kraus operators. For a trace preserving CP-map, we have ∑i=1 E†

i Ei = 1,
but, in the case we allow (O4), we need to relax this constraint to ∑i E†

i Ei ≤ 1

and renormalize the stateii. Thus we may summarize this as follows (cf. [13]):

Theorem 11. A quantum operation Λ can be decomposed into operations of the form
(O1)-(O4) if and only if Λ acts as a CP non-increasing map: Λ(ρ) = ∑i EiρE†

i , with
∑i E†

i Ei ≤ 1.

3.2 Positive and completely positive maps

With a carefully study of the previous section, one should be able to get
the idea presented in most of quantum protocols in the literature. But there
are lots of things to say when dealing with quantum operations. To explore
quantum maps in their full glory, we need a consistent framework: that is
what we will explain in this section — we remark here that, at this point, one
should understand the content in the appendix In the toolbox: matrix reshaping
and reshuffling —. So, let’s start with the ‘indices juggling’!

We are particularly interested in a class of maps Λ which maps a state ρ
acting on HN into ρ̃ on HN , Λ : L(HN)→ L(HN). So, what conditions need
to be fulfilled by a map Λ to represent a physical operation?

As the linearity of quantum mechanics is assumed here in this discourseiii,
our first constraint on Λ is that the map should be a linear one, i.e. , we
postulate the existence of a linear superoperator Λ,

ρ̃ = Λ ρ or ρ̃mµ = Λmµ
nν

ρnν, (3.1)

iIt was introduced, in physics, by Kraus [17] — based on an earlier theorem by Stinespring
[18] — and, independently, by Sudarshan et al. [19]. Cf. [14] and [20] also.

iiWe can also maintain ∑i E†
i Ei = 1 but allowing postselection on the outcomes of i.

iiiNon-linear quantum mechanics is a lively field of research though.
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where summation over repeated indices is understood throughout this section.
One may understand the first equality in Eq. (3.1) as (Λ ρ↓)�, i.e. , a superop-
erator acting on the reshaped ρ (as a column vector) and, then, reshaped back
to de square form. This form includes inhomogeneous maps also, ρ̃ = Λρ + σ
reads

Λmµ
nν

ρnν + σmµ ≡ (Λmµ
nν

+ σmµδnν)ρnν = Λ̃mµ
nν

ρnν (3.2)

directly from the fact that tr(ρ) = 1, i.e. , we are dealing with affine maps of
density matrices.

Now that we dealt with linearity, we should take into account the preserva-
tion of the density matrices properties of the image ρ̃: (i) Hermiticity; (ii) trace
equals one and (iii) positivity. These requirements impose three constraints
on the matrix Λ:

(i) ρ̃ = ρ̃† ⇔ Λmµ
nν

= Λ∗µm
νn

so Λ∗ = ΛS; (3.3)

(ii) tr(ρ̃) = 1 ⇔ Λmm
nν

= δnν ; (3.4)

(iii) ρ̃ ≥ 0 ⇔ Λmµ
nν

ρnν ≥ 0 when ρ ≥ 0. (3.5)

Which, presented this way, is not that illuminating.
To unravel these constraints in a clear way, we may reshuffle Λ — as in Eq.

(A.12) — and define the dynamical matrixiv

DΛ ≡ ΛR so that Dmn
µν

= Λmµ
nν

. (3.6)

The dynamical matrix DΛ uniquely determines the map Λ. Which obeys

DaΛ+bΦ = aDΛ + bDΦ, (3.7)

i.e. , it is a linear function of the map.
Now we are able to write the three conditions as

(i) ρ̃ = ρ̃† ⇔ Dmn
µν

= D†
mn
µν

so DΛ = D†
Λ; (3.8)

(ii) tr(ρ̃) = 1 ⇔ Dmn
mν

= δnν ; (3.9)

(iii) ρ̃ ≥ 0 ⇔ Dmn
µν

ρnν ≥ 0 when ρ ≥ 0. (3.10)

Which gives us a better picture. The condition (i) holds if, and only if, DΛ is
Hermitian; condition (ii) takes a familiar form also:

Dmn
mν

= δnν ⇔ trA(DΛ) = 1, (3.11)

i.e. , the partial trace with respect to the first subsystem is equal the identity
operator for the second subsystem; only the condition (iii) needs further
explanation.

ivThis idea was introduced by Sudarshan et al. [19] and earlier — in the mathematics literature
— by Schatten [22].
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This requirement stands for the positivity of the map, i.e. , Λ should map
positive matrices to positive matrices — so (iii) must holds —. Consider the
original density matrix be a pure one, so that ρnν = znz∗ν . Then its image will
be positive if, and only if, for all vectors xm,

xm ρ̃nν x∗µ = xm zn Dmn
µν

x∗µ z∗ν ≥ 0. (3.12)

In the usual notation, one reads this equation as

〈x|ρ̃|x〉 = 〈x|⊗〈z|DΛ|x〉⊗|z〉 ≥ 0. (3.13)

But note that, juggling indices, is an easier way to show the equality. The
equations (3.12) and (3.13) mean that the dynamical matrix itself must be
positive when acts on product states in HN2

. This property is called block-
positivity. Which lead us to the following theorem (cf. [23]):

Theorem 12 (Jamiołkowski). A linear map Λ : L(HA) → L(HB) is positive if,
and only if, the corresponding dynamical matrix DΛ is block-positive.

The converse holds also, since (3.12) is strong enough to ensure that (3.10)
holds for all mixed states ρ as well.

Some remarks about the positivity condition should be done: first, it is
difficult to work with — since must holds for all product vectors acting on
HN2

—; another point is that any quantum state ρ may be extended by an
ancilla to a state ρ⊗ σ of larger composite system. This simple point lead
us to check rather the map Λ⊗ 1 remains positive. Since the map leaves the
ancilla unaffected, this may seem like a foregone conclusion. Classically it is
so, but quantum mechanically it is not. So, we must introduce the concept of
K-positivity: a K-positive map is a positive map such that the induced map

Λ⊗ 1K, where L(HN)→ L(HN ⊗HK), (3.14)

is positive for k ≥ 1. Λ is said a completely positive map if, and only if, is
K-positive for all k ≥ 1. But, check for all possible extensions looks non-
operational, so, let us call the dynamical matrix properties of the map to
unravel this. Since DΛ is an Hermitian operator acting on HN2

, it admits a
spectral decomposition

DΛ =
r

∑
i=1

λi |ξi〉〈ξi| so that Dmn
µν

=
N2

∑
i=1

λi Ξi
mn(Ξ

i
µν)
∗, (3.15)

where r is the rank of Dλ; the eigenvalues λi are real and the matrices Ξi
mn

are reshaped vectors in HN2
.

Now we are able to check the positivity of the induced map Λ⊗ 1 when it
acts on matrices in L(HNK) = L(HN ⊗HK). We pick an arbitrary vector znn′

in HNK and act with our map on the corresponding pure state:

ρ̃mm′µµ′ = Λmµ
nν

δm′µ′

n′ν′
znn′ z

∗
νν′ = Dmn

µν
znm′ z

∗
νµ′ = ∑

i
λi Ξi

mn znm′(Ξ
i
µν zνµ′)

∗.

(3.16)
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Let us pick another arbitrary vector xmm′ and test whether ρ̃ is a positive
operator:

xmm′ ρ̃mm′µµ′ x∗µµ′ = ∑
i

λi |Ξi
mn xmn′ znm′ |2 ≥ 0, (3.17)

which must hold for arbitrary xmm′ and zmm′ , thus all the eigenvalues λi must
be non-negative. This leads us to Choi’s theorem:

Theorem 13 (Choi #2). A linear map Λ is completely positive if, and only if, the
corresponding dynamical matrix DΛ is positive.

It is remarkable that we are able to check complete positiveness of the map
by looking to the non-negative eigenvalues of the dynamical matrixv.

The set of complete positive maps is isomorphic to the set of positive
matrices DΛ of size N2. When the map is trace preserving also, we need to
add the condition (3.11), which implies that tr(DΛ) = N. We may think of
the set of trace preserving completely positive maps as a subset of the set of
density matrices in L(HN2

), with a unusual normalization thoughvi.
So, the dynamical matrix is positive if, and only if, it may be written in the

form
DΛ = ∑

i
|Ei〉〈Ei| so that Dmn

µν
= ∑

i
Ei

mn(Ei
µν)
∗, (3.18)

where the vectors |Ei〉 are arbitrary to an extent given by Schrödinger’s mixture
theorem. Thus, we arrive at an alternative characterization of completely
positive maps. They are the maps that may be written in the operator sum
representation:

Theorem 14 (Choi #1). A linear map Λ is completely positive if, and only if, it is of
the form

Λ(ρ) = ∑
i

Ei ρ E†
i . (3.19)

This also known as the Kraus or Stinespring form, since its existence follows
from the Stinespring dilation theoremvii. The operators Ei are known as Kraus
operators. The map will be trace preserving if, and only if, the condition (3.9)
holds, which reads

∑
i

E†
i Ei = 1. (3.20)

Trace preserving completely positive maps go under various names: determin-
istic or proper quantum operations, quantum channels, or stochastic maps. This is
the most general class that we need to consider.

The convex set of proper quantum operations is denoted CPN . To find
its dimension, we note that the dynamical matrices belong to the positive
cone in the space of Hermitian matrices of size N2 (i.e. , N2 × N2), which

vCf. [24] for further explanation.
viWe will explore this further later when presenting the duality between maps and states.

viiIt was introduced, in physics, by Kraus [17] — based on an earlier theorem by Stinespring
[18] — and, independently, by Sudarshan et al. [19]. Cf. [14] and [20] also.
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has dimension N4 (i.e. , N4 linearly independent parameters); the dynamical
matrix corresponds to a trace preserving map if, and only if, (3.11) holds, i.e. ,
the partial trace is the identity operator, so it is subject to N2 conditions. Thus,
the dimension of CPN equals N4 − N2.

Since the operator sum representation does not determine the Kraus
operators uniquely, we would like to bring it to a canonical form. The
problem is quite similar to that of introducing a canonical form for a density
matrix: its eigenstates. Such a decomposition of the dynamical matrix was
given in Eq. (3.15). A set of canonical Kraus operators may be obtained by
setting Ei =

√
λi Ξi. Which leads us to the following results:

Definition 15 (Canonical Kraus form). A completely positive map Λ : L(HN)→
L(HN) may be represented as

Λ(ρ) =
r≤N2

∑
i=1

λi Ξi ρ Ξ†
i =

r

∑
i=1

Ei ρ E†
i , (3.21)

where

tr(E†
i Ej) =

√
λi λj

〈
ξi
∣∣ξ j
〉
= λi δij. (3.22)

If the map is trace preserving also, then

∑
i

E†
i Ej = 1 ⇒ ∑

i
λi = d2. (3.23)

If DΛ is non-degenerate, the canonical form is unique up to phase choice
for the Kraus operators. The Kraus rank of the map is the number of Kraus
operators that appear in the canonical form and equals the rank r of the
dynamical matrix.

As in Eq. (A.7), the operator sum representation may be written as

Λ =
N2

∑
i=1

Ei ⊗ E∗i =
N2

∑
i=1

λi Ξi ⊗ Ξ∗i . (3.24)

The canonical operator sum representation may be considered as a Schmidt
decomposition (A.9) of Λ — with Schmidt coefficients λi

schmidt = λi —.
We will continue the discussion of positive maps and the duality maps vs.

states in the next chapter.
In the next subsections we will describe the most common classes of

quantum operations in the bipartite case HA ⊗HB (Alice and Bob) without
loss of generality in the multipartite case. The extension to more parties, e.g. ,
Clarice, David, Eve, etc. viii is straightforward. We now review these classes
of operations: where increasing degrees of communication are allowed [13,
25–27].

viiiTo avoid prejudiced labeling, we kept the track female, male, female, male, etc. .
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3.2.1 Local operations

Local operations are the most simple manipulations that we are able to
perform. This class is generated by the Kraus operators of the form Ai ⊗ 1 and
1⊗ Bi, with ∑i A†

i Ai = ∑i B†
i Bi = 1. In this case, the parties are not allowed

to communicate and the operations are non-measuring. Blending them, we
are able to describe local operations as follows:

Λ(ρ) = ∑
i,j
(Ai ⊗ Bj)ρ(Ai ⊗ Bj)

†. (3.25)

3.2.2 1-local operations

Now communication starts to play a few roles: suppose we allow local op-
erations and one-way communication from Alice to Bob. Now Alice performs
a generalized measurement on her subsystem, with Kraus operators Ai ⊗ 1,
with ∑i A†

i Ai = 1. If the result of her operation is i, the operation on the state
acts asix

(Λi ⊗ 1)(ρ) = (Ai ⊗ 1)ρ(Ai ⊗ 1)†.

Alice is able to pick up the phonex and tell Bob that she found result i, and,
depending on that outcome, he decides which trace preserving operation
(defined by Bji operators with ∑j B†

jiBji = 1) he will perform. The index i
denotes the operation Bob implements depends on the result that he got from
Alice. The global state now reads

(ΛA
i ⊗ΛB

ji)(ρ) = ∑
j
(1⊗ Bji)(Ai ⊗ 1)ρ(A†

i ⊗ 1)(1⊗ B†
ji).

If they continue this protocol on many particles, the total ensemble will change
as

ΛAB(ρ) = ∑
i,j
(Ai ⊗ Bji)ρ(Ai ⊗ Bji)

†. (3.26)

Obviously, postselection for certain i may occur in some terms of this
expression. The equation (3.26) describes the local operations and one-way
communication. The quantum teleportation protocol is the most famous case
of this scheme: where Alice performs a Bell measurement.

3.2.3 2-local operations: the paradigm of LOCC

The general local operations and classical communication (LOCC) paradigm was
first formulated in [28]. Distant parties (in this case we consider Alice and
Bob) are allowed to perform arbitrary local quantum manipulations and
communicate classically. Note that no quantum communication is allowed,
i.e. , no transfer of quantum systems between the parties can be done.

ixNotice that is a trace decreasing operation — as it will occur only with a certain probability
—.

xJust an allegory to refer classical communication.
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3. Let entanglement be your puppet: manipulations of quantum states

The mathematical description of the local operations and two-way com-
munication is quite complicated and the notation tends to be cumbersome,
but we will try to explain in a clear way. In this situation it is useful to do
alternating measurements and communications. We follow the same strategy
of 1-local, focus on one particular outcome and do the summation at the end.

Alice starts the protocol and make her measurement, she finds i1 as result,
therefore the main operator here is Ai1 ⊗ 1. Now she pick up the phone and
tells her result to Bob, he will then perform 1⊗ Bj1(i1) — which is a function
of Alice’s i1 outcome — and communicate his result to Alice. She decides then
execute Ai2(i1,j1)⊗ 1 — which is function of Bob’s outcome (which is function
of Alice’s first outcome)xi—. All these operators satisfy similar normalization
properties (sum the products to identity).

In the end of the LOCC protocol (for the total ensemble) we have

Λ(ρ) = ∑
k
(Ak ⊗ Bk)ρ(Ak ⊗ Bk)

†, (3.27)

with k={i1,i2,. . . ,in,j1,j2,. . . ,jn} and

Ak = Ain(i1,i2, . . . ,in−1; j1,j2, . . . ,jn−1) . . . Ai2(i1,j1)Ai1

Bk = Bjn(i1,i2, . . . ,in; j1,j2, . . . ,jn−1) . . . Bj2(i1,i2,j1)Bj1(i1).

Postselection can be done also for particular choices of i1,i2, . . . ,in, j1,j2, . . . ,
jn−1.

3.2.4 Separable operations

This class of quantum manipulations was considered in [27, 29]. Separable
operations are defined as any operation which can be written as

Λ(ρ) = ∑
i
(Ai ⊗ Bi)ρ(Ai ⊗ Bi)

†, (3.28)

where each Ai and Bi are arbitrary operations — measurements included —
with the usual normalization condition ∑i(Ai ⊗ Bi)

†(Ai ⊗ Bi) = 1. It follows
that any LOCC is also separable, but the reverse is generally not true [25].
However, we do have the following theorem (cf. [26]):

Theorem 16. It is always possible to simulate a separable operation using only
LOCC, but with probability possibly smaller than one.

Proof. Suppose Alice and Bob have two sets of operators Ai and Bi such that
∑i(Ai ⊗ Bi)

†(Ai ⊗ Bi) = 1 and a state ρ. Generally, we have ∑i=1 A†
i Ai 6= 1

and ∑i=1 B†
i Bi 6= 1. So we are able to rescale the operators to Ãi = aAi and

B̃i = bBi so that ∑i=1 A†
i Ai ≤ 1 and ∑i=1 B†

i Bi ≤ 1. Alice and Bob then will
perform a LOCC and will obtain two outcomes: kA e kB. Their strategy is to
maintain the state only if the outcomes coincide (kA = kB). Without keeping
track of the outcomes, ρ is mapped into

Λ(ρ) = N ∑
i

pi
(Ãi ⊗ B̃i)ρ(Ãi ⊗ B̃i)

†

tr((Ãi ⊗ B̃i)ρ(Ãi ⊗ B̃i)†)
= ∑

i
(Ai ⊗ Bi)ρ(Ai ⊗ Bi)

†, (3.29)

xiNote the cascading pattern here.
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with pi ≡ tr((Ãi ⊗ B̃i)ρ(Ãi ⊗ B̃i)
†) and N a normalization factor.

3.2.5 PPT-preserving operations

This class of quantum manipulations does what its name says: maps ancilla
PPT states into PPT states. We can follow the Rains’ definition [30, 31],
operations Λ such that the induced map

1⊗Λ : ρ→ Λ(ρTB)TB

is completely positive (with TB stands for partial transposition in the Bob
subsystem). We remark here that all separable operations are PPT-preserving
(cf. [16]) [

(A⊗ B)ρ(A⊗ B)†
]TB

=
[
(A⊗ (B†)T)ρTB(A† ⊗ B)

]
xii.

Note that PPT-preserving operations are the first class of operations which
can be regarded as non-localxiii. The key result on this class is that they may
be implemented probabilistically by means of LOCC when both parties share
a specific entangled PPT state. This was first realized in [26] by Cirac et
al.. They characterized completely general quantum operations (in particular
entangling ones) on bipartite systems by means of a generalized Jamiołkowski
isomorphism.

3.2.6 Entangling operations

The Jamiołkowski isomorphism [23] is an isomorphism between a linear map
from an input space to an output space and an operator defined over the
tensor product of these two spaces. This correspondence is useful when the
map acts on one part of a bipartite system, but, on compound systems, it is
not so clear how to interpret this duality. The physical interpretation came in
a very elegant way in [26].

Suppose one have two systems, A and B, each consisting of two d-level
subsystems A = A1,A2 and B = B1,B2 respectively. We will establish an
isomorphism between a CP-map Λ = ΛA1,B1

: L(HA1,B1) → L(HA1,B1) and
an operator O = OA1,A2,B1,B2 acting on the total system HA ⊗ HB. The
isomorphism reads

O ≡ 1A2,B2 ⊗ΛA1,B1(PA1,A2 ⊗ PB1,B2), (3.30)

where Λ acts only on the systems A1 and B1. Here PA1,A2 is the projector

on the maximally entangled state |ψ〉A1,A2
≡ 1√

d

d−1

∑
i=0
|ii〉A1,A2

(analogously for

PB1,B2 ). Equivalently, we have

Λ(ρA1,B1) ≡ d2trA2,B2(OρT
A2,B2

) ≡ d4trA2,A3,B2,B3(OρA3,B3 PA2,A3 PB2,B3).

xiiThis equation may be written in more concise way, with aid of the four index notation.
Cf. the appendix In the toolbox: matrix reshaping and reshuffling.

xiiiE.g. , creation of an entangled PPT state is a PPT-preserving operation.
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3. Let entanglement be your puppet: manipulations of quantum states

From (3.30) it follows that O is the result of the action of Λ on two systems
A1 and B1 which are prepared in a maximally entangled state with two acillary
systems.

The second form has an equally simple interpretation: if both parties
share a state O, then they may implement the map Λ probabilistically on a
certain state ρA1,B1 by simultaneously projecting and postselecting ρA3,B3 , and
O on the maximally entangled states of A2 A3 and B2B3 with the probability
of p = 1

d — where d is the dimension of the Hilbert space —. From this
isomorphism one can easily deduce the following correspondences:

1. Λ is a separable operation if O is separable, and conversely Λ is an
entangling operation if O is entangled — with respect to A and B —;

2. Λ is a PPT-preserving operation if and only if OTA ≥ 0. Thus any
PPT-preserving operation may be implemented probabilistically locally
with aid of a shared PPT state.

This isomorphism has a large number of applications (cf. [26, 32]) which
we will not explore further. A simple application is the classification of
global unitaries according to their entangling power on composite systems
[33–35]. Entangling power of a unitary is defined as the average entanglement
a unitary creates on product states. When Λ is a unitary map, O is a pure
state and there exists a closed expression of the entangling power in terms
of the entanglement of this state vector. Using this, Lieven et al. showed that
the unitaries with highest entangling power are special kinds of permutations
(cf. [36]).
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CHAPTER 4

Entang’ what?! Entanglement
as a quantum property of

compound systems

“Thus one disposes provisionally (until the entanglement is re-
solved by actual observation) of only a common description of
the two in that space of higher dimension. This is the reason that
knowledge of the individual systems can decline to the scantiest,
even to zero, while that of the combined system remains continu-
ally maximal. Best possible knowledge of a whole does not include
best possible knowledge its parts — and this is what keeps coming
back to haunt us.”.

- Erwin Schrödinger

There is no manner to introduce entanglement without a brief historical
overviewi. Starting with EPR gedanken experiment [37, 38], from the 1930’s,
entanglement was vastly explored in the scenario of the completeness of
quantum mechanics: which was put in solid mathematical grounds in the
1960’s — by the striking works of Gleason [39], Kochen and Specker [40] and
Bell [41, 42]. Bell’s work dealt directly with th EPR gedanken experiment and
is of a major importance as it showed that entanglement is incompatible with
a certain local hidden variable model (LHV) hypothesis. For deep treatments
on Bell’s inequalities, cf. [43, 44].

Nowadays, the problem of completeness seems well proposed and consid-
erable effort has been put into understanding the mathematical structure of
entanglement: which lead us to the spirit of this discourse. The first problem
is: given an arbitrary quantum state, determine whether it is entangled, or not.

iActually, it is possible, but it is not preferable. That is why we will do that just briefly.
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The study of this problem came together with the realisation that Bell-like
inequalities are pretty weak tests for entanglement. The breakthrough came
when notions from convex analysis and C∗-algebrasii were applied to the
problem (cf. [46, 47]). We will review these results leading to the general
framework of entanglement witnesses and its dual formulation in terms of
positive maps. We introduce the so-called PPT entangled states and relate
them to classical problems in linear algebra. The separability problem has
been shown to be NP-hard [48], therefore, there is no hope of finding a simple
analytical method and no efficient algorithm which is able to distinguish all
entangled states from all separable ones (cf. [49, 50]). Thus, interest has grown
in finding good numerical heuristics in tackling the problem in low dimen-
sions. We will apply tools from semidefinite programming to the separability
problem. In particular, we focus on the work by Brandão and Vianna [51–53].

For reviews of entanglement versus separability problem from different
viewpoints, cf. [16, 54–61].

4.1 Characterizing entanglement

In spite of the fact that violation of Bell-like inequalities reveals that quantum
correlations may be greater than classical ones, it will be clear that Bell
inequalities are a poor test of non-classical behavior. It is possible to show
that, for any entangled pure state shared by an arbitrary number of parties,
there exists a Bell inequality which is violated [62, 63]. For mixed states, this
story has lots of complications and open problems, but it has been shown
that although a state might not violate any Bell-like inequalities, it still may
be useful for teleportation — using entanglement as resource — [64, 65]. In
other scenarios, there are some states which only violate some inequality after
a certain local generalized measurement [66, 67]; other states only show a
violation when multiple copies are measured collectively [68].

So, given the difficulties of check entanglement with inequalities, it is
convenient to characterize the set of entangled mixed states with some reason-
able mathematical definitions. The advantage of this approach is to have a
workable definition of what is entangled — and what is not —.

Let us present the definition of entanglement for bipartite systems — the
generalization to multipartite is straightforward —, starting with pure states
[69, 70]. Let H be a Hilbert space such that H = HA ⊗HB, as we said in
chapter Nice to meet you, density matrix!, we denote by Hd the Hilbert space of
dimension d which is ∼= Cd, thus, let Hd = Hda ⊗Hdb , where d = da × db ≥ 4,

Definition 17. A pure state |ψ〉 ∈ Hd shared by two parties, Alice and Bob, is called
separable if, and only if, it may be written as

|ψ〉 = |ψA〉 ⊗ |ψB〉,

with |ψA〉 ∈ HA and |ψB〉 ∈ HB, i.e. , belongs to the Cartesian productHA×HB ⊂
HA ⊗HB. Otherwise, we call |ψ〉 entangled.

iiCf. [45].
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4.1. Characterizing entanglement

There is a simple manner of determining whether a pure state is entangled:
the Schmidt decomposition.

Theorem 18 (Schmidt decomposition [71]iii). Every pure state |ψ〉 ∈ H =
Hda ⊗Hdb may be expressed in the form

|ψ〉 =
d

∑
i=1

√
λi |ei〉 ⊗ | fi〉, (4.1)

where {|ei〉}da
i=1 is an orthonormal basis for HA; {| fi〉}

db
i=1 is an orthonormal basis

for HB and d ≤ min{da, db}.

One may found surprising that there is only a single sum — at first thought,
it is natural thinking of something like

|ψ〉 =
da

∑
i=1

db

∑
j=1

Λij |ẽi〉 ⊗
∣∣ f̃ j
〉
, (4.2)

where Λ is some complex-valued matrix and the bases are arbitrary —. Let
us make a constructive proof: which is useful for our daily work.

Proof. Assume, without loss of generality, that da ≤ db. Thus, one observe
that we may write Eq. (4.2) by introducing the states |φ̃i〉 = ∑j Λij

∣∣ f̃ j
〉
: which

will not be orthonormal states, but they certainly exist and permit us to write
the global state as

|ψ〉 =
da

∑
i=1
|ẽi〉 ⊗ |φ̃i〉. (4.3)

Let ρ ≡ |ψ〉〈ψ| and take the partial trace over the second subsystem, it
reads

ρA = trB(ρ) =
da

∑
i=1

da

∑
j=1

〈
φ̃j
∣∣φ̃i
〉 ∣∣ẽi

〉〈
ẽj
∣∣. (4.4)

Here comes the trick: we can always diagonalize ρA ∈ L(HA), so it takes the
form

ρA =
da

∑
i=1

λi |ei〉〈ei|, (4.5)

where the coefficients λi are real and non-negative. Finally, we go back and
repeat the argument, using this basis from the start. Put the tildes off, we have〈

φj
∣∣φi
〉
= λiδij , (4.6)

i.e. , we can set |φi〉 =
√

λi | fi〉.

Definition 19. The real numbers
√

λi in the Schmidt decomposition (4.1) are called
Schmidt coefficients and they obey

∑
i

λi = 1, λi ≥ 0. (4.7)

iiiFor further reading, cf. [3, 5, 69].
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The number r of non-vanishing λi is called Schmidt rank of the state |ψ〉 (S(|ψ〉) ≡
r) and it is equal to the rank of the reduced density matrix. The state |ψ〉 is separable
if, and only if S(|ψ〉) = 1, otherwise, |ψ〉 is entangled.

The set of all possible vectors ~λ forms a (d − 1)-dimensional simplex,
known as Schmidt simplex.

Moving, now, to mixed states. As we said in chapter Nice to meet you,
density matrix! we denote by L(H) = L(HA ⊗HB) the set of linear operators
on H: which, in finite dimensions, is the space of complex matrices of order
d = da × db.

Definition 20. A bipartite state ρ ∈ L(H) = L(HA ⊗HB) is called separable if,
and only if, it may be written as a convex sum of pure product states, i.e. ,

ρ = ∑
i

pi

∣∣∣ψA
i

〉〈
ψA

i

∣∣∣⊗ ∣∣∣ψB
i

〉〈
ψB

i

∣∣∣, (4.8)

with pi > 0, ∑i pi = 1,
∣∣ψA

i
〉
∈ HA and

∣∣ψB
i
〉
∈ HB. Otherwise, the state ρ is

called entanglediv.

Let us define the set of separable states as S and, thus, may be identified
with the convex hullv of the normalized positive operators in L+(HA) ⊗
L+(HB)  L+(HA ⊗ HB). If such a decomposition exist, then — from
Carathéodory theorem (cf. Theorem 2) — follows that we may always replace
it with a decomposition of, at most, d2 terms, where d = da × db = dim(H)vi.
The physical idea behind it is that a separable state may always be construc-
ted by two independent parties by LOCCvii, but — as usual — physical
justification came later.

4.1.1 Entanglement witnesses

We saw that to check whether a pure state is entangled, it is sufficient to ex-
pand it in its Schmidt decomposition. For mixed states, the problem is tougher
as no such canonical decomposition may be obtained in a straightforward
manner. But we make use of the inglory definition of entanglement — which
negates the separable — and exploit the convexity and compactness of the set
of separable states in our favor.

The following theorem gives us a geometrical characterization of the
problem of determining whether ρ ∈ D is contained in a certain convex subset
C ⊂ D:

Theorem 21. Let C ⊂ D be a convex set of states in a Hilbert-Schmidt space L(H),
then, for each ρ /∈ C, there exists a Hermitian operator A ∈ L(H) such that

tr(A ρ) < 0 and tr(A σ) ≥ 0

for convex sets C, D and all σ ∈ C.
ivIf there is no summation in Eq. (4.8), it is called product state.
vCf. chapter Nice to meet you, density matrix!.

viThis definition was first presented independently by Werner and Primas in 1983, but was
popularized in [72].

viiCf. chapter Let entanglement be your puppet: manipulations of quantum states.
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This theorem is an immediate consequence of theorems in functional
analysis [73, 74]. The Hahn-Banach theorem states that a convex set and a
point lying outside it can be separated by a hyperplane W; and the Riesz-
Frecht representation theorem then characterizes such hyperplanes. The
hyperplane W are called witnesses [60]: they witness states outside C.

Corolarium 22 (Horodeki et al. [47]). A state ρ ∈ L(H) is entangled if, and
only if, there exists one Hermitian operator W which tr(W ρ) < 0 and such that
tr(W σ) ≥ 0 for all σ ∈ S . Such operators W will be referred to as entaglement
witnesses.

To illustrate what we mean, consider the well known CHSH entanglement
witness

WCHSH = 21−
[
~a ·~σ⊗ (~b +~b′) ·~σ +~a′ ·~σ⊗ (~b−~b′) ·~σ

]
, (4.9)

which is an entanglement witness [60, 75]. Here, ~σ = (X, Y, Z) is a vector
containing the Pauli spin matrices. Note, also, that a general entanglement
witness W can be measured locally: by decomposing it as (non-convex) sum
of product states. The problem of finding an optimized decomposition both
in the optimal number of projectors on product vectors and in the optimal
number of settings of the detectors has been partially solved — cf. [76, 77]
— assuming that we are able to find an optimized decomposition of witness
operators into local operators.

Let us give more examples of entanglement witnesses to enrich the context.
The first one is the so-called swap — or flip — operator F, which acts on state
vectors as F|ψA〉|ψB〉 = |ψB〉|ψA〉, or, in basis {|ij〉} of H,

Fd =
d

∑
i,j=1
|ij〉〈ji|. (4.10)

One may check the block positivity (3.12) of the operator (4.10). The swap
operator is an entanglement witness because F has negative eigenvalues and,
therefore, the result of FρF† is a state with at least one negative eigenvalue for
some statesviii. The flip operator is an entanglement witness for the Werner
states [72]: which we will mention in the next chapter.

Another example is given by

WR = 1− dP+, (4.11)

where P+ is the projector of the maximally entangled state
∣∣ψ+

〉
=

1√
d

d

∑
i=1
|ii〉.

Since the maximum overlap of a separable state with P+ is 1/d and W has
negative eigenvalues, it is an entanglement witness — e.g. , for |ψ+〉 —. We
will connect (4.11) with the reduction criterion map in the next section.

The value minW tr(W ρ) may be associated with the distance of ρ to
the set of separable states and — in some way — is related to the degree

viiiE.g. , for |ψ−〉, we have F|ψ−〉 = −|ψ−〉.
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of entanglement of ρ. However, as the set of entanglement witnesses is
unbounded, such minimum may be ill-defined. This may be overcomed by
imposing suitable constraints on the entanglement witness W and it turns
out that, in this way, a variety of geometrical entanglement measures may be
obtained [52, 78].

4.1.2 Duality between maps and states

Now we will continue the discussion about maps — cf. chapter Let entanglement
be your puppet: manipulations of quantum states —; introduce the concept of
duality — maps vs. states — and put it in the context of entanglement
witnesses. We will present the Jamiołkowski isomorphism [23]. Let CPd denote
the convex set of all trace preserving completely positive maps Λ : L(Hd)→
L(Hd). Any such map may be uniquely represented by its dynamical matrix
DΛ of sizeix d2: it is a positive matrix and its trace is equal to d. Hence,
the rescaled matrix ρΛ ≡ DΛ/d represents a mixed state in L(Hd2

). In fact,
rescaled dynamical matrices form only a subspaces of this set — determined by
the trace preserving conditions (3.11) —: which impose d2 constraints. Let us
denote this (d4 − d2)-dimensional set by L1(Hd2

). Since any trace preserving
CP map has a dynamical matrix — and vice versa — the correspondence
between maps in CPd and states in L1(Hd2

) is one-to-one.
So, let us find the dynamical matrix for the identity operator:

1mµ
nν

= δmnδµν so that D1
mµ
nν

= (1mµ
nν
)R = δmµδnν = dP+

mµ
nν

, (4.12)

where P+ ≡ |φ+〉〈φ+| represents the projector of the maximally entangled
state of the composite system, which reads

∣∣φ+
〉
=

1√
d

d

∑
i=1
|i〉 ⊗ |i〉. (4.13)

This state is written in its Schmidt decomposition (4.1) and all its Schmidt
coefficients are equal, i.e. , λ1 = · · · = λd = 1/d. Thus, we have found
that the identity operator corresponds to the maximally entangled pure state
|φ+〉〈φ+| of the composite system. Interestingly, this correspondence may be
extended for other operations, or — in general — for arbitrary linear maps.
The Jamiołkowski isomorphism

Λ : L(Hd)→ L(Hd) ←→ ρλ ≡
DΛ

d
= [Λ⊗ 1](

∣∣φ+
〉〈

φ+
∣∣) (4.14)

allows us to associate a linear map Λ acting on the space of mixed states
L(Hd) with an operator acting in the enlarged Hilbert state Hd ⊗Hd. To
show this relation, write the operator Λ⊗ 1 as an eight-indices matrixx and

ixNote that we use N, or d interchangeably for space’s sizes.
xAn analogous operation 1⊗Λ acting on P+ leads to the matrix DS: which has the same

spectrum.
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explore its action on the state P+ expressed by two Kronecker’s deltas as in
(4.12),

Λ mn
m′n′

1 µν
µ′ν′

P+
m′µ′

n′ν′
=

1
d

Λmn
µν

=
1
d

Dmµ
nν

. (4.15)

Conversely, for any positive matrix D, we find the corresponding map Λ
by diagonalization. The reshaped eigenvector of D, rescaled by the roots of
the eigenvalues give the canonical Kraus form (3.21) of the operation Λ. If
trA(ρΛ) = 1/d with ρΛ ∈ L1(Hd2

), then the map Λ is trace preserving.
Consider, now, a more general case in which ρ denotes a state acting on

Hd ⊗Hd. Let Λ be an arbitrary map which sends L(Hd) into itself and let
DΛ = ΛR denote its dynamical matrix of size d2. Acting with the extended
map on ρ we find its image ρ̃ = [Λ⊗ 1](ρ). Doing analogously as (4.15) we
obtain

(ρ̃)R = ΛρR so that ρ̃ = (DR
ΛρR)R. (4.16)

Here, the standard multiplication of square matrices takes place: in contrast
to Eq. (3.1), in which the state ρ acts on a simple Hilbert space and is treated
as a vector.

Note that Eq. (4.14) may be obtained as a special case of (4.16): just take for
ρ the maximally entangled state (4.13) — for which (P+)R = 1/d —. Formula
(4.16) provides a useful application of the dynamical matrix corresponding to
a map Λ, which acts on a subsystem. Since the normalization of matrices does
not influence positivity, this result implies the following reshuffling lemma:

Lemma 23. Consider two Hermitian matrices A and B of the same size N.

If A ≥ 0 and B ≥ 0, then (ARBR)R ≥ 0. (4.17)

For a proof, cf. [79].
Formula (4.14) may be used to find operators D associated with positive

maps Λ which are neither trace preserving, nor complete positive also. The
Jamiołkowski isomorphism, thus, relates the set of positive linear maps with
dynamical matrices acting in the composite space and positive on product
states.

Expressing the maximally entangled state |ψ+〉 in (4.14) by its Schmidt
form (4.13), we may compute the matrix elements of DΛ in the product basis
consisting of the states |i〉 ⊗ |j〉. Due to the factorization of the right-hand
side, we see that the double sum describing ρΛ = DΛ/d drops out and the
result reads

〈k| ⊗ 〈i|DΛ|l〉 ⊗ |j〉 = 〈k|Λ(|i〉〈j|)|l〉. (4.18)

This equation may be understood as a definition of a map Λ related to
the linear operator DΛ. Its special case — k = l and i = j — proves the
isomorphism that, if DΛ is block positive, then the corresponding map Λ
sends positive projection operators |i〉〈i| into positive operators [23]. That is
where entanglement witnesses W ≡ DΛ play important roles.

Thus, we are in position of starting the main result of the section: which
was first published in [47] — note that it can be extended to multipartite case,
cf. [80] —.
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Theorem 24. A density operator ρ acting on HA ⊗HB is separable if, and only if

[1⊗Λ](ρ) ≥ 0,

for all positive maps Λ : L(HB)→ L(HA).

Proof. With each linear map Λ : L(HB) → L(HA) there is associated an
adjoint maps Λ† : L(HA)→ L(HB) defined by

tr
(

A Λ(B)
)
= tr

(
Λ†(A) B

)
for all operators A and B. It is easy to verify that the adjoint map of a
positive map is positive also. Suppose, now, that ρ is entangled, then — from
Corolarium 22 — follows that there exists an entanglement witness W such
that tr(W ρ) < 0. By virtue of the Jamiołkowski isomorphism and Theorem
12, it is equivalent to

tr
(
[1⊗ΛW ](P+)ρ

)
= tr

(
[1⊗Λ†

W ](ρ)P+
)
< 0

and — since P+ is positive — it follows that [1⊗Λ†
W ](ρ) � 0. Conversely, let

Λ†
W be a positive map such that [1⊗Λ†

W ](ρ) has a negative eigenvalue with
corresponding eigenvector |φ〉 = A⊗ 1|ψ+〉. Thus, we have〈

φ
∣∣∣1⊗Λ†

W(ρ)
∣∣∣φ〉 = tr

(
(A⊗ 1)W(A† ⊗ 1)ρ

)
< 0.

Since W is positive on separable states, the same applies to (A⊗ 1)W(A† ⊗ 1).
This shows that ρ must be entangled.

The proof of the Theorem 24 reveals two important facts about the relation
between entanglement witness and positive maps. Namely, given an entan-
glement witness W, the corresponding positive map Λ†

W will always detect
more states than the witness: as it detects all states detected by the class of
witnesses (A⊗ 1)W(A† ⊗ 1) for all operators A. Furthermore, if a certain
positive map ΛW is negative on a state ρ, the proof shows us how to construct
an operator A such that the local transformationxi

ρ −→ (A† ⊗ 1)ρ(A⊗ 1)

will yield a state that can be detected by the entanglement witness W.
In the previous section, we introduce the witness (4.11) — WR = 1− dP+

—. The map associated with this witness is given by Λ(A) = 1tr(A) − A.
From this, follows that all separable states ρ satisfy

ρA ⊗ 1− ρ ≥ 0 and 1⊗ ρB − ρ ≥ 0, (4.19)

where this is not necessarily the case for entangled states: the associated
separability criterion is called reduction criterion [81, 82]. One may prove the
positivity of the map directly.

xiCf. chapter Let entanglement be your puppet: manipulations of quantum states.
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Another entanglement witness was given by the swap operator F. One
may see that the associated map is given by the transposition. For a separable
state ρ = ∑i pi

∣∣ψA
i
〉〈

ψA
i

∣∣⊗ ∣∣ψB
i
〉〈

ψB
i

∣∣, we have that [1⊗ T](ρ) ≥ 0, while this
is not necessarily in the case of entangled states. We denote [1⊗ T](ρ) ≡ ρTB

and call this operation partial transpose. When ρTB ≥ 0, we say that the state
has a Positive Partial Transpose (PPT), otherwise, the state has a Negative Partial
Transpose (NPT). The partial transpose criterion was first discovered by Peres
[46] independently of the notion of positive maps. This criterion turns out to
be powerful, in particular, positivity of the partial transposition is necessary
and sufficient for separability when dim(H) ≤ 6 [47]. It was subsequently
shown to be necessary and sufficient for states with low rank [83]; for pure
states [60]; for rank two states [84] and rank three states [83]. In general
though, it is not sufficient and there exist PPT — bound — entangled states
[85].

It can be shown that the reduction criterion is strictly weaker than the
partial transposition [82] — except when dim(HB) = 2, or dim(HA) = 2 —.

4.1.3 Digging deeply

We present now some deeper results on maps. We saw that quantum manipu-
lations which describe physical processes are represented by CP maps, but, in
the previous section, we saw that, even when they are not CP, they provide a
crucial tool in the investigation of quantum entanglement. That is why we
explore them a little bit further.

Consider the transposition of a density matrix in a fixed basis, i.e. , T :
ρ → ρT . The super-operator entering (3.1) is the swap operator S, namely,
Tmµ

nν
= δmνδnµ = Smµ

nν
. Hence it is symmetric with respect to reshuffling,

T = TR = DT . This permutation of matrix contains N diagonal entries equal
to unity and N(N − 1)/2 blocks of size two. Thus, its spectrum consists of
N(N + 1)/2 eigenvalues equal to unity and N(N − 1)/2 equal to −1: which
is consistent with the constraint tr(D) = N. The matrix DT is note positive,
so, the transposition T is not CP — as we saw for the action of [1⊗ T] in the
maximally entangled state yielding negative eigenvalues —.

The transposition of an N-dimensional Hermitian matrix changes the
signs of the imaginary part of the elements of Dij. This is a reflection in an
N(N + 1)/2-dimensional hyperplane.

As discussed in the chapter Let entanglement be your puppet: manipulations
of quantum states, a map fails to be CP if its dynamical matrix D contains at
least one negative eigenvalue. Let m ≥ 1 denote the number of the negative
eigenvaluesxii. Ordering the spectrum of D decreasingly allows us to rewrite
its spectral decomposition

D =
N2−m

∑
i=1

λi |ξi〉〈ξi| −
N2

∑
i=N2−m+1

|λi| |ξi〉〈ξi| (4.20)

xiiFor short, negrank. E.g. , for transposition, negrank(DT) = N(N − 1)/2.
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Thus, a not complete positive map has the canonical form

ρ̃ =
N2−m

∑
i=1

λi Ξi ρΞ†
i −

N2

∑
i=N2−m+1

|λi|Ξi ρΞ†
i , (4.21)

where the Kraus operators Ei =
√
|λi|Ξi form an orthogonal basis. This

is analogous to the canonical form (3.21) of a CP map and it shows that a
positive map may be represented as a difference of two completely positive
maps [86]. While this is true, it does not solve the problem: taking any two
CP maps and constructing a quasi-mixturexiii Λ = (1 + a)ΛCP

1 − aΛC
2 P, we

do not know in advance how large is the contibuition a of the negative part
might be to keep the map Λ positive.

In fact, the characterization of the set PN of positive maps: L(HN) →
L(HN) for N > 2 is by far not simple. By definition, PN contains the set CPN

of all CP maps as a proper subset. To learn more about the set of positive
maps, we need unravel other features of the operation of transposition T. For
any transformation Λ, the modifications of the dynamical matrix induced
by a composition with T may be described by the transformation of partial
transpose, namely,

TΛ = ΛS1 , DTΛ = DTA
Λ , and ΛT = ΛS2 , DΛT = DTB

Λ . (4.22)

To demonstrate this, it is enough to use the explicit form of ΛT and the
observation that

DΦΛ =
[

DR
ΦDR

Λ

]R
. (4.23)

Positivity of DΦΛ follows from the fact that the composition of two CP
maps is completely positive also. Which follows directly from the identity
[(ΦΛ)⊗ 1] = [(Φ⊗ 1) · (Λ⊗ 1)] and implies the Lemma 23.

Sandwiching Λ between two transpositions does not influence the spec-
trum of the dynamical matrix, i.e. , TΛT = ΛS = Λ∗ and DTΛT = DT

Λ = D∗Λ.
Thus, if Λ is completely positive, so is TΛT — if DΛ is positive, so is DT

Λ —.
The not completely positive transposition map T allows one to introduce

the following definition [87, 88]

Definition 25. A map Λ is called completely co-positive (CcP) if the map TΛ is
CP.

Properties (4.22) of the dynamical matrix imply that the map ΛT could be
used instead to define the same set of CcP maps. Thus, any CcP map Λ may
be written in a Kraus-like form as

ρ̃ = Λ(ρ) =
k

∑
i=i

Ei ρT E†
i . (4.24)

Now we are able to define a decomposable map as follows:

xiiiQuasi because some weights are negative.
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Definition 26. A positive map Λ is called decomposable if it may be written as a
convex combination of a CP map and a CcP map, i.e. ,

Λ = aΛCP(1− a)ΛCcP, with a ∈ [0,1]. (4.25)

An important characterization of the set P2 of positive maps acting on
(complex) states of one qubit follows from [87, 89]:

Theorem 27 (Størmer-Woronowicz’s). Every one-qubit positive map Λ ∈ P2 is
decomposable.

I.e. , the set of N = 2 positive maps can be represented by the convex hull
of the set of CP and CcP maps. Note that this result is not general in higher
dimensions.

The first example of an undecomposable map was given by Choi [24, 88,
90]. Consider a map defined on L(H3): which depends on three non-negative
parameters, namely,

Λa,b,c
C (ρ) = (4.26) (a− 1)ρ11 + bρ22 + cρ33 −ρ12 −ρ13

−ρ21 cρ11 + (a− 1)ρ22 + bρ33 −ρ23
−ρ31 −ρ32 bρ11 + cρ22 + (a− 1)ρ33


This generalized Choi map (4.26) is positive if, and only if,

a ≥ 1, a + b + c ≥ 3, 1 ≤ a ≤ 2 ⇒ bc ≥ (2− a)2, (4.27)

while it is decomposable if, and only if,

a ≥ 1, 1 ≤ a ≤ 3 ⇒ bc ≥ (3− a)2/4. (4.28)

We may analyze this map in the context of entanglement, e.g. , in the family
of states [91]

ρH =
2
7
|φ+

3 〉〈φ
+
3 |+

λ

7
σ+ +

5− λ

7
σ−, 2 ≤ λ ≤ 5, (4.29)

where

|φ+
3 〉〈φ

+
3 | =

1√
3

2

∑
i,j=0
|ii〉〈jj| (4.30)

is the density matrix for the maximally entangled state, and

σ+ =
1
3
(|01〉〈01|+ |12〉〈12|+ |20〉〈20|), (4.31)

σ− =
1
3
(|10〉〈10|+ |21〉〈21|+ |02〉〈02|) (4.32)

are two separable states. With these definitions, using — [1⊗Λ2,0,1
C ](ρH) —

the character of ρH changes with λ according to

ρH =


separable, 2 ≤ λ ≤ 3,
PPT entanglement, 3 < λ ≤ 4,
NPT entanglement, 4 < λ ≤ 5.

(4.33)

We gave a glimpse of non-decomposable maps and its applications in the
separability problem, but many others have been found and studied in the
literature.
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4.1.4 A numerical approach

In this section, we give an example of a numerical approach to the separability
problem. Gurvits [48] reformulated the separability problem as a weak
membership problem — allowing some error in the decision — and showed
that, even in this scenario, the problem is NP-hard. Yet — as demonstrated
by the partial transpose criterion — this does not exclude the existence of
efficient algorithms for low dimensional systems. There have been several
algorithmic proposals: which can be categorized in three classes:

(i) From the outside Here, a hierarchy of tests is devised which in every
step detects entanglement of some states and provide a corresponding
witness. Typically, the first tests will detect highly entangled states,
while further tests will detect more weakly entangled states. Ideally,
the hierarchy should be complete, i.e. , in the asymptotic regime every
entangled state should be detected. Examples of such algorithms may
be found in [51–53, 92–95];

(ii) From the inside In this approach, again a hierarchy of tests is devised,
but — this time — able to deliver a certificate for separability. States
detected in the first tests will be typically close to the maximally mixed
state, while further tests will be able to detect states closer to the bound-
ary of entangled states. The logic behind this is that, for weakly (classical)
correlated states, there is more freedom in finding convex decomposition
in terms of product vectors. Examples may be founded in [51–53, 96,
97];

(iii) Distance measure The starting point here is to take an entanglement
measure E(ρ) which satisfies E(ρ) = 0 for all separable states and
E(ρ) > 0 for all entangled states. The algorithm, typically, works then
by calculating E(ρ) to a certain accuracy. For examples, see [98, 99].

The most successful algorithms as of today use of optimization theory:
in particular, semidefinite programming. Semidefinite programs (SDPs) are
convex optimization problems which can be written as the minimization of
a linear objective function, subject to semidefinite constraints in the form of
linear matrix inequalities [100]:

minimize c†x

subject to

{
F(x) = F0 +

m

∑
i=1

xiFi ≥ 0, (4.34)

where c ∈ Cm, the Hermitian matrices Fi ∈ L(Hn) are given and x ∈ Cm is
the vector of optimization variables. F(x) ≥ 0 means that F(x) is a positive
matrix. The problem has no local minima. When the unique minimum of this
problem cannot be found analytically, one can resort to powerful algorithms
that return the approximated answer [101]. Solving the problem could be
compared to finding the eigenvalues of a Hermitian matrix. If the matrix
is small enough or has very high symmetry, one can easily determine its
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eigenvalues on the back of an envelope, but in other cases some numerical
algorithm is needed. Anyway, one never doubts that the eigenvalues of such
a matrix can be determined exactly.

Semidefinite programs have two appealing features: firstly, efficient al-
gorithms are available for solving SPDs in polynomial time with arbitrary
accuracy [101]; secondly, with each (primal) SDP, there is associated a dual
SDP, which reads,

maximize −tr(F0 Z)

subject to
{

tr(Fi Z) = ci, Z ≥ 0, (4.35)

where Z ≥ 0 means that Z is a positive semidefinite (Hermitian) operator.
Now, one may see that cTx is always larger than −tr(F0 Z), so that, solving
the dual problem, gives a lower bound on the primal problem. It is often the
case that these values coincide — in which case, the SDP have the so-called
strong duality property —. Suppose, now, that c = 0, then the primal problem
becomes a feasibility problem. Then, a positive value of −tr(F0 Z) shows that
the primal problem is not feasible. I.e. , the operator Z gives a certificate for
the unfeasibility. Needles to say that such certificates are of the great value in
decision problems such as the separability problem. The main result of this
discourse use of this certificate as the heart of the method. We will present it
in the next chapter.

4.2 Proprieties of entanglement measures

Now that we know what is entanglement and how to characterize it, the
natural question which arises is how we may quantify it — as, in the end, we
desire delight the outstanding features of entanglement as resource —. But the
problem of quantifying entanglement for mixed states becomes complicated
[13, 102, 103].

Let us discuss the properties that any potential measure E(ρ) should
satisfy, namely,

(E1) Discriminance. E(ρ) = 0 if, and only if, ρ is separable;

(E2) Monotonicity. ρ → ∑i piρi ⇒ E(ρ) ≥ ∑i piE(ρi) under probabilistic
LOCC;

(E3) Convexity. E(aρ + (1− a)σ) ≤ aE(ρ) + (1− a)E(σ), with a ∈ [0,1];

(E4) Asymptotic continuity. Let ρm and σm denote sequences of states act-
ing on m copies of the composite Hilbert space (HN ⊗ HK)⊗m. If

lim
m→∞

‖ρm − σm‖1 = 0, then lim
m→∞

E(ρm)− E(σm)

m ln(NK)
;

(E5) Additivity. E(ρ⊗ σ) = E(ρ) + E(σ) for any ρ and σ ∈ L(HNK);

(E6) Normalization. E(|ψ+〉〈ψ+|) = 1;

(E7) Computability. There exists an efficient method to compute E for any ρ.
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There are alternative forms of properties (E1)-(E5):

(E1a) Weak discriminance. If ρ is separable, then E(ρ) = 0;

(E2a) Monotonicity under deterministic LOCC. E(ρ) ≥ E[ΛLOCC(ρ)];

(E3a) Pure states convexity. E(ρ) ≤ ∑i piE(|φi〉), where ρ = ∑i pi|φi〉〈φi|;

(E4a) Continuity. If ‖ρ− σ‖1 → 0 then |E(ρ)− E(σ)| → 0;

(E5a) Extensivity. E(ρ⊗n) = nE(ρ);

(E5b) Sub-additivity. E(ρ⊗ σ) ≤ E(ρ) + E(σ);

(E5c) Super-additivity. E(ρ⊗ σ) ≥ E(ρ) + E(σ).

The above list of postulates deserves a few comments. The rather natural
if, and only if condition in (E1) is very strong: it cannot be satisfied by one
measure quantifying the distillable entanglement, due to the existence of
bound entangled states. Hence, one often requires the weaker property (E1a)
instead.

Monotonicity (E2) under probabilistic LOCC is stronger than the determ-
inistic one: since local unitary operations are reversible, the latter property
implies

(E2b) Invariance with respect to local unitary operations. I.e. ,

E(ρ) = E(UA ⊗UB ρ U†
A ⊗U†

B).

Convexity property (E3) guarantees that one cannot increase entanglement
by mixing. Following Vidal [104], we will call any quantity satisfying (E2)
and (E3) an entanglement monotone. These fundamental postulates reflect the
key idea that quantum entanglement cannot be created locally. I.e. , it is not
possible to get any entanglement for free — one needs to invest resources for
certain entangling operations —.

The postulate that any two neighboring states should be characterized by
similar entanglement is made precise in (E4).

Additivity (E5) is — in the distillability scenario — a most welcome
property. For certain measures one may show sub-, or super-, additivity:
additivity requires both. Some authors suggest to require extensivity (E5a),
which is difficult to demonstrate also. However, for any measure E one may
consider the quantity

E∞(ρ) ≡ lim
n→∞

1
n

E(ρ⊗n).

If such limit exists, the regularized measure E∞ defined in this way satisfies
(5a) by construction. The normalization property (E6) is useful to compare
different quantities: which may be achieved by a trivial rescaling.

The complete wish list (E1)-(E7) is very demanding, so, it is not surprising
that — instead of on ideal measure of entanglement fulfilling all required
properties, the literature contains a plethora of measures, e.g. , [29, 54, 103]
— each of them satisfying some axioms only. The pragmatic wish (E7) is an
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especially tough one: we have learned that even the problem of deciding the
separability is a ‘hard one’ [48]. The quantification of entanglement cannot be
easier. Instead of waiting for the discovery of a single — universal — measure,
we have thus focus our attention in only one of them: which will illustrate
our results in the next chapter.

The distance from an analyzed state ρ to the set of separable states S
satisfies (E1) by construction. However, it is note simple to find the separable
state σ closest to ρ with respect to a certain metric. There are several distances
to choose from, we illustrate with one of them because we are able to calculate
efficiently with aid of the numerical approach [51–53].

(Generalized) Robustness [105, 106]: ER(ρ) measures the endurance of
entanglement by quantifying the minimal amount of mixing with any state
needed to wipe out the entanglement, namely,

ER(ρ) = min
σ∈L(H)

(
min

s≥0∈R
s :

ρ + sσ

1 + s
∈ S

)
. (4.36)

We call random robustness the special case of σ = 1/N. The robustness may
be interpreted as a minimal distance of ρ to the set of separable states. This
construction does not depend on the boundary of the entire set of states in
L(H), in contrast with the best separable approximation. Robustness is known
to be convex and monotone, but is not additive [105], using log-robustness

ELR(ρ) = log(1 + ER(ρ)). (4.37)
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CHAPTER 5

A ‘click’ on the detector:
measuring entanglement

“In the end, what really matters is the ‘click’ on the detector.”.

- Reinaldo Vianna

At this point, we are equipped with everything we need to present the main
subject of this discourse: checking entanglement with incomplete information
about the state (cf. [1], which contains our work).

Our understanding of entanglement has largely grown in the last few years
(cf. [61]), but the experimental detection is still a daunting challenge. So, let us
present a brief overview about the subject.

Theoretically, the tool of choice to detect entanglement is an Entanglement
Witness (EW) [47]. It consists of a Hermitian operator (W) with non-negative
expectation values for all the separable states — but which can have a negative
expectation value for an entangled state — in this case, the state is said to be
detected by the EW. When it comes to experiments, EWs are not that good:
each state has its own optimal witness and the construction of the optimal
EW depends on the knowledge of the statei. There does not exist an EW
which detects all the entangled density operators acting on a given Hilbert
space. Nevertheless, an EW can detect many states on a certain region of
the state space, though it will be optimal just for a restricted family of states.
Therefore, when some information about the state is known, an EW can be
implementedii.

Exploring collective measurements to estimate nonlinear functionals of
quantum states, Walborn et al. [107, 108] have experimentally measured
the concurrence of unknown pure two qubit states, using two copies of the
objective state. It has also been extended to the estimation of the concurrence

iE.g. , cf. [51].
iiFor examples of experimental implementations of EWs, cf. [61] and the references therein.
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of mixed states, and implemented experimentally [109, 110]. In the case of
rank-2 two-qubit states, it is also possible to measure the concurrence exactly
by means of collective measurements on four copies [111].

In this chapter, we investigate measurements on single copies of unknown
mixed quantum states. The method we propose is simple, and shows to
be effective in low dimensions. We are advocating that using sophisticated
mathematical tools to characterize entanglement in a data post-processing
fashion, while keeping the experiment as simple as possible, is efficient.
Therefore it is an approach in the opposite direction of works, e.g. , like those
in [107–110], where entanglement is directly measured in a very elaborate
experiment. We have performed numerical tests in systems of two qubits,
one qubit and one qutrit and two qutrits. In the case of two qutrits, we have
investigated both bound and free entanglement. Though we discuss just
bipartite entanglement, the formalism can be straightforwardly applied to
the multipartite case. The basic idea is to consider the state written in an
orthonormal basis: which can be thought of as a generalized Bloch representation.
Then the expectation values — which are the components of the generalized
Bloch vector — are gradually measured. For each set of measurements, it is
checked if there is enough information to infer entanglement. In the case of
states with Negative Partial Transpose (NPT), we check if there is no state with
Positive Partial Transpose (PPT) compatible with the measurements. In the
general case, including entangled PPT states [85], we build an entanglement
witness compatible with the measurements, using the method described in
[51]. In the spirit of data post-processing, we mention the recent techniques
independently introduced by Eisert et al. [112] and Gühne et al. [113], that
yield bounds to certain entanglement quantifiers, based on the measurement of
non-optimal EWs. We note also that Badziag et al. [114] and Hassan et al. [115]
have introduced interesting entanglement criteria based on the norm of the
generalized Bloch vector. In the context of Quantum Key Distribution, Curty
et al. [116] have introduced a method to check the presence of entanglement
by means of EWs built with previous measured data. Cai et al. [117] also
propose a framework to directly detect entanglement by measuring only one
copy of a state at a time, and demonstrate the benefits of the method in the
case of two-qubit states.

In the next section, we introduce and illustrate our method. Later, we
discuss a possible choice of informationally complete set of observables, and
illustrates how our method would perform with projective measurements.
In particular, that section makes clear that, compared to two qubits and two
qutrits, it is not obvious how to choose the minimal amount of (or optimal)
measurements in a 2⊗ 3iii system. The section Estimated EW and Low-Entangled
States offers more questions than answers: we analyze the limitations of the
method, studying three representative states, namely, one highly entangled
and two very low entangled states. As presented in this work, our method
offers a yes/no answer about the entanglement of a unknown mixed state,
but our calculations suggest that a further development of it could yield a
good quantitative estimator of entanglement.

iiiJust to simplify the notation of L(H2 ⊗H3). We will use this freely.
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5.1 Checking entanglement with incomplete information

Given a state represented by the density operator ρ, we want to check if it is
entangled, without performing a full tomography. As matter of fact, we want
to make the least possible number of assumptions about the state. We will
present a strategy based on acquisition of partial information about the state,
followed by data (post-)processing in form of Semi-Definite Programs (SDP).
SDPs can be efficiently solved [100, 101, 118], and have exact solutions. As
the numerical tests will show, it is effective in low dimensions. We focus on
bipartite states in order to simplify the discussion, but the generalization of
the formalism to multipartite states is straightforward.

A state ρ, acting on L(Hd) = L(Hda ⊗Hdb) — where d = da × db — can
be written as

ρ =
d2

a−1

∑
i=0

d2
b−1

∑
j=0

rijPij, (5.1)

where the Pij are observables forming a complete basis in the Hilbert-Schmidt
space, and rij = tr(ρPij) ∈ R.

One possible choice for these observables is Pij = σda
i ⊗ σ

db
j , with the σds

i

being SU(ds) matrices, i.e. , generalizations of the Pauli matrices — where σds
0

stands for the identity matrix and r00 = 1/d —. In this case, the state can also
be written with explicit local and non-local parts, and we have an expression
that can be thought of as a generalized Bloch representation, namely,

ρ =
1
d

1da ⊗ 1db +~ra ·~σda ⊗ 1db + 1da ⊗~rb ·~σdb +
d2

a−1

∑
i=1

d2
b−1

∑
j=1

tijσ
da
i ⊗ σ

db
j

,

(5.2)
where 1ds is the ds × ds identity matrix; ~σds are the matrices for SU(ds); ~rs

∈ Rd2
s−1 and, finally, tij ∈ R. Note that ~ra and ~rb are the local parameters,

defining the reduced density matrices, namely,

ρa ≡ trb(ρ) =
1
da

(1a +~r ·~σda), (5.3)

where trb(·) is the partial trace on subsystem b — analogous expression for ρb
—. The non-local parameters,

tij = tr(ρσda
i ⊗ σ

db
j ) = 〈Tij〉, (5.4)

form a real matrix T, and are responsible for the classical and quantum
correlations in ρ. Note that the parameters in Eq. (5.1), or Eq. (5.2), must be
real in order to ρ to be Hermitian: but it does not guarantee its positivity.

We will introduce some procedures to check the entanglement of an
unknown state based on partial information about it: this partial information
consists of the knowledge of some of the rij (cf. Eq. (5.1)) — eventually
enriched with some further characteristic of the state, as the fact that it is NPT,
or its marginals are known (cf. Eq. (5.3)) —.
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As it is well known, it is harder to check the entanglement of a bound
entangled state than a free entangled one. From the theoretical point of view,
it is easy to know if the latter are entangled, for they have negative partial
transpose: which is known as the Peres-Horodecki criterion [46, 47]. But if
the state is PPT, we need an entanglement witness. The known examples of
bound entangled states show very low entanglement — therefore, they will
be more difficult to be checked experimentally —.

Now we present our first procedure: which checks entanglement in NPT
bipartite states. The method we propose can be thought of as a way of checking
the Peres-Horodecki criterion. Assuming the knowledge of n (n ≤ d2 − 1) of
the parameters rk ≡ rij (k = 1,2, . . . ,d2 − 1) in Eq. (5.1), we check the existence
of a PPT state compatible with the available information. The nonexistence of
such a state witnesses the entanglement of the state of interest. This can be
done by means of the following very simple SDP:

determine $

subject to


$ ≥ 0
tr($) = 1
$TB ≥ 0
tr($Pk) = rk, k = 1,2,...,n .

(5.5)

This SDP is a feasibility program. $TB stands for the partial transpose of $.
When this program is infeasible, i.e. , when there is no PPT state compatible
with the available data, we are certain that the unknown ρ is NPT and,
therefore, entangled.

It might happen that the state of interest has passed through some known
decoherence channel — which restricts the state’s marginals to some known
form —. One example is the Werner states [72], which correspond to depolarized
states whose marginals are maximally mixed. The program in Eq. (5.5) can be
easily modified to include this additional information: which corresponds to
further constraints in the SDP, namely,

determine $

subject to



$ ≥ 0
tr($) = 1
$TB ≥ 0
$a = ρa
$b = ρb
tr($Pk) = rk, k = 1,2,...,n .

(5.6)

Programs in Eq. (5.5) and in Eq. (5.6) determine the projection of the
state of interest in a certain hyperplane (in the Hilbert-Schmidt space), and
check the existence of the family of PPT states with the same projection. If
there is no such state, it means that the measured state is NPT, and therefore
entangled. This suffices to check entanglement in spaces 2⊗ 2 (qubit-qubit)
and 2⊗ 3 (qubit-qutrit) [47]. In larger spaces, this approach still works for the

58



5.1. Checking entanglement with incomplete information

NPT states, but it will not detect entangled PPT states. Now we introduce a
procedure that, in principle, can detect both free and bound entangled states.

When the state of interest is in a space which allows for bound entan-
glement [85], we need an entanglement witness to check if it is separable or
not. If we eliminate the constraint of positivity of the partial transpose in the
programs of Eqs. (5.5) and (5.6), namely, $TB ≥ 0, those programs return a
state $: which can be PPT — or not — compatible with the available data. We,
then, build an optimal entanglement witness (W$) to $ and use it to estimate
the entanglement of ρ, i.e. , tr(W$ρ) ∼ tr(W$$). Remember that an EW is a
Hermitian operator with non-negative expectation values on separable states,
but which can have a negative expectation value on an entangled state, in this
case, we say that the EW detects the entangled state. The optimal EW of a state
yields the most negative expectation value, when compared to any other EW
of the same kind, therefore tr(W$ρ) > tr(Wρρ). Note that EWs can be chosen
to correspond to different entanglement quantifiers [52]. The EWs in this work
have the constraint tr(W) = 1, and correspond to the random robustness [53,
105]: which measures how resilient to white noise is the entanglement.

We need an error bar to our entanglement estimate given by tr(W$$). In
order to do that, we rewrite Eq. (5.1) as:

$ =
n

∑
k=1

rkPk +
d2

∑
j=n+1

rjPj. (5.7)

The first summation corresponds to the known data: let us call it $known.
Of course, ρknown = $known. The second summation is yielded either by the
program in Eq. (5.5), or Eq. (5.6), and we call it $unknown. Now we can write
our entanglement estimate as:

tr(W$ρ) = tr(W$$̃)± |tr(W$$̃unknown)|. (5.8)

The techniques we use to build the optimal EW are based on SDPs, and
are described in [51].

In Fig. 5.1, we show how the method performs for two qubits, one qubit
and one qutrit, and two qutrits. Each graph is built out of 104 random NPT
entangled states. We plot the efficacy of entanglement detection — i.e. , number of
states detected as entangled divided by 104— in the sample of states, against
the number of measured non-local parameters (cf. Eq. (5.4)). Every time the
program in Eq. (5.5), or in Eq. (5.5), is infeasible for a given state, it means
that the measured data were sufficient to detect entanglement. In the case of
two qutrits, we also test the EW approach of Eq. (5.8). A state is considered
successfully detected as entangled, when both tr(W$$) + |tr(W$$unknown)| and
tr(W$$)− |tr(W$$unknown)| are negative. About 70% of the states are detected
as entangled, with an effort which is roughly half of a full state tomography.
On one hand, the less entangled is the state, more information we need to
infer its entanglement. Therefore, the graphs show 100% efficacy only when
all the tomographic parameters are measured. On the other hand, highly
entangled states are detected with the knowledge of only a few non-local
parameters.
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Figure 5.1: Fraction of success of entanglement detection against the number of
measured non-local parameters — cf. Eq. (5.4)—, for a sample of 104 random
NPT states, using the approaches described in Eqs. (5.5) and (5.6), for two
qubits, one qubit and one qutrit, and two qutrits. For two qutrits, we also
show the results using the EW (Eq. (5.8)).

60



5.2. Choosing what to measure in the laboratory

5.2 Choosing what to measure in the laboratory

In the last section, we have described the general idea behind detecting
entanglement of unknown states based on partial information. Our main goal
was to show that the proposed data post-processing is effective. Now we want
to discuss how our technique could be actually implemented with projective
measurements: a sensible way to do this is by grouping the observables in
the smallest number of maximal commuting classes. Commuting observables
share a common set of eigenvectors and, consequently, can be simultaneously
measured — i.e. , can be simultaneously diagonalized —. Therefore, such a
scheme would yield the smallest number of complete projective measurements
to be done.

Let us fix the basis of observables. For a Hilbert space of dimension ds, we
introduce the shift and clock operators, namely:

X ≡
ds−1

∑
j=0
|j + 1〉〈j| (5.9)

and

Z ≡
ds−1

∑
j=0

exp(
2πij

2
)|j〉〈j|, (5.10)

where {|j〉, j = 0, . . . ,ds − 1} is an orthonormal basis. For dimension 2, these
operators are the usual Pauli matrices. We define also

Y ≡ XZ (5.11)

and, for d > 2,
V ≡ XZ2. (5.12)

Two-particle observables are now defined as tensor products of powers of
these operators. For two qubits, one qubit and one qutrit, and two qutrits,
Table 5.1 shows the complete bases of observables, with a convenient labeling
[119].

Now we can group the observables of Table 5.1 in maximally commuting
classes. For two qubits, we have the 5 classes [120] shown in Table 5.2; for one
qubit and one qutrit, there are 12 classes, as shown in Table 5.3; and finally,
for two qutrits, there are the 10 classes [121, 122] shown in Table 5.4. Note
that, for two qubits and two qutrits, the classes are disjoint sets. In each case,
the simultaneous eigenvectors of each class form a set of Mutually Unbiased
Bases (MUB) [123, 124], in the sense that any two vectors of different bases
have the same overlap’s absolute value. In the case of the 2⊗ 3 system, the
classes are neither disjoint and nor minimal. With 5 observables in each class,
the minimal number of classes, for a total of 35 distinct operators, should be 7.
It is the case for the systems 2⊗ 2 and 3⊗ 3, with 15 observables divided in 5

classes of 3 operators, and 80 observables divided in 10 classes of 8 operators,
respectively. It is conjectured that there is no informationally complete set
(in the tomographic sense) of MUBs for the 2⊗ 3 system [125–127], and it is
known that generalized Pauli matrices — which is our choice of observables
— are not extensible to MUBs [128].
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2⊗ 2 I Z X Y
I 0 13 14 15

Z 1 4 7 10

X 2 5 8 11

Y 3 6 9 12

2⊗ 3 I Z X Y
I 0 33 34 35

Z 1 9 17 25

X 2 10 18 26

Y 3 11 19 27

V 4 12 20 28

Z2
5 13 21 29

X2
6 14 22 30

Y2
7 15 23 31

V2
8 16 24 32

3⊗ 3 I Z X Y V Z2 X2 Y2 V2

I 0 73 74 75 76 77 78 79 80

Z 1 9 17 25 33 41 49 57 65

X 2 10 18 26 34 42 50 58 66

Y 3 11 19 27 35 43 51 59 67

V 4 12 20 28 36 44 52 60 68

Z2
5 13 21 29 37 45 53 61 69

X2
6 14 22 30 38 46 54 62 70

Y2
7 15 23 31 39 47 55 63 71

V2
8 16 24 32 40 48 56 64 72

Table 5.1: Complete bases of observables in Hilbert spaces of dimensions
2⊗ 2, 2⊗ 3 and 3⊗ 3. Each two-particle observable is the tensor product
between one operator of the first line by one operator of the first column.

C1 = { 1 4 13 }
C2 = { 2 8 14 }
C3 = { 3 12 15 }
C4 = { 5 9 10 }
C5 = { 6 7 11 }

Table 5.2: Five maximally commuting classes of observables (cf. Table 5.1) for
two qubits. The common eigenvectors of each class form a set of MUBs.

62



5.3. Estimated EW and Low-Entangled States

C1 = { 1 5 33 9 13 }
C2 = { 2 6 33 10 14 }
C3 = { 3 7 33 11 15 }
C4 = { 4 8 33 12 16 }
C5 = { 1 5 34 17 21 }
C6 = { 2 6 34 18 22 }
C7 = { 3 7 34 19 23 }
C8 = { 4 8 34 20 24 }
C9 = { 1 5 35 25 29 }

C10 = { 2 6 35 26 30 }
C11 = { 3 7 35 27 31 }
C12 = { 4 8 35 28 32 }

Table 5.3: Twelve maximally commuting classes of observables (cf. Table 5.1)
for qubit⊗qutrit.

C1 = { 1 5 73 9 13 77 41 45 }
C2 = { 2 6 74 18 22 78 50 54 }
C3 = { 3 7 75 27 31 79 59 63 }
C4 = { 4 8 76 36 40 80 68 72 }
C5 = { 10 46 33 19 32 69 60 55 }
C6 = { 11 47 17 28 38 53 66 64 }
C7 = { 12 48 25 34 23 61 51 70 }
C8 = { 14 42 29 20 39 57 67 56 }
C9 = { 15 43 37 26 24 65 52 62 }

C10 = { 16 44 21 35 30 49 58 71 }

Table 5.4: Ten maximally commuting classes of observables (cf. Table 5.1) for
two qutrits. The common eigenvectors of each class form a set of MUBs.

In Fig. 5.2, we repeat the calculations of section II, namely Eqs. (5.1),
(5.5) and (5.8), but now using the MUB projectors for the two qubits and two
qutrits.

Though we do not know MUBs for the 2⊗ 3 system, we still want to
do the minimal number of projective measurements in the laboratory. To
make a complete tomography, we need a set of 35 informationally complete
projectors. Measuring in the basis of common eigenvectors of each of the 12

classes (cf. Table 5.3), the numbers of independent projective measurements
extracted from each class are, respectively, 5, 4, 4, 4, 3, 2, 2, 2, 3, 2, 2, 2. These
35 projectors, which are linearly independent in the Hilbert-Schmidt space,
can be sorted in 7 sets of 5, and re-orthonormalized in order to correspond to 7

complete projective measurements (7 observables). The results of measurements
in these two different bases are shown in Fig. 5.3.

5.3 Estimated EW and Low-Entangled States

At this point, we have discussed how we could detect the entanglement of
unknown NPT states, based on partial information. In particular, the method
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Figure 5.2: Fraction of success of entanglement detection against the number
of measured MUB projectors (cf. Eq. (5.1)) , for a sample of 104 random NPT
states, using the approaches described in Eq. (5.5) (Peres-Horodecki criterion),
for two qubits (top), and Eqs. (5.5) and (5.8) (EW) for two qutrits (bottom).

we have proposed to check the Peres-Horodecki criterion (Eq. (5.5)) is rigorous,
yields an exact answer and, according to our numerical tests, performs nicely
for the systems 2⊗ 2, 2⊗ 3 and 3⊗ 3, as shown in Figs. 5.2 and 5.3. On
the other hand, our proposed EW estimate — Eq. (5.8) — needs to be better
understood. Figs. 5.1 and 5.3 are numerical evidence for the correctness of Eq.
5.8, but we are lacking a rigorous proof for the exact expression of our error
bar. In this section, we will study the performance of Eq. 5.8 in 3 particular
states, being one highly entangled two-qutrit Werner state [72] and two very
low entangled states, being one of them also a two-qutrit Werner state, and the
other one a two-qutrit bound entangled state [91]. It will add further evidence
of the correctness of Eq. 5.8, and will show that our proposed error bar is too
big, i.e. , it seems that tr(W$$) is a very good upper bound to tr(W$ρ), much
better than we expected, and there must be a tighter error bar, but we couldn’t
devise it yet. Note that tr(W$ρ) is certainly an upper bound to tr(Wρρ).
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Figure 5.3: Fraction of success of entanglement detection against the number of
optimal projectors (cf. Eq. (5.1) and Table 5.3) , for a sample of 104 random NPT
states, using the approach described in Eq. (5.5) (Peres-Horodecki criterion),
for the 2⊗ 3 system.

The two-qudit (for our purposes d = 3) Werner states [72] can be written
as follows:

ρW =
1d + βFd
d2 + dβ

, (5.13)

with −1 ≤ β ≤ 1. ρW is separable for β ≥ − 1
d . Fd is a swap operator for two

qudits,

Fd =
d

∑
i,j=1
|ij〉〈ji|. (5.14)

The two-qutrit bound entangled state we use is picked up from the follow-
ing family of states [91]:

ρH =
2
7
|φ+

3 〉〈φ
+
3 |+

λ

7
σ+ +

5− λ

7
σ−, 2 ≤ λ ≤ 5, (5.15)

where

|φ+
3 〉〈φ

+
3 | =

1√
3

2

∑
i,j=0
|ii〉〈jj| (5.16)

is the density matrix for the maximally entangled state, and

σ+ =
1
3
(|01〉〈01|+ |12〉〈12|+ |20〉〈20|), (5.17)

σ− =
1
3
(|10〉〈10|+ |21〉〈21|+ |02〉〈02|) (5.18)

are two separable states. With these definitions, the character of ρH changes
with λ according to

ρH =


separable, 2 ≤ λ ≤ 3,
bound entangled, 3 < λ ≤ 4,
f ree entangled, 4 < λ ≤ 5.

(5.19)
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Figure 5.4: Estimated EW with its error bar — Eq. (5.8) — for 3 particular
two-qutrit states: (top) Werner state with β = −1, (middle) Werner state with
β = −0.37, (bottom) Horodecki bound entangled state with λ = 3.9. In each
case, the exact value for tr(Wρρ) corresponds to the mark 80 in the abscissa.
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In Fig. 5.4, we see the results yielded by Eq. (5.8) applied to Werner
states — Eq. (5.13) — with β = −1 (tr(WρW ρW) = −1/3) and β = −0.37
(tr(WρW ρW) = −0.014), and to the Horodecki bound entangled state — Eq.
(5.15) — with λ = 3.9 (tr(WρH ρH) = −0.024). As we have mentioned before,
a state is considered detected as entangled when the error bar resides entirely
in the entangled region. We see that the highly entangled Werner state is
detected with just 11 measurements. On the other hand, the two low entangled
states are detected after the 70th measurement. The Peres-Horodecki criterion
— Eq. (5.5) — detects the low entangled Werner state in the 32nd measurement
but, of course, it is not applicable to the PPT state. Ignoring the error bar, note
that the estimated EW never super-estimated the entanglement; it yielded the
exact results for the Werner states after the 17th measurement, for the most
entangled state, and after the 32nd measurement, for the low entangled state;
and, finally, it detected the bound entangled state after 10 measurements.

5.4 Final remarks about the method

We discussed data post-processing strategies to characterize entanglement of
unknown mixed states based on partial knowledge of the state. The method
is guaranteed to work: for it converges to a full state tomography. We applied
our method in systems of dimension 2⊗ 2, 2⊗ 3 and 3⊗ 3. Our numerical
investigations showed that entanglement can be detected with a cost which
is much lower than full state tomography — when the entanglement is not
very small —. For low entangled states — including PPT ones, we presented
a method to construct entanglement witnesses (EW). The EWs have an error
bar that monotonically diminishes with the increase of information about
the state. Our tests suggest that the error bar is too big, for ignoring it, the
entanglement estimate yielded by the EW is always a lower bound to the
true entanglement. Therefore we believe that a tighter error bar could be
calculated, but we weren’t able to prove it yet.

We also discussed the choice of observables to be measured in the laborat-
ory. In particular, we noted that the choice is not obvious in the case of the
2⊗ 3 system, when one is willing to measure the smallest set of information-
ally complete projectors. Nevertheless, we offered a method to construct these
minimal informationally complete sets, in the case of projective measurements.

The application of our approach to multipartite systems is straightforward,
at the level of the formalism. As a matter of fact, we performed some tests on
NPT states of three qubits, obtaining results similar to the ones we presented
for the bipartite systems.
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APPENDIX A
In the toolbox: matrix

reshaping and reshuffling

In this appendix we will discuss about very useful tools to work with quantum
maps. Matrix reshaping and reshuffling are simple algebraic transformations
that one can perform on matrices — which will help to demystify and unravel
some map properties (cf. chapter 10 of [5]) —. Here we try to explain these
techniques in a simple manner, as we use them in our daily work on quantum
manipulations. We also introduce a useful notation in the composite Hilbert
space HA ⊗HB, or in the Hilbert-Schmidt space of linear operators HHS.

Consider a rectangular matrix Ξij, i = 1, . . . , M and j = 1, . . . , N. It is said
Ξ is reshaped when, row after row (lexicographical order)i, we organize its
elements into a vector

−→
ξ ii of size MN,

−→
ξ k ≡ Ξij, where k = (i− 1)N + j, i = 1, . . . , M, j = 1, . . . , N.iii

(A.1)

As we just reorganize the matrix elements in a different fashion, it is clear
that this procedure can be undone, i.e. , any vector

−→
ξ of length MN may be

reshaped into a matrix Ξiv. To illustrate, we can provide the simplest exempli
gratia: one 2× 2 matrix Ξ and its lexicographical reshaped form, which reads

iWe can organize column after column (anti-lexicographical order). Some programs, like
MATLAB, performs the reshape in anti-lexicographical way. A simple way to change between
then (e.g. , in MATLAB) is transposing the input matrix.

iiWhen convenient, we shall use other notation: Ξ↓, or Ξ→ — indicating reshaped as column
vector, or row vector, respectively —.

iiiWe will use this recipe in Eq.(A.1) to doubling indices extensively here.
ivWe can also introduce a convenient notation ~ξ� indicating this reverse operation.
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Ξ =

[
Ξ11 Ξ12
Ξ21 Ξ22

]
↔ Ξ↓ =


Ξ11
Ξ12
Ξ21
Ξ22

 ↔ Ξ→ = (Ξ11, Ξ12, Ξ21, Ξ22).

(A.2)
In a anti-lexicographical manner, one should have

Ξ =

[
Ξ11 Ξ12
Ξ21 Ξ22

]
↔ Ξ↓ =


Ξ11
Ξ21
Ξ12
Ξ22

 ↔ Ξ→ = (Ξ11, Ξ21, Ξ12, Ξ22).

As one might see above, reshaping a matrix is a really simple procedure.
But now that we were able to write reshaped matrices, the first question which
arises is “which properties remains in these new vectors”. Well, we still are
able to do everything that a well-behaved vector does in a linear vector space.

The inner product in Hilbert-Schmidt space — for instance, of size N
(matrix of size N meaning a square N × N matrix) — now looks like a
common inner product between two vectors of length N2,

〈Ξ|Π〉 ≡ tr(Ξ†Π) = ~ξ∗ · ~π = 〈ξ|π〉 (A.3)

Thus the Hilbert-Schmidt norm of a matrix is the same as the norm of the
amalgamated (corresponding) vector: ||Ξ||2HS = tr(Ξ†Ξ) = |~ξ|2.

These vectors can also be linearly transformedv into ~ξ ′ = Φ~ξ, where Φ
is a matrix of size MN ×MN. In the usual notation, we denote the matrix
elements by Φkk′ (where k stands for the row, and k′ for the column). But,
now, we introduce a convenient four index notation Φmµ

nν
— it will facilitate

the description of operations in composite systems —, where m,n = 1, . . . ,N
and µ,ν = 1, . . . ,Mvi. The correspondence between the two and four index
notation can be clarified with a 4× 4 example:

Φ =


Φ11 Φ12 Φ13 Φ14
Φ21 Φ22 Φ23 Φ24
Φ31 Φ32 Φ33 Φ34
Φ41 Φ42 Φ43 Φ44

 ↔ Φ =


Φ11

11
Φ11

12
Φ11

21
Φ11

22
Φ12

11
Φ12

12
Φ12

21
Φ12

22
Φ21

11
Φ21

12
Φ21

21
Φ21

22
Φ22

11
Φ22

12
Φ22

21
Φ22

22

.

Here the upper pair of indices denotes the row of the matrix, while the lower
pair determines its column. It is easy to see that the transposed matrix ΦT is
obtained by flipping these lines, i.e. , ΦT

mµ
nν

= Φ nν
mµ

. It looks cumbersome at the

first sight, but this notation shows itself useful when representing an operator

vGood sniffers will smell a superoperator acting on a state!
viThe relation between k and m,µ; k′ and n,ν can be found following the recipe in Eq. (A.1).
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acting on a composite space, e.g. , H = HA ⊗HB. The tensor product of any
two bases in the parties gives a basis in H, i.e. ,

Φmµ
nν

=
〈
em ⊗ fµ

∣∣Φ∣∣en ⊗ fν

〉
, (A.4)

where Latin indices stands for the first subsystem, HA, and the Greek ones to
the second, HB

vii. The elements of the identity operator 1 = 1A ⊗ 1B reads
1mµ

nν
= δmnδµν.

One can compute the trace of the matrix by tr(Φ) = Φmµ
mµ

(summation over

repeating indices is understood).
To compose systems with tensor product, i.e. , Φ = A ⊗ B, one should

perform

Φmµ
nν
≡ AmnBµν. (A.5)

It should not be confused with the standard multiplication of matrices (e.g. ,
C = A · B), which reads Cmµ

nν
≡ Amµ

lλ
Blλ

nν
, with summation over repeated

indices.
Another useful task is tracing out parties, e.g. , the partial trace over the

second subsystem ΦA = trB(Φ) provides a N × N matrix — while, tracing
out the first subsystem (ΦB = trA(Φ)) produces one M×M matrix —, i.e. ,

ΦA
mn ≡ Φmµ

nµ
and ΦB

µν ≡ Φmµ
mν

. (A.6)

There is one more detail to discuss about matrix multiplication. When
working with states evolution, or Choi-Kraus operators, frequently we deal
with product of three operators (e.g. , U$U†). Now we are able to write the
matrix product, for instance, A · B · C in a different fashion:

A · B · C ≡
(
ΦB↓

)
� where Φ = A⊗ CT , (A.7)

i.e. , this triple product is equivalent to a superoperator Φ acting on the
reshaped column vector of B and, then, reshaped back to the rectangular
formviii.

Now that we have unraveled the details about reshaping, we are able to
start the discussion about reshuffling matrices.

Let U be a N2 × N2 unitary matrix. Reshape each column |ξk〉 = Uik
of U, with i = 1, . . . , N2 into N × N matrices Ξk — N2 of them —, as in
Eq. (A.2). Since 〈ξk|ξk′〉 ≡ tr(Ξ†

k Ξk′) = δkk′ , or, in double index notationix,〈
ξmµ

∣∣ξnν

〉
≡ tr(Ξ†

mµΞnν) = δmnδµν, they form an orthonormal basisx for the
linear operators acting on L(HN).

Consider X an arbitrary matrix of size N2, i.e. , a N2 × N2 one. We now
use the basis in the previous paragraph to decompose X as

viiThe extension to the multipartite case is straightforward.
viiiWriting a simple triple product this way looks clumsy, but remember this recipe when

dealing with quantum maps and Jamiołkowski isomorphism.
ixCf. Eq.(A.1).
xThis is a simple recipe to build complete and orthonormal bases.
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X =
N2

∑
i=1

N2

∑
j=1

Cij Ξi ⊗ Ξj =
N

∑
m,µ,n,ν=1

Cmµ
nν

Ξmµ ⊗ Ξnν, (A.8)

where Cij = tr((Ξi ⊗Ξj)
†X). As the Ξk matrices came from the pure |ξk〉 ones,

the matrix X may be considered as a vector in the composite Hilbert-Schmidt
space HN2 ⊗HN2

and we are able to write X in the Schmidt decomposition:

|X〉 =
N2

∑
k=1

√
λk |ξk〉 ⊗

∣∣ξ ′k〉, (A.9)

where
√

λk are the singular values of C — i.e. , the square roots of the non-
negative eigenvalues of CC† —. The sum of the squares is determined by the
norm of the operator, ∑N2

k=1 λk ≡ tr(X†X) ≡ ‖X‖2
HS. The trick here lives in the

fact that Schmidt coefficients do not depend on the basis, so we can, cleverly,
choose the canonical one in HN2

, i.e. , that from the identity matrix, U ≡ 1.
Thus each of the N2 matrices Ξk — reshaped column |ξk〉 from U — consists
of only one non-zero element, which equals one: Ξk ≡ Ξmµ ≡ |m〉〈µ|, where
our usual reciprocity between one and two indices is understood. Their tensor
product still form an orthonormal basis in HN ⊗HN and allow us to write
an arbitrary matrix X as in Eq. (A.8). This simplify enormously the matrix of
coefficients C, which, now, has the form Cmµ

nν
= tr

(
(Ξmµ ⊗ Ξnν)X

)
≡ Xmn

µν
.

We name this reorderingxi reshuffling of X: XR ≡ C(X). To dissect this
algebraic detour, we illustrate with an example. First, observe that reshaping
each row of an initially square matrix X of size MN — following Eq. (A.1)
— into a rectangular M× N submatrix and placing, in lexicographical order,
block after block, one produces the reshuffled matrix XR. In the simplest case
M = N = 2 — in which any row of the matrix X is reshaped into a 2× 2
matrix — we have

Cij ≡ XR
ij =


X11 X12 X21 X22
X13 X14 X23 X24
X31 X32 X41 X42
X33 X34 X43 X44

. (A.10)

A remark should be done in the symmetric case (with M = N): N3 elements of
X — typeset boldface in (A.10) — do not change position during reshuffling.
Thus the space of complex matrices with reshuffling symmetry X = XR is
2N4 − 2(N4 − N3) = 2N3 dimensional.

We may summarize these last paragraphs in the following lemma:

Lemma 28 (Operator Schmidt decomposition lemma). The Schmidt coefficients
of an operator X acting on a bipartite Hilbert space are equal to the squared singular
values of the reshuffled matrix XR.

I.e. , the Schmidt decomposition in (A.9) of an operator X of size MN may
be enhanced by a set of three equations:

xiIn the literature, also called realignment.
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 {λk}N2

k=1 = {SV(XR)}2 : eigenvalues of (XR)†XR;
|ξk〉 : reshaped eigenvectors of (XR)†XR;∣∣ξ ′k〉 : reshaped eigenvectors of (XR)†XR,

(A.11)

where SV indicates singular values and we have assumed N ≤ M. In the case
the rank of XR(XR)† equals one, the operator can be written into a product
form: X = XA ⊗ XB, where XA = trB(X) and XB = trA(X).

We should remark that this reshuffling process may be performed in square
matrices — in general — if their size K is not prime. The notation XR has
unique meaning if a definite decomposition of the size K = MN is specified.
In case of M 6= N, the reshuffled matrix XR is a N2 ×M2 rectangular matrix.
Since (XR)R = X, we see that we may also reshuffle rectangular matrices,
provided both dimensions are squares of natural numbersxii.

One may see that we are able to define the reshuffling operation in a
different manner: in our previous example — Eq. (A.10) — we had reshaped
each row of X into rectangular M× N submatrices. But we may do this in
anti-lexicographical order, i.e. , reshaping each column instead. In our four
index notation, we can compare these two forms:

XR
mµ
nν

= Xmn
µν

and XR′
mµ
nν

= Xνµ
nm

, (A.12)

or, in matrix form,

XR′
ij =


X11 X31 X12 X32
X21 X41 X22 X42
X13 X33 X14 X34
X23 X43 X24 X44

. (A.13)

These two reshuffled matrices are equivalent up to permutation of rows
and columns and transposition — keeping the singular values of XR and XR′

equal —.
As we had presented the four index notation in this appendix, we may also

make use of indices manipulations to present other common operations. E.g. ,
the partial transpositions — with respect to the first subsystem (TA = T⊗ 1)
and with respect to the second (TB = 1⊗ T) — takes the form

XTA
mµ
nν

= Xnµ
mν

and XTB
mµ
nν

= Xmν
nµ

. (A.14)

Another transformation which we are able to present here is the swap
among two subsystems:

XS
mµ
nν
≡ Xµm

νn
, (A.15)

which consists in relabelling certain rows — and columns — of the matrix,
implying preservation of the spectrum. E.g. , for a tensor product X = Y⊗ Z,

xiiCf. [129, 130] for more similar realignments of matrices.
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Table A.1: The discussed reorderings of a matrix X.

Transformation Definition Symbol Preserves Preserves
Hermiticity spectrum

transposition XT
mµ
nν

= X nν
mµ

ll yes yes

partial XTA
mµ
nν

= Xnµ
mν

l . yes no

transpositions XTB
mµ
nν

= Xmν
nµ

. l yes no

reshuffling XR
mµ
nν

= Xmn
µν

↗↙ no no

reshuffling′ XR′
mµ
nν

= Xνµ
nm

↖↘ no no

swap XS
mµ
nν

= Xµm
νn

⇒⇔ yes yes

partial XSA
mµ
nν

= Xµm
nν

↔
. no no

swaps XSB
mµ
nν

= Xmµ
νn

.
↔ no no

the swap operation implies XS = Z⊗Y. One may define a swap operator as
follows

S ≡
N

∑
i,j=1
|i j〉〈j i| so that Smµ

nν
= δmνδnµ. (A.16)

This operator is symmetric, Hermitian, unitary and the identity XS = SXS
holds. We may also define partial swaps — XSA = SX and XSB = XS —.

To conclude this appendix, we summarized all these involutions — since
performed twice are equal to identity — in the table A.1, with some properties
of the transformations. It is not difficult to find some relations between
themxiii.

xiiiCf. [5] for some of them.
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A. Sanpera and R. Tarrach. ‘Separability and distillability in composite
quantum systems-a primer’. Journal of Modern Optics 47, 14-15 (2000),
pp. 2481–2499. arXiv:quant-ph/0006064.

[58] A. Sen De, U. Sen, M. Lewenstein and A. Sanpera. Lectures on quantum
information. The separability versus entanglement problem. 2005. arXiv:quant-
ph/0508032.

[59] Barbara M. Terhal. ‘Bell inequalities and the separability criterion’.
Physics Letters A 271, 5-6 (2000), pp. 319 –326. arXiv:quant-ph/9911057.

[60] Barbara M. Terhal. ‘Detecting Quantum Entanglement’. Journal of The-
oretical Computer Science 287, 1 (2002), pp. 313–335. arXiv:quant-ph/
0101032.

[61] Ryszard Horodecki, Paweł Horodecki, Michał Horodecki and Karol
Horodecki. ‘Quantum entanglement’. Rev. Mod. Phys. 81, 2 (2009),
pp. 865–942. arXiv:quant-ph/0702225.

[62] N. Gisin. ‘Bell’s inequality holds for all non-product states’. Physics
Letters A 154, 5-6 (1991), pp. 201 –202.

[63] Sandu Popescu and Daniel Rohrlich. ‘Generic quantum nonlocality’.
Physics Letters A 166, 5-6 (1992), pp. 293 –297. issn: 0375-9601.

78

http://dx.doi.org/10.1145/1993636.1993683
http://dx.doi.org/10.1145/1993636.1993683
http://arxiv.org/abs/1011.2751
http://arxiv.org/abs/1105.5720
http://dx.doi.org/10.1103/PhysRevLett.93.220503
http://arxiv.org/abs/quant-ph/0405063
http://dx.doi.org/10.1103/PhysRevA.72.022310
http://arxiv.org/abs/quant-ph/0503152
http://dx.doi.org/10.1142/S0219749906001803
http://dx.doi.org/10.1142/S0219749906001803
http://arxiv.org/abs/quant-ph/0405096v5
http://dx.doi.org/DOI:10.1063/1.1494474
http://dx.doi.org/DOI:10.1063/1.1494474
http://arxiv.org/abs/quant-ph/0110078
http://dx.doi.org/10.1080/09500340110105975
http://dx.doi.org/10.1080/09500340110105975
http://arxiv.org/abs/quant-ph/0110081
http://dx.doi.org/10.1002/3527603549.ch7
http://dx.doi.org/10.1002/3527603549.ch7
http://dx.doi.org/10.1080/09500340008232176
http://dx.doi.org/10.1080/09500340008232176
http://arxiv.org/abs/quant-ph/0006064
http://arxiv.org/abs/quant-ph/0508032
http://arxiv.org/abs/quant-ph/0508032
http://dx.doi.org/10.1016/S0375-9601(00)00401-1
http://arxiv.org/abs/quant-ph/9911057
http://arxiv.org/abs/quant-ph/0101032
http://arxiv.org/abs/quant-ph/0101032
http://dx.doi.org/10.1103/RevModPhys.81.865
http://dx.doi.org/10.1103/RevModPhys.81.865
http://arxiv.org/abs/quant-ph/0702225
http://dx.doi.org/10.1016/0375-9601(91)90805-I
http://dx.doi.org/10.1016/0375-9601(91)90805-I
http://dx.doi.org/10.1016/0375-9601(92)90711-T


Bibliography

[64] Ryszard Horodecki, Michal Horodecki and Pawel Horodecki. ‘Teleport-
ation, Bell’s inequalities and inseparability’. Physics Letters A 222, 1-2
(1996), pp. 21 –25. arXiv:quant-ph/9606027.

[65] Sandu Popescu. ‘Bell’s inequalities versus teleportation: What is non-
locality?’ Phys. Rev. Lett. 72, 6 (1994), pp. 797–799.

[66] N. Gisin. ‘Hidden quantum nonlocality revealed by local filters’. Physics
Letters A 210, 3 (1996), pp. 151 –156.

[67] Sandu Popescu. ‘Bell’s Inequalities and Density Matrices: Revealing
“Hidden” Nonlocality’. Phys. Rev. Lett. 74, 14 (1995), pp. 2619–2622.
arXiv:quant-ph/9502005.

[68] Asher Peres. ‘Collective tests for quantum nonlocality’. Phys. Rev. A 54,
4 (1996), pp. 2685–2689. arXiv:quant-ph/9603023.

[69] Artur Ekert and Peter L. Knight. ‘Entangled quantum systems and the
Schmidt decomposition’. Am. J. Phys. 63, 5 (1995), pp. 415–423.

[70] E. Schrödinger. ‘Discussion of probability distributions between separ-
ated systems’. Proceedings of the Cambridge Philosophical Society. Vol. 31.
1935, pp. 555–563.

[71] Erhard Schmidt. ‘Zur Theorie der linearen und nichtlinearen Integral-
gleichungen. 1. Entwicklung willküriger Funktionen nach Systemevor-
geschriebener’. Mathematische Annalen 63 (4 1907), pp. 433–476.

[72] Reinhard F. Werner. ‘Quantum states with Einstein-Podolsky-Rosen
correlations admitting a hidden-variable model’. Phys. Rev. A 40, 8

(1989), pp. 4277–4281.

[73] P.D. Lax. Functional analysis. Pure and applied mathematics. Wiley,
2002.

[74] R.T. Rockafellar. Convex analysis. Princeton Mathematical Series. Prin-
ceton University Press, 1997. isbn: 9780691015866.

[75] Philipp Hyllus, Otfried Gühne, Dagmar Bruß and Maciej Lewenstein.
‘Relations between entanglement witnesses and Bell inequalities’. Phys.
Rev. A 72, 1 (2005), p. 012321. arXiv:quant-ph/0504079.

[76] O. Gühne, P. Hyllus, D. Bruß, A. Ekert, M. Lewenstein, C. Macchiavello
and A. Sanpera. ‘Detection of entanglement with few local measure-
ments’. Phys. Rev. A 66, 6 (2002), p. 062305. arXiv:quant-ph/0205089.

[77] O. Gühne, P. Hyllus, D. Bruss, A. Ekert, M. Lewenstein, C. Macchiavello
and A. Sanpera. ‘Experimental detection of entanglement via witness
operators and local measurements’. Journal of Modern Optics 50, 6-7
(2003), pp. 1079–1102. arXiv:quant-ph/0210134.

[78] Martin B. Plenio and S. Virmani. ‘An introduction to entanglement
measures’. Quant. Inf. Comp. 7 (2007), p. 1. arXiv:quant-ph/0504163.

[79] Timothy F. Havel. ‘Robust procedures for converting among Lindblad,
Kraus and matrix representations of quantum dynamical semigroups’.
J. Math. Phys. 44, 2 (2003), pp. 534–557.

79

http://dx.doi.org/10.1016/0375-9601(96)00639-1
http://dx.doi.org/10.1016/0375-9601(96)00639-1
http://arxiv.org/abs/quant-ph/9606027
http://dx.doi.org/10.1103/PhysRevLett.72.797
http://dx.doi.org/10.1016/S0375-9601(96)80001-6
http://dx.doi.org/10.1016/S0375-9601(96)80001-6
http://dx.doi.org/10.1103/PhysRevLett.74.2619
http://arxiv.org/abs/quant-ph/9502005
http://dx.doi.org/10.1103/PhysRevA.54.2685
http://dx.doi.org/10.1103/PhysRevA.54.2685
http://arxiv.org/abs/quant-ph/9603023
http://dx.doi.org/10.1119/1.17904
http://dx.doi.org/10.1007/BF01449770
http://dx.doi.org/10.1103/PhysRevA.40.4277
http://dx.doi.org/10.1103/PhysRevA.40.4277
http://dx.doi.org/10.1103/PhysRevA.72.012321
http://dx.doi.org/10.1103/PhysRevA.72.012321
http://arxiv.org/abs/quant-ph/0504079
http://dx.doi.org/10.1103/PhysRevA.66.062305
http://arxiv.org/abs/quant-ph/0205089
http://dx.doi.org/10.1080/09500340308234554
http://dx.doi.org/10.1080/09500340308234554
http://arxiv.org/abs/quant-ph/0210134
http://arxiv.org/abs/quant-ph/0504163
http://dx.doi.org/10.1063/1.1518555


Bibliography

[80] Michal Horodecki, Pawel Horodecki and Ryszard Horodecki. ‘Separ-
ability of n-particle mixed states: necessary and sufficient conditions
in terms of linear maps’. Physics Letters A 283, 1-2 (2001), pp. 1 –7.
arXiv:quant-ph/0006071.

[81] N. J. Cerf and C. Adami. ‘Quantum extension of conditional probabil-
ity’. Phys. Rev. A 60, 2 (1999), pp. 893–897. arXiv:quant-ph/9710001.

[82] Michał Horodecki and Paweł Horodecki. ‘Reduction criterion of separ-
ability and limits for a class of distillation protocols’. Phys. Rev. A 59, 6

(1999), pp. 4206–4216. arXiv:quant-ph/9708015.

[83] Paweł Horodecki, Maciej Lewenstein, Guifré Vidal and Ignacio Cirac.
‘Operational criterion and constructive checks for the separability
of low-rank density matrices’. Phys. Rev. A 62, 3 (2000), p. 032310.
arXiv:quant-ph/0002089.

[84] Pawel Horodecki, John A. Smolin, Barbara M. Terhal and Ashish V.
Thapliyal. ‘Rank two bipartite bound entangled states do not exist’.
Theoretical Computer Science 292, 3 (2003), pp. 589 –596. arXiv:quant-
ph/9910122.

[85] M. Horodecki, P. Horodecki and R. Horodecki. ‘Mixed-State Entangle-
ment and Distillation: Is there a “Bound” Entanglement in Nature?’
Phys. Rev. Lett. 80 (1998), pp. 5239–5242. arXiv:quant-ph/9801069.

[86] E. C. G. Sudarshan and Anil Shaji. ‘Structure and parametrization of
stochastic maps of density matrices’. Journal of Physics A 36, 18 (2003),
p. 5073. arXiv:quant-ph/0109158.

[87] Erling Størmer. ‘Positive linear maps of operator algebras’. Acta Math.
110 (1963), pp. 233–278.

[88] Man-Duen Choi. ‘Completely Positive linear maps on complex matrices’.
Linear Algebra Appl. 10, 3 (1975), pp. 285–290.

[89] S. L. Woronowicz. ‘Positive maps of low dimensional matrix algebras’.
Rep. Math. Phys 10, 2 (1976), pp. 165–183.

[90] Man-Duen Choi and Tsit-Yuen Lam. ‘Extremal positive semidefinite
forms’. Mathematische Annalen 231 (1 1977), pp. 1–18.

[91] Paweł Horodecki, Michał Horodecki and Ryszard Horodecki. ‘Bound
Entanglement Can Be Activated’. Phys. Rev. Lett. 82, 5 (1999), pp. 1056–
1059.

[92] Mohamed Bourennane, Manfred Eibl, Christian Kurtsiefer, Sascha
Gaertner, Harald Weinfurter, Otfried Gühne, Philipp Hyllus, Dagmar
Bruß, Maciej Lewenstein and Anna Sanpera. ‘Experimental Detection
of Multipartite Entanglement using Witness Operators’. Phys. Rev. Lett.
92, 8 (2004), p. 087902. arXiv:quant-ph/0309043.

[93] A. C. Doherty, Pablo A. Parrilo and Federico M. Spedalieri. ‘Distin-
guishing Separable and Entangled States’. Phys. Rev. Lett. 88, 18 (2002),
p. 187904. arXiv:quant-ph/0112007.

80

http://dx.doi.org/10.1016/S0375-9601(01)00142-6
http://arxiv.org/abs/quant-ph/0006071
http://dx.doi.org/10.1103/PhysRevA.60.893
http://arxiv.org/abs/quant-ph/9710001
http://dx.doi.org/10.1103/PhysRevA.59.4206
http://dx.doi.org/10.1103/PhysRevA.59.4206
http://arxiv.org/abs/quant-ph/9708015
http://dx.doi.org/10.1103/PhysRevA.62.032310
http://arxiv.org/abs/quant-ph/0002089
http://dx.doi.org/10.1016/S0304-3975(01)00376-0
http://arxiv.org/abs/quant-ph/9910122
http://arxiv.org/abs/quant-ph/9910122
http://dx.doi.org/10.1103/PhysRevLett.80.5239
http://arxiv.org/abs/quant-ph/9801069
http://dx.doi.org/10.1088/0305-4470/36/18/312
http://dx.doi.org/10.1088/0305-4470/36/18/312
http://arxiv.org/abs/quant-ph/0109158
http://dx.doi.org/10.1016/0024-3795(75)90075-0
http://dx.doi.org/10.1016/0034-4877(76)90038-0
http://dx.doi.org/10.1007/BF01360024
http://dx.doi.org/10.1103/PhysRevLett.82.1056
http://dx.doi.org/10.1103/PhysRevLett.82.1056
http://dx.doi.org/10.1103/PhysRevLett.92.087902
http://dx.doi.org/10.1103/PhysRevLett.92.087902
http://arxiv.org/abs/quant-ph/0309043
http://dx.doi.org/10.1103/PhysRevLett.88.187904
http://dx.doi.org/10.1103/PhysRevLett.88.187904
http://arxiv.org/abs/quant-ph/0112007


Bibliography

[94] Andrew C. Doherty, Pablo A. Parrilo and Federico M. Spedalieri.
‘Complete family of separability criteria’. Phys. Rev. A 69, 2 (2004),
p. 022308. arXiv:quant-ph/0308032.

[95] Andrew C. Doherty, Pablo A. Parrilo and Federico M. Spedalieri. ‘De-
tecting multipartite entanglement’. Phys. Rev. A 71, 3 (2005), p. 032333.
arXiv:quant-ph/0407143.

[96] F Hulpke and D BruÃŸ. ‘A two-way algorithm for the entanglement
problem’. Journal of Physics A: Mathematical and General 38, 24 (2005),
p. 5573. arXiv:quant-ph/0407179.

[97] Hugo J. Woerdeman. ‘Checking 2×M quantum separability via semi-
definite programming’. Phys. Rev. A 67, 1 (2003), p. 010303. arXiv:quant-
ph/0301058.

[98] Jens Eisert, Philipp Hyllus, Otfried Gühne and Marcos Curty. ‘Com-
plete hierarchies of efficient approximations to problems in entan-
glement theory’. Phys. Rev. A 70, 6 (2004), p. 062317. arXiv:quant-
ph/0407135.

[99] Maciej Lewenstein and Anna Sanpera. ‘Separability and Entanglement
of Composite Quantum Systems’. Phys. Rev. Lett. 80, 11 (1998), pp. 2261–
2264. arXiv:quant-ph/9707043.

[100] Stephen Boyd and Lieven Vandenberghe. Convex Optimization. Cam-
bridge University Press, 2004. url: http://www.stanford.edu/~boyd/
cvxbook/.

[101] Jos F. Sturm. Using SeDuMi 1.02, a MATLAB toolbox for optimization over
symmetric cones. 1998.

[102] V. Vedral, M. B. Plenio, M. A. Rippin and P. L. Knight. ‘Quantifying
Entanglement’. Phys. Rev. Lett. 78, 12 (1997), pp. 2275–2279. arXiv:quant-
ph/9702027.

[103] M. Horodecki. ‘Entanglement easures’. Quant. Inf. Comp. 1 (2001), p. 3.

[104] Guifré Vidal. ‘Entanglement monotones’. Journal of Modern Optics 47,
2-3 (2000), pp. 355–376. arXiv:quant-ph/9807077.

[105] Guifré Vidal and Rolf Tarrach. ‘Robustness of entanglement’. Phys. Rev.
A 59, 1 (1999), pp. 141–155.

[106] Michael Steiner. ‘Generalized robustness of entanglement’. Phys. Rev.
A 67, 5 (2003), p. 054305.

[107] S. P. Walborn, P. H. Souto Ribeiro, L. Davidovich, F. Mintert and
A. Buchleitner. ‘Experimental determination of entanglement with a
single measurement’. Nature 440, 1022 (2006).
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