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Resumo

Auto-organização é um importante conceito para o desenvolvimento de sistemas de rede
autônomos e de larga escala. Sua idéia principal é "a obtenção de um comportamento
global a partir de interações locais entre os elementos do sistema", e isso leva a redes
menos dependentes de controle centralizado, e que tendem a ser escaláveis, adaptáveis
e, consequentemente, robustas.

Em particular, uma área de pesquisa bastante ativa é a de Redes de Sensores sem
Fio (Wireless Sensor Networks � WSNs). WSNs possuem um grande potencial de serem
empregadas em várias aplicações relevantes, e foram concebidas sob o paradigma da
auto-organização devido a muitas características intrínsecas. Essas redes são formadas
por uma grande quantidade de dispositivos sensores interconectados por um canal sem
�o com a �nalidade de realizar tarefas de sensoriamento de forma distribuída e coopera-
tiva. Além da escala, que aumenta a complexidade de desenvolvimento e manutenção,
essas redes tendem a ser muito dinâmicas, pois alterações topológicas podem ser fre-
qüentes devido à destruição de elementos, ao esgotamento de energia, à inclusão de
novos sensores, ou à intermitência de comunicação causada por interferências ou ob-
stáculos. Ainda, muitas aplicações dessas redes requerem um funcionamento autônomo,
pois podem ser aplicadas em locais remotos, inóspitos e de difícil acesso.

Embora muitos trabalhos na literatura abordem aspectos de auto-organização em
WSNs, às vezes de forma implícita, não é provida uma visão mais geral e prática
que possa ser usada para novos projetos e desenvolvimentos. Além disso, o projeto
de funções auto-organizáveis pode não ser trivial, pois não há métodos formais ou
modelos para o mapeamento dos comportamentos globais desejados para regras de in-
terações locais. Assim, esta tese avança em dois aspectos particulares da aplicação do
conceito de auto-organização a essas redes. No primeiro, um guia de projeto (guide-
line) é desenvolvido para nortear a modelagem e desenvolvimento de novas funções
auto-organizáveis nessas redes, e sua vantagem consiste em um melhor entendimento e
a especi�cação de funções auto-organizáveis através de aspectos e mecanismos gerais.
No segundo, um esquema de gerenciamento dessas redes é proposto de forma a consi-
derar um aspecto prático da operação de WSNs de que diferentes requisitos ou obje-
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tivos globais podem ser requeridos por uma aplicação externa ou entidade de gerên-
cia. Assim, o esquema consiste em manter o funcionamento da rede de forma auto-
organizável em um nível operacional, mas permitir a ação sobre as regras de interação
locais por entidades centralizadas de mais alto nível que, por sua vez, têm a visão mais
geral das necessidades externas e do desempenho da rede para o atendimento a esses
diferentes objetivos.

Com base nesses aspectos gerais propostos, este trabalho ainda apresenta duas
contribuições individuais abordando funções especí�cas de WSNs. Na primeira, a ob-
jetividade necessária às WSNs é mostrada através do desenvolvimento de uma solução
de roteamento. Em particular, duas propostas de roteamento pró-ativo e reativo auto-
organizáveis são combinadas em uma solução adaptativa híbrida, chamada Multi, que
estende a aplicação de auto-organização em uma abordagem prática. Na segunda,
a necessidade de considerar diferentes funções auto-organizáveis em um projeto inte-
grado é apresentada com em uma solução, chamada RDC, que considera as funções de
roteamento e controle de densidade.
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Abstract

Self-organization is an important concept that has been applied to large-scale and
autonomous network systems. Its main idea is the �achievement of a global behavior
through local interactions�, which leads to networks that are less dependent on a central
control, and that tend to be scalable, adaptable and, consequently, robust.

In particular, Wireless Sensor Networks (WSNs) form a very active research area.
WSNs are expected to have a wide applicability, and they were conceived under the self-
organization paradigm due to several intrinsic characteristics. These networks consist of
sensor a high number of sensing nodes interconnected by a wireless channel to perform
distributed and cooperative sensing tasks. In addition to the scale, which increases the
maintenance complexity, these networks tend to be very dynamic, because topological
changes may be frequent due to destruction or energy depletion of nodes, inclusion of
new ones, or due to the intermittent wireless communication caused by interferences or
obstacles. Also, several WSN applications require the adoption of a totally autonomous
behavior due to the necessity of sensing in places that are remote, inhospitable or with
di�cult access.

Although several proposals in literature relate self-organization aspects in WSNs,
sometimes implicitly, they do not provide any general and practical vision that can
be used by new designs and developments. Additionally, the design process of self-
organizing functions may not be trivial, because there are not formal methods of map-
ping desired global goals to local interaction rules. Thus, this thesis advances with
two particular aspects of the concept application in the WSN domain. First, a design
guideline is proposed to direct the design and the development of new self-organizing
functions. Its advantage consists of a better understanding and the speci�cation of
self-organizing functions through general aspects and mechanisms. Second, a man-
agement scheme is presented, and it considers practical aspects of WSNs such that
di�erent requirements and global goals may be needed by an external application or
management entity. Thus, the scheme allows the network operation in a self-organizing
way in a lower level, and it also allows the action over local rules by centralized entities
in a higher level, which has a wider network vision about the external needs and the
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network performance according to di�erent goals.
Based on the proposed general aspects, this work also gives two individual contri-

butions regarding speci�c WSN functions. First, the objectivity needed in WSNs is
shown through the development of a routing solution. In particular, a pro-active and
a reactive self-organizing routing proposal are combined in a hybrid adaptive solution,
called Multi, which extends the self-organization application in a practical approach.
Second, the need of considering di�erent self-organizing functions in an integrated de-
sign is presented in a solution, called RDC-Integrated, which considers the routing and
density control functions.
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Resumo Estendido

Com o intuito de facilitar o acesso a esta tese, originalmente escrita na língua inglesa, e
seguindo as normas do programa de pós-graduação do DCC/UFMG, apresentamos nas
seções seguintes um resumo estendido descrevendo os principais problemas identi�cados
e soluções desenvolvidas.

Capítulo 1 - Introdução
Os sistemas computacionais atuais vêm, cada vez mais, sendo compostos por um grande
número de componentes interconectados. Dessa forma, atividades de projeto e admi-
nistração de tais sistemas estão se tornando muito complexas, principalmente quando
realizadas manualmente por engenheiros e operadores. Nesse contexto, muita pesquisa
tem surgido para o desenvolvimento de soluções autônomas, onde pretende-se criar
sistemas computacionais com funcionalidades realizadas de forma automática e com o
mínimo de intervenção humana.

Um importante conceito aplicado às redes dinâmicas e de larga escala é o conceito
de auto-organização. Sua idéia é a criação de um comportamento global a partir de
interações locais entre os elementos do sistema. Com essa característica, pode-se obter
redes menos dependentes de um controle centralizado porque a inteligência do sistema
é totalmente distribuída a todos os elementos do sistema. Assim, auto-organização
torna-se um paradigma poderoso para a obtenção de sistemas adaptáveis e simples.

Particularmente, uma área de pesquisa bastante ativa e que demanda um funciona-
mento autônomo é a de Redes de Sensores sem Fio (RSSF). Tais redes são formadas por
grandes quantidades de elementos sensores autônomos, normalmente empregados em
cenários dinâmicos, e que se comunicam para a realização cooperativa de atividades
de monitoramento. De fato, tais redes foram concebidas sob o paradigma da auto-
organização. No entanto, as soluções existentes são muito particulares e não cobrem
um visão mais geral e prática do conceito. Tal fato motivou o desenvolvimento deste
trabalho.

O objetivo desta tese é estender a aplicação do conceito de auto-organização às
RSSFs. Isso é feito com a proposta de modelos gerais de projeto que possam ser
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usados para um melhor entendimento do conceito da auto-organização e que possam
guiar o projeto de novas funções auto-organizáveis. Adicionalmente, vários dos aspectos
contidos nesse modelo geral são usados no desenvolvimento de soluções mais especí�cas,
fornecendo contribuições mais direcionadas desta tese. Basicamente, as contribuições
deste trabalho são:

• Uma visão geral sobre auto-organização e RSSFs � São apresentados conceitos
e trabalhos relacionados relativos a sistemas auto-organizáveis diversos e, mais
particularmente, às RSSFs. O objetivo principal dessa contribuição é a discussão
da aplicação do conceito às RSSFs.

• Uma metodologia de projeto para RSSFs auto-organizáveis � Um arcabouço con-
ceitual é proposto contendo importantes aspectos para o projeto de RSSFs auto-
organizáveis. Particularmente, na literatura há a ausência de trabalhos abor-
dando tais aspectos, e com o arcabouço proposto pode-se facilitar a atividade de
projeto.

• Um esquema para o gerenciamento de RSSFs auto-organizáveis � Nessa con-
tribuição, um modelo de gerenciamento é proposto de forma a colocar o aspecto
totalmente descentralizado da auto-organização sob o contexto de entidades de
gerência externas, autônomas ou não. Tal visão se faz necessária devido à carac-
terística �bottom-up� do conceito de auto-organização, mas que o atendimento
aos requistos de aplicações e administradores se dá de forma �top-down�.

• Roteamento adaptativo híbrido de RSSFs � Essa contribuição fornece uma
solução de roteamento para RSSFs orientada a eventos composta de duas es-
tratégias de criação de infra-estrutura auto-organizáveis, uma reativa e outra
pró-ativa. Seguindo o modelo do esquema de gerenciamento, uma regra de adap-
tação autônoma é empregada no sink de forma a perceber o comportamento da
rede e alterar a forma de criação da infra-estrutura com o objetivo de economizar
energia.

• Uma solução integrada de roteamento e controle de densidade � Nessa con-
tribuição, as importantes funções de roteamento e controle de densidade são
integradas em uma única solução auto-organizável. Tal desenvolvimento mostra
a necessidade do aspecto de integração discutido na metodologia de projeto auto-
organizável para a obtenção de uma rede que funcione corretamente e de forma
e�ciente.
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Capítulo 2 - Auto-organização: Uma Visão Geral

Auto-organização é um conceito bem conhecido na literatura e vem sendo estudado
em diferentes áreas tais como Física, Química e Biologia. Sua de�nição diz respeito
à formação de um comportamento global coerente a partir de interações locais entre
os elementos do sistema, e esse aspecto de controle descentralizado leva à obtenção de
sistemas mais adaptáveis, escaláveis e robustos.

Este capítulo, além de discutir a aplicação do conceito, apresenta vários exemplos
de sistemas naturais auto-organizáveis. Particularmente, as características observadas
nesses sistemas levaram à aplicação do conceito em diversos sistemas computacionais
que vêm se tornando cada vez mais distribuídos e compostos por muitos elementos.
Neste capítulo também são descritos exemplos de auto-organização no contexto de
sistemas multi-agente, robótica e redes de computadores em diversas escalas, tais como
as próprias RSSFs ou a Internet.

Capítulo 3 - Redes de Sensores sem Fio
Auto-organizáveis

Uma rede de sensores sem �o (RSSF) é uma rede ad hoc formada por um grande número
de nós sensores distribuídos em uma área de interesse com objetivo de monitoramento.
Redes de sensores sem �o têm despertado o interesse da comunidade cientí�ca devido
a sua aplicabilidade que abrange diversas áreas, tais como militar, ambiental, médica
e industrial.

Redes de sensores diferem de redes tradicionais em vários aspectos. Algumas dessas
particularidades são: Essas redes são formadas por um grande número de nós sensores;
sensores possuem fortes limitações de energia, capacidade de processamento e memória;
e muitas aplicações de RSSFs demandam características de auto-organização, ou seja,
capacidade de se ajustar autonomamente às possíveis mudanças estruturais devido a
intervenções externas, tais como mudanças topológicas (causadas por falhas, mobili-
dade ou inclusão de nós), reação a um evento de sensoriamento ou a uma solicitação
feita por uma entidade externa (usuário ou sistema �xo).

Auto-organização vem sendo considerada nessas redes desde o surgimento dos
primeiros trabalhos. Sob um ponto de vista mais prático, algumas funções fundamen-
tais de RSSFs desenvolvidas sob o conceito de auto-organização são descritas, como por
exemplo: funções básicas de comunicação (ex. roteamento e acesso ao meio), controle
de densidade, agrupamento (clustering), localização, sincronização e segurança.
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Capítulo 4 - Uma Metodologia de Projeto para
RSSFs Auto-organizáveis
Após a discussão inicial apresentada neste trabalho, podemos ver que auto-organização
tem um importante papel no desenvolvimento de sistemas computacionais autônomos e,
em particular, redes de sensores sem �o. Enquanto alguns mecanismos básicos tratando
de regras de interação locais para a obtenção de auto-organização são conhecidos,
ainda há a necessidade de metodologias e/ou esquemas para auxiliar o projeto de tais
sistemas.

Para o projeto de RSSFs auto-organizáveis, regras de interação locais precisam
ser estabelecidas para que se atinja um comportamento global para toda a rede. Na
prática, essa tradução �top-down� não é fácil devido à falta de métodos formais, uma
linha de pesquisa ainda em aberto. No entanto, alguns aspectos gerais de projeto e
idéias podem ser úteis a esse objetivo e esta seção apresenta um passo à frente em
relação ao projeto de RSSFs auto-organizáveis.

Neste capítulo, é apresentada uma metodologia composta por:

• Aspectos gerais � Coloca a necessidade de se estabelecer regras de interações
locais simples, codi�cadas em algoritmos distribuídos, para a obtenção de um
comportamento global auto-organizável. Através de uma análise de trabalhos e
soluções existentes na literatura, identi�camos algumas características comuns
desses algoritmos como o controle descentralizado, necessidade de estabelecer
um ojetivo comum, necessidade de se ter um sistema dinâmico e se preservar os
recursos escassos das RSSFs.

• Um arcabouço de projeto � Reúne características práticas comuns para o de-
senvolvimento de RSSFs auto-organizáveis. Basicamente, o modelo é composto
por: (i) um cerne composto por informações locais, necessárias para a tomada
de decisão distribuída, e mecanismos de interação locais, necessários à troca de
informações entre indivíduos; e (ii) um nível de abstração de serviços construí-
dos a partir do cerne, onde identi�cou-se os importantes serviços de informação
de vizinhança e atribuição de papéis para facilitar o desenvolvimento de novas
funções auto-organizáveis.

• Um guia de projeto � Propõe e descreve uma sequência de etapas para a busca
de soluções auto-organizáveis de forma mais objetiva. De forma resumida, são
descritas as seguintes etapas de projeto: (i) Especi�cação dos objetivos globais,
para a especi�cação do comportamento do sistema; (ii) Mapeamento para com-
portamentos locais, para a de�nição das regras de interação e informações loais
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para a tomada de decisões; (iii) Integração de funções, para orientar o projeto
conjunto de diferentes funções tornando-as mais e�cientes; (iv) Implementação
e avaliação, indicando a necessidade de simulação e experimentação para ob-
servação do comportamento do sistema; e (v) Revisão do projeto, indicando que
pode ser necessário passar pelas etapas anteriores até se obter um comportamento
global desejado a partir das regras locais.

Com o intuito de mostrar a aplicabilidade da metodologia proposta, um estudo
de caso foi desenvolvido seguindo os aspectos identi�cados e descritos. O estudo de
caso tratou do projeto de uma solução auto-organizável, criada a partir de um modelo
de autômatos celulares, que cria padrões espaciais para ativação de nós de forma a
permitir um sensoriamento amostral.

Diante de tais aspectos conceituais e do estudo de caso desenvolvido, as vantagens
esperadas do uso da metodologia proposta são: (i) ela estende a discussão sobre a
aplicação do conceito de auto-organização nas RSSFs focando no processo de projeto.
Essa discussão também tende a favorecer um melhor entendimento do conceito; (ii)
ela aponta para aspectos práticos importantes da implementação do conceito e isso
pode ser muito útil ao servir de base para novos projetos; (iii) a metodologia assiste
os projetistas no desenvolvimento de funções auto-organizáveis para RSSFs através da
de�nição de importantes etapas de projeto, o que torna o processo de projeto mais
dirigido.

Capítulo 5 - Um Esquema de Gerenciamento para
RSSFs Auto-organizáveis
De forma prática, uma RSSF serve a um propósito, ela possui clientes (ex. um usuário,
aplicação ou administrador) e mudanças dos objetivos globais, requisitos de QoS ou
percepções globais do desempenho da rede (condições gerais não necessariamente rela-
cionadas à percepção de cada indivíduo) por parte desses clientes podem demandar
ações de gerenciamento de entidades externas, caracterizando uma abordagem �top-
down�. No entanto, seguindo o paradigma da auto-organização, funções de RSSFs são
executadas de forma descentralizada apenas através de interações locais entre os ele-
mentos, em uma abordagem �bottom-up�, e nenhum desses elementos está a par das
necessidades externas ou da condição global da rede para executar tais mudanças de
objetivos. Dessa forma, uma abordagem conjunta considerando características tradi-
cionalmente centralizadas de gerenciamento e o comportamento descentralizado da
auto-organização se faz necessária.
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Adicionalmente, abordagens tradicionais de gerenciamento de redes são baseadas
no controle centralizado sobre os indivíduos do sistema por entidades de gerência. Essa
abordagem pode se tornar inviável para sistemas de larga escala e muito dinâmicos,
principalmente por parte de administradores, porque tal controle centralizado aumenta
a complexidade de processamento da entidade central e de comunicação na sua inte-
ração com todos os elementos da rede. E mesmo embora o conceito de Computação
Autonômica tenha surgido e avanços relativos a ele tenham sido introduzidos no auto-
gerenciamento de redes ad hoc e de sensores, essas soluções mantêm algumas funções
auto-organizáveis e ainda aplicam outras através de gerentes autonômicos centraliza-
dos. Além disso, formas de ajustar as funções auto-organizáveis a diferentes objetivos
e requisitos não são explicitadas.

Diante desse contexto, é apresentado um esquema de gerenciamento cujo modelo
geral propõe uma visão intermediária em que as funções operacionais básicas dessas
redes são realizadas de forma auto-organizável em um nível mais baixo. Nessa visão,
entidades de gerenciamento centralizadas, que podem ser internas ou externas à rede
e autonômicas ou não, controlam o comportamento executado por todos os indivíduos
de forma a satisfazer diferentes objetivos globais.

De forma complementar, alguns aspectos práticos para a implementação da visão
proposta também são relacionados. Esses aspectos são descritos nas seguintes eta-
pas: (i) Mapeamento de Objetivos globais e regras locais; (ii) De�nição de opções de
mudança; (iii) De�nição das entidades de controle; e (iv) De�nição de políticas de
gerenciamento.

Para demonstrar a aplicabilidade do esquema proposto, alguns estudos de caso são
apresentados. Basicamente, são consideradas duas situações onde uma entidade de
gerência pode atuar sobre o comportamento da rede:

• Atendimento a Diferentes Objetivos Globais � Considera a mudança de um obje-
tivo externo por parte dos usuários da rede. Este estudo de caso considera funções
auto-organizáveis para infra-estrutura de comunicação e controle de densidade.
Nelas, basicamente, o processo de decisão de atividade dos nós é inserido no
processo de construção de árvore de roteamento, que é iniciado pelo sorvedouro.
A essa função de auto-organização pode-se associar como objetivos globais uma
maior redundância de dados coletados, onde as regras de controle de densidade
podem ser ajustadas ou até desabilitadas para manter mais nós em atividade,
ou maior economia de energia, onde as regras são ajustadas para manter mais
nós inativos. Como resultado, mostrou-se a mudança do comportamento global
da rede e, consequentemente, das métricas de funcionamento desejadas, perante
diferentes objetivos estabelecidos de forma centralizada.
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• Auto-Adaptação da Função Auto-organizável � Considera a mudança de uma per-
cepção global da rede que pode demandar um comportamento auto-organizável
diferente. Este estudo de caso apresenta diferentes estratégias para a criação de
infra-estrutura de roteamento de forma auto-organizável, sendo que uma regra
adaptativa aplicada por uma entidade de gerenciamento autonômica muda a es-
tratégia de roteamento adotada conforme sua percepção global da rede, causando
um comportamento híbrido dos mecanismos citados. Como resultado, mostrou-se
a viabilidade de uma entidade de gerência autônoma atuar globalmente na rede
sem a necessidade de monitorar e atuar sobre cada elemento individualmente.

As vantagens do esquema proposto são: (i) ele permite a aplicação de funções
auto-organizáveis em um nível mais baixo para um apropriado funcionamento da rede
com todas as vantagens particulares dessa abordagem, ou seja, levando em conside-
ração questões locais para seu funcionamento; (ii) o esquema permite a mudança do
comportamento do sistema quando necessário considerando os objetivos e percepções
globais da rede, não sendo voltado ao monitoramento e controle de indivíduos; (iii) o
esquema explicita aspectos importantes de projeto de soluções de gerenciamento para
RSSFs que podem guiar novos desenvolvimentos. (iv) ele apresenta uma visão com-
plementar aos trabalhos da literatura para a aplicação de funções auto-organizáveis e
seu gerenciamento e, assim, também avança no relacionamento entre os conceitos de
auto-organização e auto-gerenciamento.

Capítulo 6 - Multi: Um Algoritmo Adaptativo
Híbrido para Roteamento em RSSFs
O principal objetivo de uma RSSF é coletar e processar dados do ambiente onde ela se
encontra e enviá-los para uma entidade externa, normalmente a partir de um nó sorve-
douro (sink), para adequado processamento e armazenamento. Consequentemente,
roteamento é uma função fundamental dessas redes e tem recebido muita atenção da
comunidade cientí�ca.

Um consenso existente é que diferentes aplicações e cenários demandam diferentes
características das RSSFs. Dessa forma, dado um determinado cenário, uma RSSF
pode ser projetada para operar a solução de roteamento mais adequada, que pode ser
de�nido a priori. No entanto, em alguns casos, variações nesses cenários podem ocorrer,
inclusive de forma imprevisível. Tal situação pode fazer com que seja inviável a atuação
de uma entidade de controle externa da rede de forma a agir dinamicamente sobre ela
para mudar seu comportamento. Um exemplo claro, e que é explorado na solução
apresentada neste capítulo, é o de um cenário orientado a eventos. Nesse caso, a rede
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pode permanecer longos intervalos de tempo com pouca ou mesmo sem a ocorrência de
eventos, favorecendo estratégias de roteamento reativas. Mas em determinado instante,
essa situação pode mudar e gerar constante tráfego na rede, favorecendo estratégias
pró-ativas.

Diante desse cenário, torna-se interessante o projeto de soluções auto-adaptativas
em que uma entidade monitora o comportamento da rede e atua sobre a função auto-
organizável de roteamento de uma RSSF para levá-la ao funcionamento mais adequado.
Tal solução foi introduzida como estudo de caso do esquema de gerenciamento proposto
anteriormente, mas é melhor detalhada neste capítulo como uma contribuição indivi-
dual desta tese.

Basicamente, a solução projetada, chamada Multi, consiste de um algoritmo de
roteamento auto-organizável pró-ativo, e um reativo, com uma regra de adaptação
aplicada de forma autônoma. Tais componentes são descritos a seguir:

• Algoritmo Pró-ativo (EF-Tree) � Algoritmo que constrói uma árvore de rotea-
mento para toda a rede a partir de interações locais propagadas a partir do
sink (�ooding). Para �ns de avaliação, foi escolhida uma regra de escolha de
rotas onde cada nó simplesmente escolhe como pai o vizinho a partir do qual
a mensagem de construção chegou primeiro. Tal procedimento de construção é
repetido periodicamente para agir de forma pró-ativa a eventuais necessidades de
reorganização introduzidas pela dinâmica da rede.

• Algoritmo Reativo (SID) � Algoritmo que permite a construção de rotas indivi-
duais para nós com necessidade de enviar dados. O algoritmo funciona a partir da
descoberta de rotas feita pelo nó fonte enviando mensagens de controle em �ood-
ing. O sink, por sua vez, escolhe uma rota individual propagando mensagens de
interação local pelo melhor caminho reverso ao fonte. Essa estratégia permite a
economia de recursos em situações de tráfego eventual porque não precisa manter
uma infra-estrutura para toda a rede, economizando mensagens de controle.

• Regra de Adaptação � Nesta solução é aplicada uma regra de adaptação, reali-
zada no sink, que monitora a ocorrência de novas detecções de eventos na rede. A
partir dessa percepção, um �ltro de média móvel é utilizado para a estimativa de
novas detecções. Se a estimativa prever novas detecções em um dado período de
observação, o comportamento reativo dá lugar a um comportamento pró-ativo.
O comportamento reativo é preferencialmente usado em cenários de eventos para
permitir economia de energia em intervalos de inatividade, mas se novas detecções
forem estimadas, é mais vantajoso tomar o comportamento pró-ativo, que cons-
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trói uma infra-estrutura para toda rede, do que o custo de descoberta de rotas
para novas fontes de dados.

A solução proposta é avaliada em diversos cenários de simulação, onde a solução
adaptativa híbrida é comparada com as soluções pró-ativa e reativa aplicadas de forma
individual. Basicamente, observa-se que com poucas detecções de eventos, o algoritmo
reativo permite maior economia de energia em relação ao pró-ativo. Conforme esse
número de detecções aumenta, a situação se inverte favorecendo o algoritmo pró-ativo.
Com a solução adaptativa híbrida do Multi, sem intervenção de entidades externas à
rede, seu desempenho corresponde ao melhor dos desempenhos dos algoritmos inde-
pendentes mesmo variando-se o número de detecções de eventos. Isso acontece porque
Multi adota a melhor estratégia de roteamento para a situação monitorada da rede.
Tais resultados se mostraram compatíveis quando comparado o Multi com soluções
clássicas de roteamento como as versões do Direct Di�usion.

Capítulo 7 - Integração de Funções
Auto-Organizáveis: Roteamento e Controle de
Densidade
Espera-se que muitas funções auto-organizáveis sejam aplicadas simultaneamente para
o funcionamentos das RSSFs. Como conseqüência, o projeto dessas funções deve ser
considerado de forma conjunta para a obtenção de um funcionamento correto e e�-
ciente. Esse aspecto é melhor descrito como um dos itens da metodologia de projeto
apresentada nesta tese. A partir dessas idéias gerais, este capítulo apresenta um estudo
de caso que considera a integração das funções de roteamento e controle de densidade,
que são funções básicas para o funcionamento de RSSFs. Além disso, a solução obtida
é também uma contribuição especí�ca deste trabalho.

A integração das funções de roteamento e controle de densidade se justi�ca pelo im-
pacto que uma pode causar na outra. Basicamente, a função de controle de densidade
altera o estado dos nós entre ativo e inativo, proporcionando a economia de energia.
No entanto, essa dinâmica introduzida na rede pode impactar na infra-estrutura de
roteamento. Rotas previamente de�nidas pelo algoritmo de roteamento podem ser
destruídas quando um nó passa do estado ativo para o inativo, podendo causar perda
de dados. Adicionalmente, para que as duas funções sejam realizadas de forma auto-
organizável, os nós da rede devem interagir localmente, trocando informações, para a
formação de rotas ou execução do controle de densidade. Se as funções são integradas,
pode-se economizar trocas de mensagens para interação local ao se juntar as infor-

xv



mações necessárias a cada função. Com isso, proporciona-se uma economia de energia
adicional.

A solução proposta considera a formação de infra-estrutura de roteamento baseada
em árvore, com o algoritmo EF-Tree, previamente apresentado neste trabalho, e uma
solução de roteamento bem referenciada na literatura, o OGDC. Para �ns de compara-
ção, foram adotadas as duas estratégias de integração também presentes na metodologia
de projeto proposta, conforme descrito a seguir:

• Sincronização � Nesta solução, chamada RDC-Sync, a integração das funções
é feita simplesmente considerando-se uma periodicidade de execução para cada
uma e realizando a criação da infra-estrutura de roteamento logo após o controle
de densidade. A idéia é realizar a função de roteamento imediatamente após a
de controle de densidade, onde o roteamento é formado com o estado dos nós já
de�nidos. Mas como as atividades são realizadas de forma distribuída, é difícil
precisar a duração de cada função e isso é feito com base em estimativas. Como
resultado, não se tem uma integração tão precisa.

• Projeto Integrado � Nesta solução, chamada RDC-Integrated, as duas funções são
consideradas em um projeto integrado onde reune-se as informações necessárias
a cada uma das funções nas mesmas mensagens de interação local. Dessa forma,
criou-se uma regra de decisão local em que, ao mesmo tempo que o estado de
atividade dos nós é de�nido, as rotas são refeitas. Com isso, a possibilidade de
perda de dados por rotas quebradas é minimizada.

As soluções propostas foram implementadas e avaliadas em cenários de simulação.
Comparações foram feitas entre as soluções desenvolvidas e um roteamento em árvore
sem controle de densidade, que mostra a necessidade da função de controle de densidade
para maior economia de energia. Da comparação entre as duas soluções de integração,
observa-se o desempenho superior da solução RDC-Integrated em relação à taxa de
perda de dados e consumo de energia. Sua desvantagem é a necessidade de reprojeto
das funções de roteamento e controle de densidade em uma única solução, aumentando
a complexidade do trabalho dos desenvolvedores.

Capítulo 8 - Considerações Finais
Auto-organização é um conceito importante e desa�ador a ser aplicado aos atuais
sistemas computacionais de grande escala, especialmente as RSSFs. Esse conceito é
baseado na obtenção de um comportamento global através de interações locais entre
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os elementos do sistema e pode ser empregado para a obtenção de sistemas autônomos
sem a necessidade de um controle centralizado.

Embora muitas soluções auto-organizáveis já existam para as RSSFs e outros sis-
temas computacionais, aspectos gerais de projeto ainda não são cobertos satisfatori-
amente para serem aplicados com objetividade no desenvolvimento de RSSFs auto-
organizáveis. Assim, este trabalho apresenta avanços nessa área de pesquisa promis-
sora com duas contribuições em um nível mais conceitual. A primeira apresentou uma
metodologia de projeto que reúne importantes aspectos práticos de projeto e um guia
que podem ser úteis para o entendimento e desenvolvimento de novas funções auto-
organizáveis. Já a segunda contribuição considerou um aspecto importante de RSSFs
auto-organizáveis que é o atendimento de necessidades externas e requisitos globais.

Além dos aspectos mais conceituais relacionados à auto-organização de RSSFs, este
trabalho proporcionou o desenvolvimento de soluções particulares para problemas es-
pecí�cos dessas redes. Esse foi o caso da solução integrada de roteamento e controle
de densidade e da solução adaptativa híbrida de roteamento, soluções inovadoras e que
representam contribuições mais individuais desta tese.

Adicionalmente, embora tenhamos focado em diversos exemplos e características
particulares das RSSFs, acreditamos que essas contribuições sejam úteis a outros
domínios tais como o de redes ad-hoc em geral, o de redes veiculares e o P2P. Assim,
todo o conhecimento adquirido e gerado nesta tese abre muitas possibilidades de traba-
lhos futuros relevantes para o desenvolvimento de sistemas computacionais autônomos.
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Chapter 1

Introduction

1.1 Motivation
The current computer systems are expected to be composed by a high number of in-
terconnected components, and these systems tend to become more complex due to the
consequent increase of interaction possibilities among their components. This could
be beyond the capacity of designers and administrators to predict and control these
interactions, so operational functions such as con�guration and optimization become
very complex as well as massive. In this context, research advances have been emerged
in the development of autonomous computer systems that treat this complexity with
minimum interaction of human administrators. Generally, such solutions apply in-
telligent system components to perform the self-management of the whole computer
system. This approach tends to be so promising in future networks that important IT
companies have started initiatives in this direction such as IBM Autonomic Computing
[Kephart and Chess (2003)], Sun N1 Grid Systems [Sun Microsystems Inc. (2005)], and
Microsoft Dynamic Systems Initiative (DSI) [Microsoft Inc. (2005)].

Another important concept being applied to large-scale and dynamic network sys-
tems is the concept of self-organization [Heylighen (2002)]. Its main idea is the achieve-
ment of a global behavior through simple local interactions among the system elements.
This characteristic leads to networks less dependent of a central control because the sys-
tem intelligence is totally distributed in all the system elements. Thus, self-organization
consists of a more powerful paradigm achieving highly adaptable, simple and lighter-
weight systems, and which is complementary to technical initiatives cited above [Jela-
sity et al. (2006)]. In fact, this concept has been applied to several network domains
[Zambonelli et al. (2005)], mainly those ones in which the network elements already
present an autonomous feature such as the ad hoc networks.

Nowadays, a very active research �eld with such characteristics is the Wireless Sen-
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2 Chapter 1. Introduction

sor Network (WSN) [Clare et al. (1999); Akyildiz et al. (2002); Loureiro et al. (2003)].
These networks consist of many constrained sensor devices connected among them-
selves by a wireless medium to perform distributed sensing tasks. They are expected
to be used in di�erent applications [Arampatzis et al. (2005)] such as environmental
and health monitoring, surveillance, and security.

Additionally to the scale, these sensor networks must be able to operate under very
dynamic conditions, must adapt themselves to the environment and need to operate,
in most cases, in an unattended mode (i.e., without external interference and control).
These features lead to the need of deployment of systems which must be autonomous,
and the concept of self-organization becomes the most appropriated in this intend.

In fact, WSNs were conceived under the self-organization paradigm, and in the
development of these networks several proposals have applied the self-organization
concept (sometimes implicitly) in speci�c functions such as communication, clustering
and density control. However, these solutions did not cover a more general and practical
view of the concept application that can be used for new designs and developments.
Thus, these points have motivated this work.

1.2 Objectives
This work aims to extend the discussion on the application of the self-organization
concept to the WSNs. The main objective is to provide general design models that
can be used to guide the modeling and development of new self-organizing functions in
these networks. This is done by the proposition of a design methodology, which relates
common and practical design aspects of WSNs, and a management scheme, which puts
in context the local and decentralized characteristic of the self-organization concept
with the practical vision of adjusting the network behavior to global aspects.

Additionally, this work aims to apply the self-organizing concept in speci�c problems
of WSNs. The goal is the development of practical solutions that show the importance
of the proposed general design aspects, and that can be seem as individual contribu-
tions. These contributions are present in several case studies showing the application
of the general models, and in particular, in two speci�c solutions regarding the routing
function, which is a fundamental function of a WSN, and its integration with density
control.

1.3 Contributions
Following the objectives described above, the contributions of this work are:
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A general view about self-organization and WSNs. This work provides a gen-
eral view about self-organization and WSNs. We divided this contribution in two
parts. First, we present the self-organization concept, a discussion on its application
in computer systems, examples of self-organization in nature that motivate its usage,
and some applications of the concept in the Computer Science domain. In the sec-
ond part, it explores the application of the concept in the WSN domain by introducing
such networks, describing their characteristics that motivate the application of the con-
cept, and discussing some important functions developed under this point-of-view. The
goal of this general view is to present some fundamentals and related work regarding
self-organization in WSNs.

A design methodology for self-organizing WSNs. The design process of self-
organizing functions may not be trivial, and there is a lack of general methodologies
to help this process. Thus, it is proposed a conceptual framework and a guideline that
puts together some insights and important aspects for the design of self-organizing
WSNs.

A management scheme for self-organizing WSNs. In practice, WSNs serve to
a purpose and application and management goals can change along the time. This
need requires a �top-down� approach as complementary with the �bottom-up� aspect
of self-organization. Thus, it is proposed a management scheme to allow to external
or higher-level management entities to change the network self-organizing behavior
according to di�erent global goals or network perceptions. This scheme can be seen as
a step forward in the integration of self-organization and self-management concepts.

A hybrid adaptive routing solution for WSNs. Routing is a basic function in
WSNs, and this contribution shows how di�erent self-organizing strategies for routing
can be autonomously adapted based on global network perceptions in order to achieve
a more e�cient self-organizing solution. The proposed solution is applied to event-
driven scenarios, and it consists of a routing algorithm that combines both reactive and
proactive strategies for infrastructure organization, and an event-detection estimation
model for the adaptation between these strategies.

An integrated solution considering routing and density control. Di�erent
self-organizing functions are expected to be applied in WSNs. As a consequence, the
design of these functions must be considered together in order to achieve a correct as
well as e�cient operation. This contribution presents an integrated solution considering
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both routing and density control functions in WSNs, and shows the need and the
bene�ts of an integrated approach.

1.4 Thesis Outline
This thesis is organized as follows.

The general fundamentals and related work are presented in Chapters 2 and 3.
Chapter 2 presents an overview of the self-organization concept and its application in
the Computer System domain. Some examples found in nature and applications in
computer systems are presented to illustrate and motivate its use. Chapter 3 presents
a deeper discussion about the self-organization concept in WSNs. It is discussed the
needs of self-organizing features, its meaning for WSNs, and several functions that are
considered under this point-of-view. It is also discussed some alternative approaches
to self-organization in WSNs and the advantages of each of them.

Design aspects of self-organizing WSNs are presented in Chapters 4 and 5. Chap-
ter 4 proposes a design methodology that can guide the development of new self-
organizing functions. It presents some general aspects, a framework containing practi-
cal implementation aspects, and a guideline relating important design phases. Chap-
ter 5 proposes a scheme in which the designed self-organizing functions for proper
operation of WSNs are put in context with high-level management functions. This
contribution can be seen as a complementary view to traditional autonomic manage-
ment approaches for WSNs.

The following chapters explore some practical applications of self-organizing WSNs.
Chapter 6 presents and evaluates a hybrid adaptive routing solution, called Multi,
and Chapter 7 shows a case study on the integration of routing and density control
functions.

Finally, Chapter 8 concludes this thesis by discussing the general contributions
present in this work, and complementary ideas that can be treated as future work.



Chapter 2

Self-Organization: An Overview

This chapter presents an introduction to the concept of self-organization and discusses
its application in the computer science domain. Self-organization is a concept studied in
natural systems and has relevant characteristics for obtaining autonomous computer
systems. In this sense, we present some fundamentals in Section 2.1, 2.2 and 2.3.
Examples of self-organization in natural systems, which can motivate its use, and the
application of the concept in computer science are presented in Section 2.4. Finally,
Section 2.5 presents some concluding remarks of this chapter.

2.1 The Self-Organization Concept
Self-organization is a well-known concept in the literature and it has been employed
in di�erent areas such as Physics, Chemistry and Biology (e.g. Haken (1983)). Several
studies present the self-organization concept in di�erent forms and its de�nition is
sometimes imprecise, but its general idea seems to follow the de�nition of �spontaneous
creation of a globally coherent pattern out of local interactions� [Heylighen (2002)].

The main characteristics of the distributed character of self-organization are:

• Decentralized Control. This is the general feature of self-organizing systems.
It means that the system organization is achieved without any centralized de-
cision making. The decision of the participation of each individual is taken by
themselves according to local interactions with the environment and with other
individuals. However, this individualist behavior can cause the emergence of a
global coherent behavior.

• Flexibility and Adaptability. Due to the dynamic of interactions among
individuals to perform and maintain the organization, these systems present the
capacity to adjust to changes in the environment or in their elements.

5
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• Robustness. As a consequence of the former characteristics, the system can
accommodate to failures or interferences without the interaction of a centralized
entity.

• Scalability. Due the distributed character of the concept in which an element
interacts only with a restrict vicinity to achieve a global behavior, the system
becomes very scalable.

2.2 Self-Organization in Computer Systems
The consequent characteristics of self-organization discussed above led to the appli-
cation of the concept in several computer systems. This is specially true in very dis-
tributed systems that are composed of many elements, as described in Zambonelli et al.
(2005) and in several examples later in this chapter.

However, a more precise view is needed. In computer systems, there is a desired
global goal to be achieved through local interactions, because the system has a purpose.
For instance, in Heylighen and Gershenson (2003) a self-organizing system is de�ned
as a �system which creates its own organization�. An organization is a �structure with
function, where structure means that the components of a system are arranged in a
particular order and function means that this structure ful�lls a purpose�.

In contrast to other areas, like Physics, Chemistry and Biology, in which the laws of
the nature (chaotic dynamics) control the local interactions, in computer systems, and
especially wireless networks, we need to devise simple local interaction rules, codi�ed
in distributed algorithms, to achieve the desired goal. This requirement is due to the
e�ciency necessary for the operation of such systems.

Under a practical view, the concept of self-organization is very related to the concept
of distributed algorithms in �distributed message-passing systems� [Barbosa (1996)], in
which algorithms running on several individuals of a communicating system exchange
messages to accomplish a function. And they become closer in some practical systems
when distributed algorithms are revisited under the term �localized algorithms� [Estrin
et al. (1999)], which refers to interactions among individuals in a restrict vicinity to
achieve a global collective behavior. Particularly, the localized algorithm term seems
to refer to the implementation of distributed algorithms following the self-organization
concept, and so it is unnecessary because it seems a new term for something existing
before.

A natural question at this moment could be why not simply to use the distributed
algorithm concept to build decentralized systems instead of using the self-organization
term. And the answer is that with self-organization we are focused on a global prop-
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erty of the system, which can be a particular arrangement of its elements or a coherent
behavior, and how it is achieved through these local interactions. Also, an impor-
tant aspect of self-organization is that many complex behaviors for the system can
be achieved through simple local rules, and this reduces the system complexity and
computational requirements at all.

2.3 Alternatives to Self-Organization
Obviously, self-organization is not the only way to organize a system, and the discussion
of alternatives can also help on the understanding of the concept.

Basically, alternatives of self-organization are centered on leadership. In such cases,
there is a control hierarchy or at least a central entity that takes information about the
system, decides what to be done, and sends commands to individuals about their tasks.
The system organization is not done only through local interaction of individuals.

The control of the system by a leader can present di�erent forms. For example, the
leader can constantly monitor and de�ne each element action, or it can build some kind
of recipe containing sequential instructions that rigidly specify the temporal actions of
the individual's contributions to the whole system behavior.

Examples in nature are known, as in the case of the queuing of ducklings, in which
there is a mother who leads the queue and assures that all the ducklings are following
her [Camazine et al. (2001)]. Also, the control by central entities is the traditional
approach of computer systems, in which a human or even an autonomous entity de�nes
and con�gures the participation of each element of a system.

Although the alternatives based on central control exist and are feasible, specially
for computer systems, they present some drawbacks. The main drawback relies on
scenarios where systems are large-scaled or very dynamic. In these cases, the central
entity is supposed to present a very e�ective communication with all the elements, to be
well informed about and interact with each one of them, and a sophisticated processing
capacity to evaluate and de�ne the participation of each element. By de�ning hard
behavioral recipes for the individuals, which diminishes the monitoring and acting
requirement, the system becomes less �exible because it looses its capacity to adjust
to the environment dynamics, failures etc. Also, a clear problem is that the system
becomes very dependent of the presence of the leader.

On the other hand, central control can lead to systems with more e�cient organi-
zations. As the central entity uses a global vision of the system and it can control each
individual, it can de�ne a better arrangement of these individuals to achieve a better
or even an optimum performance. Obviously, it depends on the system size and the
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processing capacity of the central entity.

2.4 Examples of the Concept Application
Some examples of the concept application are described as follows. They are divided
in two classes, self-organizing systems in Nature, and in Computer Science.

2.4.1 Self-Organization in Nature
Nature has several examples of self-organizing systems, in which patterns and structures
emerge spontaneously, i.e., without the in�uence of a central entity. These systems
have attracted the attention of researcher for a long time and in di�erent areas such
as Physics, Chemistry and Biology [Ashby (1947); Kau�man (1993); Camazine et al.
(2001)]. Their main goal is the understanding of the basic mechanisms achieving self-
organizing behavior. To illustrate the application of this concept, we cite some examples
as follows.

2.4.1.1 Physical Systems

In Physics, where the term seems to be �rst applied, one of its use refers to the struc-
tural phase transformation such as spontaneous magnetization and crystallization. As
an example, Fig. 2.1(a) shows the magnetization case. Initial disordered spins of a po-
tentially magnetic material, such as iron, are caused by random movements of molecules
in the material, so their magnetic �elds cancel each other. However, when its is a�ected
by an external magnetic �eld or the temperature decreases, the spins align themselves
to point in the same direction producing a overall magnetic �eld. This organization
happens because spins pointing in opposite directions repel each other, and spins point-
ing in the same direction attract each other.

(a) Spontaneous Magnetization. (b) Bénard phenomenon.

Figure 2.1: Examples of self-organization in Physical Systems.
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Another example which can be illustrated is the Bénard phenomenon in Fig. 2.1(b).
Here, a liquid is heated uniformly from below and cooled uniformly at its surface. The
warm liquid tends to move up to the surface and the cool liquid at the surface similarly
tends to move to the bottom. The both opposite movements cannot occur at the same
time, so a kind of coordination happens with the �ows and a dynamical pattern of
hexagonal cells emerges.

These examples can be found in Heylighen (2005). And many other examples
could be cited such as equilibrium thermodynamics, and laser, superconductivity and
Bose-Einstein condensation, in the quantum domain.

2.4.1.2 Chemical Systems

In Chemistry, a common example of self-organization includes self-assembly, which
denotes a reunion of molecules reaching an equilibrium state without the help of an
external entity, and producing larger-scale structures and patterns, as the examples of
Fig. 2.2(a). Examples of self-assembled chemical structures include liquid crystals and
organization of lipids into membranes.

Another example refers to the oscillating chemical reactions, such as the Belousov-
Zhabotinski reaction. In such kind of chemical reaction a prolonged state of non-
equilibrium is maintained leading to macroscopic temporal oscillations and spatial pat-
tern formation. Fig. 2.2(b) shows waves of chemical activity propagating through a
receptive liquid medium.

(a) Molecules
self-assembly.

(b) Belousov-Zhabotinski reaction.

Figure 2.2: Examples of self-organization in Chemical Systems.

2.4.1.3 Biological Systems

In biological systems, there are many phenomena that have been described as �self-
organizing�. They range from the study of simple self-organized patterns found in
the pigmentation of shells and animal skins (e.g., Fig. 2.3(a)), to the complex social
behavior of animals. In this last case, we can �nd the most interesting examples of
biological self-organizing systems because they deal with the creation of structures by
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social animals (e.g., social insects as bees, ants and termites), which are more complex
then the inanimate objects studied in self-organizing systems of Physics and Chemistry,
and this suggest that self-organization should be expected in human society too.

A very classical example of self-organization in social behavior is the ant foraging,
as the example in Fig. 2.3(b). In the search of food, ants leave on the ground a trail
of chemical messages called pheromones. This trail is followed by other ants in a short
time, and when they return home from a food source they reinforce this trail, bringing
other ants. When the food source is exhausted, the trail is not reinforced and it slowly
dissipates. So, the ants restart the foraging process to build new paths from new food
sources.

(a) Shell pigmentation pattern. (b) Ant foraging.

Figure 2.3: Examples of self-organization in Biological Systems.

Many other examples of self-organization have also been studied, as the formation
of lipid bilayer membranes, the self-maintaining nature of systems from the cell to the
whole organism (homeostasis), the process of how a living organism develops and grows
(morphogenesis), and the origin of life itself from self-organizing chemical systems.

2.4.2 Self-Organization in Computer Science
As described before, the characteristics of the recent computer systems match very well
with the self-organization concept, and natural self-organizing systems reinforce this
idea. Thus, many research areas of computer science have been applying such concept.
Some examples are described as follows.

2.4.2.1 Multi-Agent Systems

A sub-�eld of Arti�cial Intelligence has been applying distributed processes in problem
solutions. This is the area of multi-agent systems [Russel and Norvig (1995)]. Some of
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the studied problems deal with the cooperation among several agents, forming agencies,
to solve problems that they cannot solve individually. These agent interactions clearly
present self-organization characteristics.

An example of self-organization in Multi-Agent Systems is the coordination models
[Ciancarini (2001)] that de�nes agent interactions (protocols and rules) for tasks such
as life control of agents (creation and destruction), communication �ows among agents,
spatial and mobility control, and agent synchronization [Ciancarini et al. (2000)].

2.4.2.2 Cooperative Robotics

Many applications of multi-agent systems are done in the physical world through co-
operative robotics [Balch and Parker (2002)]. In such applications, robots can self-
organize to accomplish a given task. For example, bio-inspired swarms of robots are ap-
plied for �eld exploration in a coordinated motion or cooperative task accomplishment
(See Swarm-Bots Project [Dorigo et al. (2004)]). Fig. 2.4 shows the self-organization
of a swarm of robots to pass through an obstacle.

Figure 2.4: Exemple of self-organizing robots.

2.4.2.3 Networked Systems

The networked system area represents a great potential for the application of self-
organizing principles and mechanisms. Recent and relevant work, such as in Zambonelli
et al. (2005) and Prehofer and Bettstetter (2005), have been being applied from the
micro scale, such as the micro-sensor networks, passing through the medium scale, such
as the ad hoc networks of PDAs, to the global scale, consisting of P2P and the internet
itself.

In addition to the sensor networks, which we explore in a deeper view in this
work, the ad hoc networks have natural infrastructureless and dynamic characteris-
tics, and self-organization has been considered since their initial propositions. Several
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works deal with self-organizing communication protocols (MAC, routing etc.), such as
in Clare et al. (1999) and in Blazevic et al. (2001), but we can also cite application
level approaches such as interaction models and spatial information sharing of TOTA
Middleware [Mamei and Zambonelli (2004)].

In computational grids, which are composed by di�erent computational elements
such as machines and data repositories, we can cite the community formation (clusters)
based on di�erent criteria such as performance, trust and cost of usage [Lynden and
Rana (2002)].

In P2P networks, which also have very dynamic characteristic, we can see the
self-organization concept applied to form overlays [Castro et al. (2004)] to build and
maintain logical relationship among their components.

Characteristics of self-organization are also found in the Internet TCP protocol, in
which the decentralized mechanism of adaptive congestion control deals with global
network congestion. Other studies such as the formation of Web Communities from
web page analysis [Flake et al. (2002)] can be seen as examples of self-organization in
global scale.

2.5 Chapter Remarks
Throughout this chapter, we presented a discussion about the self-organization concept,
its consequent characteristics, how it is found in nature and how it is being applied
in computer systems. In this last case, the great motivation is the scale and ubiqui-
tous characteristics of the modern computer systems, which di�cult their control by a
central entity. Thus, self-organization becomes a solution to deal with these systems
with simplicity, in which simple local rules performed by the system components make
a global behavior emerge for the whole system.

An important observation for the subsequent development of this work is that self-
organization is not synonymous of autonomous behavior. A system can be autonomous
based on intelligent computational entities which control the system individuals. Also,
this control entity can be present inside the network, out of sight from the system
users. Thus, someone could �gure out that this system is self-organizable. However,
the self-organization concept requires the absence of any central control entity, inde-
pendently from being internal or external to the system. A better discussion regarding
the self-organization concept and the autonomous operation, speci�cally with the new
paradigm of autonomic computing, is presented in Chapter 5.

In the next chapter, we will present a better discussion and related work referring
to the self-organizing wireless sensor networks, which are the focus of this thesis.



Chapter 3

Self-Organizing Wireless Sensor
Networks

This chapter presents an introduction to WSNs focusing on its self-organizing charac-
teristics. Such networks have been attracting the attention of the scienti�c community
due to its wide applicability potential. However, several envisioned applications de-
pend on its autonomous operation capability, thus, the self-organization concept has
emerged as a solution. In this chapter, we present an introduction to WSNs in Sec-
tions 3.1 and 3.2. Next, in Section 3.3, we discuss the need of self-organizing features
and its meaning for WSNs, and in Section 3.4 we present common self-organizing func-
tions of these networks pointing at some related work. Section 3.5 discusses alternative
approaches to self-organization, some comparisons and refers some important related
work to the WSN domain. Finally, Section 3.6 presents the concluding remarks.

3.1 An Introduction to WSNs
Wireless sensor networks (WSNs) [Clare et al. (1999); Pottie and Kaiser (2000); Aky-
ildiz et al. (2002); Loureiro et al. (2003)] are a particular case of ad hoc networks that
di�er from traditional networks in several features. They consist of low-cost and com-
pact devices with sensing and processing capabilities, and they are connected among
themselves by a wireless medium to perform distributed sensing tasks. When applied
in high scales, these characteristics allow a wireless sensor network to create a powerful
platform for processing data collected from the environment.

This type of network has become popular in the scienti�c community due to its
applicability potential. They have been employed in several areas [Arampatzis et al.
(2005)], such as environmental, industrial, health monitoring, surveillance, disaster
recovery, military and security applications.

13
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A basic example of WSNs architecture is illustrated in Fig. 3.1. Several sensing
nodes are deployed in an area of interest. These nodes send their sensed data to a
gateway (also called sink node), usually in a multi-hop way, to be further processed,
stored and accessed by user applications.

Figure 3.1: Example of a WSN.

Beyond the network scale, WSNs diverge from traditional networks in their hard
constraints. Generally, sensor nodes have strong energy restrictions, low communi-
cation bandwidth, and limited computational and memory capacity. Thus, WSNs
demand solutions that make an e�cient use of the network resources, mainly regarding
the energy consumption, because replacing batteries may be very costly due to the
network scale or even unfeasible due to a remote monitoring application, for example.

3.2 Sensor Platforms
As a typical sensor network platform we can exemplify the Mica2 sensor nodes [Cross-
bow Technology Inc. (2004)] (see Fig. 3.2). They were developed by researchers of
Berkeley University and are traded by Crossbow Inc. A Mica2 node is a low-power
device with a CC1000 wireless radio, a RISC 8-bit microprocessor ATMEGA 128L with
4KB of RAM and 128KB of �ash memory, and interfaces for several sensing devices,
such as thermometer and accelerometer. Applications are developed on the TinyOS
operating system [TinyOS (2004)], which is open-source and very modular.

The Mica2 node has become the widest applied platform and a reference for sensor
network applications. It also evolved to the MicaZ version in order to improve the
communication with the IEEE 802.15.4 standard [IEEE (2004)]. In addition, there is
still a lot of alternative platforms in development. We cite some examples as follows
(More details are explained in Ruiz et al. (2004)).
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(a) Mica2 sensor node. (b) Mica2Dot sensor node.

Figure 3.2: Examples of Mica2 sensor nodes.

In the academic domain, we can exemplify: The Smart Dust Project [Dust (2006)],
from the Berkeley University, whose goal is the reduction of the sensor scale to the order
of one cubic millimeter; The µ-AMPs [µAMPS (2006)], from the MIT, which applies
an adaptive energy control; The WINs Project [WINS (2006)], from the Rockwell Sci-
ence Center and University of California, which introduces a more powerful processing
and communication platform but with less energy concerns; and the BEAN Project
[Vieira (2004b)], from our own research group (SensorNet [DCC/UFMG (2006)]) at
Federal University of Minas Gerais, which applies common manufactured components
and introduces a new event-driven operational system, the YATOS [Vieira (2004a)].

As a commercial platform, the MillenialNet [Millennial Net (2006)] is an expressive
one. It introduces a complete sensor network solution that considers sensing applica-
tions, all the hardware and a self-organizable solution for communication with special
elements called Routers.

3.3 Self-Organization in WSNs
In general, several WSN applications require the adoption of a totally autonomous be-
havior. It is due to the necessity of sensing in remote places, which can be inhospitable
or of hard access, also in consequence of the network scale, which increases the network
complexity due to the exponential number of possible interactions among nodes that
can make the execution of management actions by administrators or central entities
massive or even impossible.

In addition, the scenarios where WSNs are applied may be very dynamic. In these
networks, topological changes are very frequent. For example, sensor nodes can be
destroyed by the environment, they can have their energy depleted, new sensor nodes
can be added to the network, or the wireless communication can be intermittent due
to interferences or obstacles. Also, some sensing architectures assume mobile nodes,
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as the Robomote Project [Sibley et al. (2002)]. Thus, the algorithms and protocols for
this kind of network must be able to enable network operation during its initialization,
and both normal and exception situations.

As described in Chapter 2, self-organization has become an important concept
being applied in large-scale and autonomous network systems. Its main idea is the
achievement of a global behavior through local interactions, which leads to networks
less dependent of central control and that tend to be robust, i.e., resistant to pertur-
bations. Thus, this concept matches the WSN goals very well, due to the autonomic
characteristic of the WSN elements, and their distributed and cooperative requirement
to achieve a common goal e�ciently.

In fact, self-organization has been considered in WSNs since their �rst works. For
example, it is pointed in Clare et al. (1999) the need of communication infrastructure
creation in a self-organizing way. Later, the application of self-organization concept in
the WSN domain was reinforced in Collier and Taylor (2004), in which some general
initial aspects are considered. And, in Figueiredo et al. (2005b), we have complemented
this view discussing some existing mechanisms applied in practice.

In a more objective view, the goal of a self-organizing WSN is to maintain all the
network functions (e.g., communication, and collaboration), adapting to perturbations
(topological or environmental changes), saving resources (e.g., energy, bandwidth etc.),
along its lifetime and without the need of centralized control.

3.4 Self-Organizing Functions in WSNs
Under a practical view, some fundamental functions of WSNs that have been applied
under the self-organization concept are exempli�ed as follows.

3.4.1 Communication
Communication is a basic functionality in any data communication network and it was
the �rst class of algorithms to be developed considering the self-organizing approach,
especially in ad hoc and sensor networks (e.g. Sohrabi et al. (2000)). The problem is the
creation of a communication infrastructure in a distributed manner and its maintenance
in the presence of topological changes. Basically, the fundamental communication
function deals with the establishment of links (link layer), mainly the channel access
organization (MAC sublayer), and routes between nodes (network layer). There are
many works regarding communication infrastructure, as we can �nd in general WSN
surveys [Akyildiz et al. (2002); Ruiz et al. (2004)], or in speci�c ones, such as for MAC
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[Naik and Sivalingam (2004); Macedo et al. (2005b)] and routing [Al-Karaki and Kamal
(2004)]. But some examples are discussed as follows.

3.4.1.1 MAC Layer

In MAC layer, several works consist in organizing the channel access in collision-free
links, mainly based on TDMA schemes. An advantage of this approach is the possibility
of saving energy in these more restricted networks. Examples of such algorithms are
SMACS (Self-organizing Medium Access Control for Sensor networks) [Sohrabi et al.
(2000)] and S-MAC [Ye et al. (2002)], which establish TDMA schedules among neighbor
nodes in a dynamic way through local negotiation.

In most existing sensor networks, the channel access is done by a contention method,
like the IEEE 802.11 MAC protocol. B-MAC [Polastre et al. (2004)] is an example for
the Mica2 [Crossbow Technology Inc. (2004)] sensor node platform. This method does
not require the maintenance of a special organization for channel access. When a node
wants to transmit a frame it simply veri�es if the channel is in use, controlling possible
collisions. This process works as the channel access organization happens every time a
node wants to transmit. An evolution of B-MAC that introduces radio power control
in a self-con�gurable way was proposed as part of the SensorNet project in Correia
et al. (2005).

3.4.1.2 Network Layer

The Network layer also concentrates several works dealing with routing infrastructure
creation and maintenance [Al-Karaki and Kamal (2004)]. Basically, source and des-
tination nodes interact with their neighbors and these interactions are propagated in
a multi-hop way in the network for route discovery and maintenance. For example,
AODV (Ad Hoc On-Demand Distance Vector Algorithm) [Perkins et al. (2003)] and
Push Di�usion [Heidemann et al. (2003)] shares the behavior of data �ooding from
the sources for path discovery and directed requisitions from destination for speci�c
backward path establishment.

Another simple and e�cient solution adopted in WSNs is a routing tree formed
through propagating local interactions from the destination (generally the sink). Some
examples are SAR [Sohrabi et al. (2000)], TD-DES [Cetintemel et al. (2003)], One-
Phase Pull Di�usion [Heidemann et al. (2003)] and some implementations in Woo et al.
(2003). Fig. 3.3 illustrates a routing tree global pattern emerged from local interaction
in which nodes choose their parents for data forwarding.

Particularly, in the SensorNet project, there are several works that deal with tree-
based strategies for routing in WSNs, some of them with my direct participation. Some
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(a) Before Self-Organization. (b) After Self-Organization.

Figure 3.3: Tree Formation Example.

examples are: STORM [Nakamura et al. (2004)], which applies di�erent strategies for
tree construction giving di�erent parent possibilities for data forwarding in the tree;
Difuse [Nakamura et al. (2005d,c,b)], which applies data fusion methods for the failure
detection and tree reconstruction needs; PROC [Macedo et al. (2006, 2005a)], which
introduces a radio scheduling scheme for energy savings; and Multi [Figueiredo et al.
(2004c,b)], which applies both reactive and proactive strategies for routing infrastruc-
ture construction. This last work is a relevant contribution of this thesis, and it is
better presented in Chapter 6.

The establishment of these local interactions based on bio-inspired semantic behav-
iors, in particular the ant-foraging [Bonabeau et al. (1999)], is also present in works like
the AntHocNet [Caro et al. (2005)] and Rumor Routing [Braginsky and Estrin (2002)].

3.4.2 Density Control
Generally, sensor nodes are deployed in a high density and ad hoc way (i.e., without
precise locations), causing many nodes sensing the same region and generating redun-
dant data. This redundancy can lead to an unnecessary high tra�c, increasing the
bandwidth usage and energy consumption.

In particular, it is very important to pay attention to the communication aspects
of a given algorithm or protocol for a WSN. The node transceiver consumes energy
not only during transmission and reception, but also in channel listening (idle state).
In general, the most expensive states in terms of energy consumption are transmission
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followed by reception, but the energy spent in the idle state cannot be neglected in the
network lifetime. A possible strategy to save energy is to turn o� the radio of redundant
sensor nodes. When this happens, these nodes are no longer capable of communicating
with other nodes, therefore the network topology and density are changed.

Thus, density control algorithms treat the redundancy of a wireless network in order
to deactivate instantaneous unnecessary nodes and save its resources, mainly energy.
The objective is to keep only a minimum set of active nodes guaranteeing the connec-
tivity and/or coverage. The �rst guarantees that active nodes are connected through
radio links, and the second maximizes the observability of the network area consider-
ing a sensing range for every node. Examples of density control algorithms considering
connectivity are GAF [Xu et al. (2003)], SPAN [Chen et al. (2002)] and ASCENT
[Cerpa and Estrin (2002)]. Examples considering coverage maintaining connectivity
are OGDC [Zhang and Hou (2005)] and CCP [Wang et al. (2003)]. Particularly, an in-
tegrated solution for density control and routing is proposed in Siqueira et al. (2006a).
It is part of the SensorNet project and it is better discussed as a contribution of this
work in Chapter 7.

Fig. 3.4 shows an example of the emergence of a global pattern where the active
nodes cover the sensoring area with a given density.

(a) Before Self-Organization. (b) After Self-Organization.

Figure 3.4: Density Control Example.
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3.4.3 Clustering
The clustering of a network is the process of dividing it into hierarchical levels which
are coordinated by a node with a special role called cluster-head. The organization
of wireless networks in clusters has several advantages: it can group related nodes
for some collaborative task; it can minimize the number of message transmissions
since communication occurs among this small set of nodes, thus saving energy and
bandwidth; the network complexity can be divided in subdomains; and �nally, given
all these points, it is possible to have a more scalable solution. In other words, a
self-organizing clustering can support others centralized functions in other operational
levels.

A classic clustering example for data dissemination in wireless sensor networks
is LEACH (Low-Energy Adaptive Clustering Hierarchy) protocol [Heinzelman et al.
(2000)]. It is an algorithm that creates local clusters through the self-election of
cluster-heads at periodical intervals. Many other proposals for clustering in ad hoc
and sensor networks can be found in the literature, such as in Ramamoorthy et al.
(1987) and Krishnan and Starobinski (2003), including more elaborated solutions for
multi-layer organization and role-assignment, such as in Kochhal et al. (2003). All
these referred clustering algorithms consist of proactive clustering approaches, and an
interesting reactive one can be seen in Kwon and Gerla (2002), in which the creation
and maintenance of clusters occur on-demand.

Fig. 3.5 shows an example of a cluster organization.

(a) Before Self-Organization. (b) After Self-Organization.

Figure 3.5: Clustering Example.
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3.4.4 Localization
Many applications and functions in ad hoc and sensor networks depend on the in-
formation of node localization. Some examples are routing, like in GPSR [Karp and
Kung (2000)] where packets are forwarded to neighbors in the physical direction of the
destination, in density control algorithms, like the GAF algorithm [Xu et al. (2003)],
and applications that need to relate events with their locations.

Some proposals assume that information about node positioning is given by the
GPS system. However, there are cases that the GPS signal is not available (e.g.,
indoor environment) or simply it is not possible to have a GPS receiver due to cost or
size restrictions. An alternative solution is to use a distributed algorithm that allows
nodes to �nd their relative positions inside the network area using range measurements
between them to build a whole network coordinate system. An example algorithm with
this functionality is called SPA (Self-Positioning Algorithm) [Capkun et al. (2001)].
It builds a local coordinate system for every network node from local interactions
for distance estimative, and proposes a procedure to transform them in an uniform
coordinate system for whole network. Other examples are found in Bulusu et al. (2004)
and in de Oliveira et al. (2005). The latter as part of the SensorNet project.

3.4.5 Others
Many other functions in WSNs can also be treated under the self-organization
paradigm. Some examples are security [Walters et al. (2005)], and synchronization
[Ganeriwal et al. (2003)].

3.5 Alternative Solutions to Self-Organization
As described in Section 2.3 of the last chapter, centralized solutions are alternative
to the self-organizing ones. Indeed, such solutions were the basis of traditional com-
puter systems before the introduction of more dynamic and large-scale systems. And,
the central control entities could be in form of human administrators or specialized
management systems.

Although the WSNs, and other classes of ad hoc networks, were conceived under the
self-organization paradigm, we can �nd several feasible proposals dealing with central
control to perform some organizational functions. Generally, these proposals are used
as complement to others still performed in a self-organizing way, mainly communication
functions. In the literature, we �nd several proposals regarding centralized density con-
trol and node scheduling. Some examples are the node scheduling based on a Voronoi
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diagram [Vieira et al. (2003)], and other for density control such as in Slijepcevic and
Potkonjak (2001) and in Cardei et al. (2002). They share the characteristic of using a
model of the whole network to perform calculations and heuristic algorithms in order
to establish a proper network organization.

A di�erent approach uses optimization techniques. They take the advantage of a
centralized model of the whole network to generate optimized organization solutions.
Some examples are the pioneer works developed within the SensorNet project, such
as optimization methods for density control and connectivity in Nakamura (2003),
Nakamura et al. (2005e) and Menezes et al. (2005), in which combinatorial optimization
methods are applied, or heuristic evolutionary approaches as in Quintão et al. (2004)
and Quintão et al. (2005). Due to the high processing requirement of such solutions,
they usually run in a special computational device outside the network, and depending
on the processing time, they are not feasible to very dynamic networks.

Such a centralized approach is very common in management solutions, as we can see
in the MANNA management architecture [Ruiz et al. (2003)], which is a pioneer work
in the sensor networks domain and a fundamental work of the SensorNet project. A
more speci�c example can be seen in Siqueira et al. (2006b), which applies centralized
density control as a management function. However, as also described in Section 2.3,
these solutions are expected to increase the need of communication e�ciency of the
centralized control entity with the whole network and its processing capacity. These
requirements become harder when the sensor network is expected to be more dynamic
and composed by huge amounts of nodes.

An intermediate approach deals exactly with the partition of the network in clus-
ters, and the control of restricted network nodes by cluster-heads. This vision is also
present in the management context, and it is also the basis of autonomic computing
and self-management, as the proposal in Ruiz et al. (2005). Particularly, in this last
citation, self-organization is used to form the cluster of nodes controlled by the cluster-
head, but other functions such as density control are performed within the clusters in a
centralized way. Thus, the complexity of a large network is divided, and the processing
and communication capacity of cluster-heads is diminished for performing the central
control. However, large networks can become very partitioned, and this can be unde-
sirable by requiring other hierarchical levels, and the communication and processing
requirements can still be higher than a solution entirely based on the self-organization
concept. The discussion regarding the relation of management, and particularly self-
management, and self-organization of sensor networks is extended in Chapter 5.

From this discussion above, we can conclude that there is room for all the alterna-
tive solutions due to the diversity of possible scenarios in WSN domain. For example,
a particular solution will depend on the application requirements, the network archi-
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tecture, the node platform constraints, the network scale, and the environment. But
self-organization is an important concept to be present in almost all cases.

3.6 Chapter Remarks
This chapter presented a discussion about the WSNs, their need of self-organization
features and several examples of important self-organizing functions. We discussed
that WSNs present autonomous characteristics due to their scale and dynamic scenario
applications, and self-organization really is an important concept to reach this view.
However, its application must be very objective to accomplish WSN functions e�ciently
due to the constraints of the existing platforms.

Although self-organization has been considered since the initial proposals of WSNs,
and, currently, there are several examples, we still have a lack of general paradigms or
methodologies for the development of new self-organizing tasks or the deployment of
them in WSN applications. In this sense, a step towards this direction is explored in
this work in Chapter 4.

A disadvantage of the self-organization concept due to its decentralized characteris-
tic is the di�culty of adjustment to external needs. As every computational system, a
WSN serves to a speci�c purpose, and it must accomplish the user needs (e.g., admin-
istrators or speci�c applications) properly. Thus, by applying self-organizing functions
a desired global behavior can be achieved in a totally distributed and autonomous way,
but mechanisms to adjust the global behavior to di�erent needs must be provided.
This is the focus of the contribution described in Chapter 5.





Chapter 4

A Design Methodology for
Self-Organizing WSNs

As described in the previous chapters, self-organization is an important concept in
the development of autonomous computer systems, and specially WSNs. In practice,
the design process of self-organizing tasks may not be trivial, and there is a lack of a
general methodology that could be used in this context. Thus, this chapter presents
a design methodology that reunites some insights that in some aspects refers to the
associated related work, and propose a guideline to assist the design process of new
self-organizing functions.

This chapter is organized as follows. Section 4.1 introduces the design problem
and the contribution of this chapter. Section 4.2 presents some general aspects on the
design of self-organizing WSNs, Section 4.3 presents some implementation aspects in a
more practical view, and Section 4.4 proposes a design guideline. Finally, Section 4.6
presents some concluding remarks and possible future work in this promising research
area.

4.1 Introduction
After the initial discussion presented in this work, we can see that self-organization
plays an important role for obtaining autonomous computer systems, and specially in
the WSN domain, which is the object of this thesis. While some basic mechanisms
regarding local interaction rules to achieve self-organization seem to be well-known �
as we can see in the existing solutions for WSNs presented in Section 3.4 or for other
communication systems such as ad hoc and P2P networks in Section 2.4 � there is still
the lack of methodologies and/or schemes to help in the design and development of
such systems.

25
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For the design of self-organizing WSNs, local interaction rules must be devised to
achieve a desired global goal for the whole network. And in practice, this top-down
translation is not easy due to the lack of formal models for this mapping. However,
some general design aspects and insights can be helpful in this intent, and this chapter
represents a step forward in the design process of self-organizing WSNs.

This chapter presents a design methodology composed by some general aspects, a
design framework that unites important insights and practical characteristics of the
application of self-organization in WSNs, and a design guideline that directs the search
of self-organizing solutions in a more objective way. In order to show the applicability
of the proposed methodology, this chapter also provides a case study built following
the steps and insights of the proposed design guideline. This case study deals with the
formation of self-organizing spatial patterns for sampled sensing.

The expected advantages of the proposed methodology are:

• It extends the discussion on the application of the self-organization concept in
WSNs by focusing on the design process. This discussion is also expected to lead
to a deeper understanding of the concept.

• It points to important practical aspects for the concept implementation. This
can be very helpful for new designs by serving as examples or as a basis.

• It assists designers in the development of self-organizing functions for WSNs
through the de�nition of important design steps. This can turn the design process
more straightforward.

All the aspects presented in the proposed methodology are described in the following
sections.

4.2 General Aspects
In contrast to other areas, such as Physics, Chemistry and Biology, in which the laws
of the nature (chaotic dynamics) control the local interactions or it is obtained by an
evolutionary process of million of years, in self-organizing communication networks,
and mainly sensor networks, we need to devise simple local interaction rules, codi�ed
in distributed algorithms, to achieve a desired global goal.

In general, translating global goals into local interactions is not an easy task, mainly
if e�ciency is required due to network constraints such as energy, bandwidth and
processing capacity. This translation aspect is still an open research area. However,
we can identify general features of these algorithms as follows:
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• Decentralized Control. There is no centralized entity that controls the par-
ticipation of the system elements, and the global behavior must be mapped to
local goals at each system element.

• Common Goal. The entire system must have a common goal to be achieved
through the cooperation of the individuals. This common goal can be seen as the
global behavior to be achieved from local interactions among the system elements,
and can represent a particular arrangement or con�guration of these elements,
or a desired global performance.

• Dynamic. The system must be dynamic. The state of a system element must
change based on its inputs (perceptions) and the local interactions with the other
elements. Two important aspects related to obtaining dynamics are adaptation
and exploration. Adaptation refers to the design of algorithms that adapt to
changes in its environment. Basically, adaptation occurs when an element reacts
to a perceived situation, such as a failure or an event, by changing its internal
behavior or the way in which it interacts with the other system elements. A
simple example of adaptation is multihop routing recovery in ad hoc and sensor
networks. After a failure in an element of a path, the other nodes that use it have
to react to discover an alternative route. Such an example was proposed in Naka-
mura et al. (2005d), and an example regarding event adaptation was proposed
in Figueiredo et al. (2004b), which is part of this thesis. With the exploration
aspect, the network elements must constantly try to increase its individual and
consequently the whole system performance. Thus, the elements should explore
di�erent alternatives to perform their functions e�ciently. A clear example of
this aspect is found in the ant-foraging behavior, which is also applied to ad hoc
routing (e.g., Caro et al. (2005)). Here, elements sometimes search for better
paths towards the destiny.

• Resource Preservation. The nodes must preserve their limited resources and
the self-organization cannot sacri�ce the goal of the application running on the
network. Thus, the dynamics of the system from local interactions must be
objective and precise through simple established rules.

4.3 A Design Framework
In the following, we present a framework which joins common characteristics found in
practical self-organization functions and that can turn easier and more comprehensive
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the design process of new self-organizing functions and applications. This framework
is proposed by analyzing the existing related work (see Chapters 2 and 3).

Figure 4.1 shows a general view of our proposed framework. In the lowest level, we
have the core of the framework that deals with local interactions and local informa-
tion, which is also the core of the self-organization concept. This core uses the basic
communication service for interacting with network elements. On top of the core, we
introduce two basic services: Role-Assignment service and Neighborhood information
abstraction. These services are present in the development of practical self-organizing
functions in network systems, and can create an abstraction level for the development
of new services or applications.

Figure 4.1: Self-Organizing Framework Overview.

4.3.1 Framework Core
The goal of self-organizing systems is to obtain a global behavior from local interactions.
So, based on these interactions and on the information acquired through them, an
element can establish its form of participation in the system and how it contributes
with the global behavior. We discuss these ideas applied to WSNs as follows.
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4.3.1.1 Local Information

In self-organizing systems, local decisions to actions (or reactions) may depend on
the availability of information at a network element. Basically, we divided the local
information set in two main classes:

• Self-dependent information. Many functions consider internal information of a
node for the decision of its role or how it will respond to local interactions.
It can be an internal state information, for example, the current role, or local
information, such as node energy measurement, positional coordinates and sensed
data. LEACH [Heinzelman et al. (2000)] is an example in which the role (cluster-
head or common node) to be assumed by a node depends only on a probability
function over its residual energy.

• Neighborhood acquired information. This type of information is dynamic and de-
pends on message exchanges among neighbors and their carried data. Depending
on the information acquired in a neighborhood, a node can take some reaction
or change its state. For example, in the density control function (e.g., OGDC
[Zhang and Hou (2005)]), a node can receive the positional information and state
of its neighbors. Based on these data, it can verify if they cover its sensing area,
and depending on the result, it can decide to assume an active or inactive state.

4.3.1.2 Local Interactions

In a communication network, local interactions occur among nodes in a neighborhood,
i.e., among nodes which are reached directly, through message exchanges. In a wireless
network, the neighbors of a node are the nodes that are in its radio communication
range. Generally, these interaction messages inform the neighborhood about a node
state and/or its local information in order to let them take their own decisions. Addi-
tionally, these interactions can be propagated iteratively in a hop-by-hop way through
the network elements, like chain reactions. The same behavior is also seen in natural
systems, such as chemical gradient reactions secreted by biological cells or propagating
neural synapses in brain.

In the WSN context, messages carrying local and/or propagated information can
be exchanged through mechanisms such as: Flooding, in which information is prop-
agated for all connected nodes in an n−hop neighborhood without modi�cation, for
example, to inform neighbors of a node presence and its local information; Gradient,
which is similar to �ooding but information being propagated can be modi�ed (e.g.,
accumulated) in every hop, and that can be used, for example, to establish cost func-
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tions in the network; Direct interaction, in which a direct neighbor that must receive
the message is speci�ed.

4.3.2 Service Abstraction Level
The goal of the framework abstraction level is to provide a set of common services
that can be used to compose the design of higher level self-organizing activities or
applications. Services in this level use the set of core primitives of the framework to
abstract design particularities from higher levels. This level is envisioned to be totally
extensible as experience and new implementation occur, but it focuses in the following
two basic services.

4.3.2.1 Neighborhood Information Service

As described before, many local decisions taken by network nodes depend on acquired
neighborhood information. Thus, a basic service that creates a list of neighbors and
their acquired information through the interaction primitives can help in the design of
several self-organizing functions. In fact, some proposals deal speci�cally with these
services by implementing particular mechanisms and providing an API function set for
easier sensor network programming. Some of them are Hood [Whitehouse et al. (2004)]
and Abstract Regions [Welsh and Mainland (2004)], which abstract neighborhood in-
formation exchange. Thus, the implemented services or their applied mechanism can
be used for new designs.

4.3.2.2 Role Assignment Service

Many self-organizing activities are associated with special roles which are assigned to
network elements in order to establish a speci�c behavior. For example, the clustering
function can be seen as a role assignment problem where the roles can be cluster-head
or common node. In the same form, the density control function can be seen as the
attribution of active or inactive roles to the nodes in order to accomplish a system goal,
in this case, e�cient area coverage. In a general way, the role assignment service is
comprised of methods for role speci�cation, by de�ning the di�erent roles that can be
assumed by a node; and role conditions, by describing the conditions (local or acquired
neighborhood information) in which a role is established. The Generic Role-Assignment
proposal [Frank and Römer (2005)] is a clear example in the WSN domain following
these characteristics. Again, using an implemented service or its applied mechanism
can helpful for new designs.
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4.4 A Design Guideline
In order to assist system designers in the development of self-organizing functions for
WSNs, we propose a guideline which directs the search of these self-organizing solutions
by exploring the framework insights described before. The guideline starts from the
de�nition of the desired global system behavior, and it goes through several steps to
produce the local behavior of the network elements to ful�ll the system requirements.
These steps are shown in Fig. 4.2 and they are detailed in the following.

Its is important to stand out that this guideline will not generate solutions to be
directly applied to the WSNs, and the experience and knowledge of the designer is
fundamental for the generation of correct and e�cient solutions.

Design Revision

Global Goal
Specification

Local Behavior Mapping

Local Goal
Specification

Local Information
Specification

Local Interaction
Definition

Integration

Implementation and
Evaluation

Figure 4.2: Design Guideline.

4.4.1 Global Goal Speci�cation
The �rst step is the description of the global behavior to be obtained by the net-
work. The more details can be provided in this phase the better the speci�cation and
characteristics to be considered in the subsequent steps.

As global behavior examples we can cite the formation of a tree structure connecting
the network nodes from the sink, which is a very common applied infra-structure in
WSNs, or a density control function, in which the network nodes form a subset of active
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nodes to perform the sensing task and maintain the network coverage by considering
sensing ranges for the nodes.

Important details that can be surveyed for these examples could be: if their organi-
zation must be maintained pro-actively or only on-demand, in case of adaptation due
to some speci�ed situation as failures; or still if their organization must change along
the network lifetime to share the resource consumption among all network nodes, in
this case by requiring the introduction of a random factor in the organization process
or the usage of memory and historical behavior.

4.4.2 Local Behavior Mapping
The main problem in the self-organizing design is the process of translating a desired
global behavior in local interaction rules among its elements. And once they are estab-
lished, not necessarily the global goal is achieved with its all performance requirements.

An important aspect in this intend is the use of nature-inspired solutions, in which a
desired self-organizing behavior found in natural systems can be mapped to the design
of computational systems. This nature-inspired engineering process is a promising
technique to achieve intelligent autonomic systems and some examples are under the
term Swarm Intelligence [Bonabeau et al. (1999)].

By considering a design �from scratch�, the common characteristics found in the
proposed framework of the last subsection may be very helpful. For example, if pos-
sible, the developer can think the self-organizing function under treatment as a role
assignment problem, and then follow the described ideas to guide the design process, or
even use some service already implemented. If the function can not be dealt this way,
the developer can still try to use some known or available information mechanisms. In
summary, the existing knowledge implicit in these services can help the design task.

Anyway, in order to better guide the design process or turn it more comprehensive,
this �local behavior mapping step� is divided in the following sub-steps:

4.4.2.1 Local Goal Speci�cation

The �rst step on the attempt for global to local behavior mapping is the speci�cation
of the local goals, i.e., the goals for each network element. Basically, a local goal relates
the decision to be taken by an element with the conditions observed by it (from itself
and/or from neighborhood). Besides, this decision can result in adjusting a parameter
set, the de�nition of a state or the roles to be played by an element.

Following the examples cited in the �rst step, we can describe the local goal of
an element as: in the tree organization case, setting a neighbor node as parent; or
in case of the density control function, deciding for the inactive role if it is covered
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by active neighbors or active if otherwise. Again, some details can be important to
generate solutions in compliance with the global system requirements. For example,
if the distribution of energy among the nodes is important, the local goal in the tree
organization could be to choose a neighbor node with the highest residual energy as
parent, and in the density control case, to decrease the chance to be active according
to the decrease of the energy level.

4.4.2.2 Local Information Speci�cation

To support local decision and accomplish the local goal, all local information neces-
sary must be speci�ed. As described in the conceptual framework, these data can be
self-dependent (internal information of a network element) or acquired from the neigh-
borhood. The speci�cation of the needed information will help in the de�nition of the
interaction mechanisms (next step) to accomplish the local goals (previous step).

As an example, in the tree organization case, a node must know about the existence
of neighbors and some metric about them (such as residual energy, position or number
of hops to sink) for the choice of a parent. In the density control example, a node must
acquire the position, state (if active or not) and the sensing range of the neighbors,
and its own residual energy to check if its area is covered and choose its own state.

4.4.2.3 Local Interaction De�nition

An interaction mechanism must be de�ned when neighborhood information is needed
in a self-organizing function in order to a node take a decision and accomplish its local
goal. This mechanism will establish the information which must be exchanged and how
it is done. Due to restrict resources of WSNs, this interaction must be very objective
and e�cient, and its de�nition consists of a critical phase in the design task. Besides,
it is the moment in which the designer's experience is most important.

Basically, local interaction mechanisms are comprised of:

• The de�nition of the messages and the information carried by them.

• How these messages are exchanged among the neighborhood. In this case, the
temporal aspect of the interactions and/or their conditions is important (e.g.
interact periodically, or only as a response to other interactions or detected con-
dition).

• The establishment of the relation between the local interactions and local deci-
sions. In other words, it is necessary to determine the moment of the interaction
process the local decisions are taken.
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All these sub-steps comprise an information service, as described in the conceptual
framework. Thus, at this moment, the de�nition of a generic mechanism which will
bene�t other self-organizing functions or the consideration of an existing one can be
useful.

As an example, in the tree infrastructure case of the last step, a common inter-
action mechanism found in the literature (as in Zhou and Krishnamachari (2003)
and Figueiredo et al. (2004b)) de�nes a local interaction mechanism as a �ooding
started from the sink node in which each node broadcasts the building message with
its own id, position, residual energy, and the number of hops obtained from the re-
ceived messages incremented by one. Regarding the parent decision, it can be done
during the �ooding process after receiving some neighbor broadcasts (controlled by a
random timer, for example) and before sending its own broadcast and continuing the
process. By this way, the parent choice can be restricted, but this process permits the
construction of the tree structure at once and avoids the formation of loops.

Following the density control example, local interactions are necessary to inform a
node about the neighbor states. This could be done through broadcasts by the nodes in
rounds. However, the nodes need information from each other to take a local decision,
and so this decision can not be performed independently at the same time. Thus, a
scheme such as choosing some random nodes to start local interactions in the active
state, and proceeding with these interactions in a similar way but using the already
propagated information for local decision must be introduced. This is exactly the idea
present in the OGDC [Wang et al. (2003)] solution.

From these two examples, we can see that the relation between local interactions
and local decisions is very important to obtain correct and e�cient self-organizing
functions.

4.4.3 Consideration of Integration Possibilities
As described in Chapter 3, many self-organizing functions are expected to be applied
in WSNs. This fact is clear in several communication protocol layers such as MAC and
routing, but other functions must also be considered for e�cient WSNs, such as density
control and clustering. As a consequence, integration aspects of di�erent functions must
be considered in order to achieve a correct as well as an e�cient operation of these
networks. Thus, this step is fundamental in the design of self-organizing WSNs.

As a clear example of the need of integration, we can consider the routing and
density control functions. With a density control algorithm running independently,
additional dynamics are introduced to the network topology alternating redundant
nodes to active or inactive states to save energy. Thus, some previously established
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routes by a routing algorithm can be destroyed by the density control algorithm, and
this will lead to data packet losses until the route recovery.

In this guideline, we present two general approaches that can guide the design of
integrated self-organizing functions in WSNs, and they are described as follows.

4.4.3.1 Synchronization Approach

A very simple solution consists of a simple synchronization of the considered functions.
In this case, the functions must execute in a given order satisfying their dependencies
for a proper operation of the network. The advantage of this approach is that the
self-organizing functions are considered with the minimum of modi�cation, i.e., their
deployment can be done as they were independently proposed.

For the previous routing and density control integration example, the routing in-
frastructure formation could be scheduled to execute just after the density control
organization, so routes are reestablished after the topology alteration by the density
control.

Obviously, such synchronization approach is only possible when the functions occur
in well-de�ned periods and have a well-de�ned duration of execution. However, many
organizational aspects of WSNs are treated in rounds, as the examples of LEACH
[Heinzelman et al. (2000)] in clustering and OGDC [Zhang and Hou (2005)] in density
control.

Even with the execution in rounds, this synchronization can be hard to implement.
Due to distributed character of the self-organizing functions, their execution duration
may be variable and cannot be determined without having a global view of the net-
work. An alternative is the use of extra mechanisms for providing this support, which
can increase the solution complexity, or a synchronization point can be estimated (or
super-estimated to avoid problems), but in this case the network performance can be
impacted with longer organization intervals. As a solution, a more aggressive approach
for integration of self-organizing functions is discussed in the following.

4.4.3.2 Integrated Design Approach

The second approach consists of an attempt to integrate the design of several self-
organizing functions. Generically, this approach optimizes di�erent functions by unify-
ing their goals and utilizing common information and interaction mechanisms. Ideally,
when all these uni�cations can be done, we obtain a fully integrated solution in which
several self-organizing functions can be considered as a single one.

The advantage of this approach is that it can lead to more e�cient solutions which
meet the design requirements of constrained WSNs. By unifying the local interaction
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mechanisms and the exchanged information among the network nodes for di�erent
functions we have a great reduction of resource consumption with less message ex-
change. Besides, in opposition to the last described approach, it also allows a more
e�cient interaction among the self-organizing functions, since they can be designed to
work concurrently in perfect synchronization and without extra costs.

Regarding the same routing and density control example described before, the ne-
gotiation messages to inform node states (active or inactive) and position for coverage
veri�cation can �ow from the sink to the network edges and be used directly to de�ne
a routing tree for data forwarding by considering only the active nodes. This example
is better explored in Siqueira et al. (2006a), and it is presented in more details as part
of this work in Chapter 7.

Of course, this approach turns the design process more complex by requiring from
the designer the identi�cation of integration opportunities. Besides, it is not possible
to be used in all the cases. For example, in some localization functions some special ne-
gotiations using special elements (such as beacons) are necessary for the establishment
of a global coordinate system, and these elements do not participate of others self-
organizing functions. Thus, this function cannot be considered to be fully integrated
with others and the synchronization approach would be complementary applied.

The issue of integrated design is already applied in WSNs under the term �cross-
layer design�. Many proposals exist but mainly regarding aspects of communication
protocols, and particularly regarding to MAC and routing protocols, as in Ding et al.
(2003); Zorzi (2004); Sichitiu (2004); Cetintemel et al. (2003). Additionally, not nec-
essarily the functions are fully integrated as one solution, but they can only consider
a knowledge between layers. In our approach we discuss the need of such integration
in a wider view considering self-organizing functions not only related to the network
stack, and a fully integration is possible and can bring bene�ts.

In fact, integration aspects can be considered not only after the previous steps of the
methodology, but also during the design of a new function, diluted in the previous steps.
This can be done by considering previously designed functions and their characteristics
that can be used by the new one, and again, requesting experience from the designer.

4.4.4 Implementation and Evaluation
After the design of the local behavior of the network elements, it is necessary to verify
if the global behavior is achieved, and of course, the network must be put in operation.
Thus, the system must me implemented to be evaluated.

A faster way to verify if the design will perform properly is through simulations.
Simulations permit the test of speci�c and di�erent conditions and its results can be
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used for design revision (as described in the next step) without the costs of a real
implementation and experimentation, which can be performed only when the design is
considered mature.

4.4.5 Design Revision
Due to the di�culties of mapping a global goal to a local behavior, many attempts can
be necessary until a global goal is achieved considering a desired performance. Thus,
the result of the last step can be used in a possible redesign in order to improve or
correct the system performance.

This consequent cycle in the design task can be specially useful in the design of
nature-inspired solutions or in the integration of di�erent self-organizing functions. In
the former case, nature and computer needs and requirements may not match very well,
so repetitive design cycles may be necessary to adequate the nature-inspired solution.
A similar idea is introduced in Zambonelli et al. (2005). In the latter case, previously
designed functions can be reviewed to accommodate the integration of a new one.

4.5 Case study: Self-Organized Spatial Patterns for
Sampled Sensing

In this section, we present a case study that forms self-organizing spatial patterns for
sampled sensing. The idea is to activate only a subset of nodes for sensing, because not
all the node information can be necessary for a given application in a given time. Also,
the active nodes form a spatial pattern in order to provide a representative sample of
the network state to the application. This view can be complementary to proposals
that deal with density control for energy-e�cient operation.

In fact, the design issues presented in this work are hard to evaluate and vali-
date. But we believe that the case study following the proposed design guideline as an
example can show its usefulness.

4.5.1 Global Goal Speci�cation: Spatial Patterns
The desired global goal to be achieved by the network elements is a subset of active
nodes following some spatial pattern. To be more speci�c, we consider two spatial
patterns in this case study:

• Border Activation. This pattern can be useful in intrusion detection applications,
in which only the border nodes can be sending data to inform if the network area
is being invaded.
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• Concentric Activation. Nodes are activated from concentric distances from the
sink. With such a pattern, the sink may have a representative vision of the net-
work without using all the network nodes. This pattern can also be dynamic
through several steps, such as a radar monitoring, so the sensing load is dis-
tributed among the nodes and the collected information can complement that
obtained from the last step.

4.5.2 Local Behavior Mapping
As described in this work, mapping a global goal to a local behavior is very challenging
and there is not formal methods to do so. Also, the designer experience is important.
From the framework insights (Section 4.3), which were discussed from the observation
of real self-organizing function implementations, the spatial pattern of active nodes
may be considered as a role-assignment problem. In this case, the roles to be achieved
by the nodes are active or inactive sensing, but there is still the di�culty of determining
the conditions that leads to the desired behavior.

Clearly, the information of the neighborhood position and state is necessary for
the establishment of the role of an element. How to provide and how to use these
informations is the goal of the subsequent steps. However, by observing self-organizing
systems in nature, we see that a lot of them present an emergent spatial pattern
formation (e.g. propagation of chemical reactions or skin pigmentation of animals
[Camazine et al. (2001)]). In addition, we can found many works that propose Cellular
Automata to model such self-organizing systems [Wolfram (1986)]. Thus, the behavior
of a Cellular Automata inspired the construction of this case study.

4.5.2.1 Local Goal Speci�cation

The goal of every node is to stay in an active sensing state if a given condition is
veri�ed. The applied rules that determine this condition for both considered examples
are:

• Border Activation. This is a very simple and intuitive case. A node will stay
active and send data to the sink only if it does not receive information of one
of its immediate nodes after the information process. If there is some direction
without node interactions, this means that the node is in a border.

• Concentric Activation. This case is not so intuitive, and we take the observed
game-of-life behavior for cellular automata [Wolfram (1986)], which is similar to
the desired organization by creating a propagation of state scheme from a node
with a given �xed state, as the basic solution. In this case, the sink has the �xed
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state of 1, meaning active for sensing. So, if a node is in state 0 (inactive for
sensing) and after the information process it perceives any neighbor in state 1, it
also turns to the state 1. Otherwise, if the node is in state 1, after the information
process it will return to the state 0.

4.5.2.2 Local Information Speci�cation

As introduced before, for local decision on the role to be played by a node, the infor-
mation of the neighbor nodes position and state is necessary for the establishment of
the role of an element (neighborhood acquired information). This information can be
maintained either in cache for the received messages, or in speci�c local variable that
stores only the relevant information. By following the Cellular Automata Model, we
can compose a grid that indicates the positional states of the neighborhood. Thus, we
consider eight equal cells that store the data of the nodes in any of the directions (
vertical, horizontal and two diagonals) from a given node. Particularly, in the case of
concentric activation, the earlier state of the node is also necessary to de�ne the next
(self-dependent information).

4.5.2.3 Local Interaction De�nition

After the latest steps, some mechanism must be implemented to perform information
exchange among the nodes. In this moment, some existing information service might
be useful, but we build a simple one following the cellular automata model as follows:

• Message de�nition. We simply put all the information described in the last
step (current state and location of a node) in a broadcast message to inform all
neighbor nodes.

• Message exchange. A cellular automata model works in rounds in which the
state to be played in one round depends on the existing information of the last
one. Also, we must accommodate the network dynamics (topology changes due
to failures, node inclusion, battery depletion etc.), and change the network state
along its lifetime. Thus, we de�ne rounds in which every node sends the speci�ed
information message at the beginning.

• Local Decision. The decision of the roles of the nodes is done by applying the
speci�ed rules just after the reception of all the neighborhood information at the
beginning of a round (which can be controlled by a timeout). Thus, this new
state will last during the following round and will be informed at for the next.
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4.5.3 Integration
The fundamental goal of a WSN is to collect information from the environment and to
deliver it to a network observer through a sink node. A very common infra-structure
for data collecting in WSNs consists of a tree-routing organization from the sink [Hei-
demann et al. (2003); Sohrabi et al. (2000); Woo et al. (2003)], in which each node
determines its parent for data forwarding towards the sink.

A property of such a tree-building process is that the sink starts it by sending
control messages in broadcasts, and every node in the network will propagate its own
control message after its parent de�nition. Thus, we can use this common tree scheme
as a basic information service to feed the neighborhood of a node with all the speci�ed
information. The advantage of this approach is the integration of a necessary infra-
structure organization, in case the routing tree, with the new self-organizing function
being developed in a single process (integrated design approach). This integration
simpli�es and permits resource savings in the organization functions by unifying control
messages for tree construction and information exchange.

Usually, the tree building process is periodically repeated to support eventual net-
work variations, so it matches with the round organization mechanism described before.
Inner this process, a node decides its role only after the reception of all the neighbor-
hood information, and this is easily implemented given a timer to execute the local
decision after the reception of the �rst neighbor message. And this timer must be con-
�gured to execute after a period large enough to receive all neighborhood information.
An additional fact is that this process is started by the sink, and then it is easier to
maintain all the nodes synchronized through the rounds.

4.5.4 Implementation and Evaluation
The next step of the guideline consists of putting the designed functions in operation.
In this case study we perform this step in a simulation environment, which turns easier
and faster the validation of the design and permits rapid re-design activities in case of
the need of adjustments.

The simulator used was the ns-2 Network Simulator [NS-2 (2004)]. The simulation
parameters were based on the Mica2 Sensor Node [Crossbow Technology Inc. (2004)]:
transmission power of 45.0 mW, reception and idle power of 24.0 mW, bandwidth of
19200 bits/s, and a communication radius of 40 m. As this platform uses a CSMA/CA
like MAC layer protocol, we used the IEEE 802.11 implementation available in ns-2.

As the Mica2 nodes can work with a temperature sensor, the application chosen to
be simulated was the temperature monitoring of a square area. In this application, the
Mica2 nodes sense continuously and periodically report their results to the sink node
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if they are in the active state. The periodicity of report was set to 10 s in all cases, all
the nodes beginning their sensing activities in random times between 0 and 10 s. The
data packets sent have 32 bytes. For the tree-based information process, we considered
control packets of 32 bytes and rounds of 100 s.

As a case study, we developed both examples considering a network of 100 nodes in
a grid disposition (to simplify the application of rules considering location information),
and the sink near the center. The nodes are 20m distant in the vertical and horizontal
from each other, so nodes can communicate with 8 neighbors considering the four
diagonal nodes.

The result of the border activation rule can be seen in Fig 4.3, and only the border
nodes (�lled nodes) send data to the sink through the routing tree.

Figure 4.3: Border activation.

By applying the concentric activation rule, the patterns shown in Fig. 4.4 are formed
and switched in every round (the tree formation was omitted in the �gure). So, in every
round sensing samples are taken from di�erent distances from the sink. This dynamic
activation distributes the data collection and consequently the resource consumption
among the nodes.

In both cases, the amount of data in the network is reduced (only 36% of the nodes
in the border activation and approximately 50% in the concentric sampling), which
allows resource savings if the application does not need data from all the network
nodes.

4.5.5 Design Revision
This case study was developed focused on simplicity, and the simulated scenarios were
de�ned to turn its evaluation easier. However, in real application scenarios, we may �nd
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(a) Instant n. (b) Instant n+1.

Figure 4.4: Dynamic activation.

signi�cant di�erences that can lead to a design revision. For example, the disposition of
the nodes can not follow a regular grid, which is very di�cult in practice, and a random
disposition require di�erent forms to deal with neighborhood state information related
with positional characteristics. Thus, a design review can be necessary to deal with
these di�erences, and particular issues of the presented case study will be explored as
future work.

4.6 Chapter Remarks
This chapter presented important insights and practical characteristics of the applica-
tion of the self-organization concept to WSNs focused on the design process. Besides
some general aspects, we proposed a general design methodology that unites common
characteristics found in self-organizing functions, and de�ne a guideline that can guide
the design process of new ones. Although the validation of the proposed methodology
is di�cult to obtain, it represents an original work as a complement to the exiting
proposals in literature, and we believe that it can be helpful for guiding new designs.
Additionally, a case study was discussed following such design aspects.

As future work we intend to complement the framework with other self-organizing
mechanisms. Particularly, many aspects and the case study are based on a pro-active
process, so we plan to explore reactive schemes which can be applied to on-demand
self-organization cases such as tracking applications. Also, we intend to better explore
the presented case study as an individual contribution, because WSNs have a spatial
characteristic and spatial patterns can be useful in many applications.



Chapter 5

A Management Scheme for
Self-Organizing WSNs: Acting over
local rules

As described in Chapter 4, self-organization is an important concept being applied
to WSNs to achieve robust autonomous operation, and the observed design aspects
lead to solutions in which the network elements interact only among themselves, in a
completely decentralized way, to accomplish a function for the proper network oper-
ation. However, application and management goals can change along the time, and
a scheme for controlling these element interactions to adjust or change the achieved
global behavior to a new requirement has not been explicitly addressed yet. This chap-
ter presents a general scheme for managing this kind of network by focusing it in the
self-organization characteristics. The proposed scheme is composed by a central idea,
which consists of acting over local rules guiding the element interactions according to
required goals and/or QoS metrics, and a methodology, which de�nes a generic pro-
cedure and relates important aspects for the design of the management solutions. We
demonstrate the applicability of our scheme by presenting some case studies.

This chapter is organized as follows. Section 5.1 introduces the problem of adjusting
self-organizing networks to di�erent goals, the existing approaches, and the proposed
solution. In Section 5.2 the proposed management scheme is presented. Next, in Sec-
tions 5.3 and 5.4, some practical case studies showing the applicability of the proposed
scheme are presented. Section 5.5 brie�y points to related work and their relation with
the proposed scheme. Finally, the concluding remarks and possible future work are
discussed in Section 5.6.

43
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5.1 Introduction
In a practical way, a WSN serves to a purpose, it has clients (e.g., user, application or
administrator), and the changing of global goals, QoS requirements, or global feeling of
the network performance (general network conditions not necessarily regarding to each
individual) by these clients can demand management actions from external entities,
which is characterized as a �top-down� approach.

Traditional approaches for network management are based on centralized control
over the system individuals by the management entities. Such an approach may be
unfeasible to large scale and dynamic systems like the WSNs, mainly for human ad-
ministration, because this central control increases the complexity of the processing
performed by the management entity, and of its communication when interacting with
all the network elements. Even though the emergence of the concept of Autonomic
Computing [Kephart and Chess (2003)] and advances in the self-management of ad
hoc [Shen et al. (2003)] and sensor [Ruiz et al. (2005)] networks have been introduced,
these solutions maintain some self-organizing functions and apply other management
functions using centralized autonomic managers. Also, it is not properly addressed
how to adjust the self-organizing functions themselves according to changes of the ap-
plication goals and requirements. On the other hand, by following the self-organization
paradigm, which consists of a �bottom-up� approach, no individual in the network has
the global vision of the network and an authority to de�ne a di�erent behavior to the
other individuals to accomplish a di�erent goal. Thus, a complementary approach is
needed.

In this chapter, it is presented a general management scheme that consists of ad-
justing the global network behavior by acting over the local rules governing the self-
organizing functions. This is done by central management entities according to required
system goals and/or QoS metrics, and a global perception of the network. A method-
ology that de�nes basic procedures and relates important aspects for the design of such
management solutions for WSNs is also provided. Additionally, the applicability of the
proposed scheme is demonstrated by presenting some interesting case studies.

The advantages of the proposed scheme are: 1) It permits the application of self-
organizing functions in lower operational levels with all their particular advantages,
which considers only local characteristics. 2) It permits the changing of the system
behavior when necessary by observing global goals and perceptions of the network,
and it is not focused on individual monitoring and control of elements. 3) It turns
explicit important aspects of the design of management solutions for self-organizing
WSNs, which can guide other developments. 4) It presents a complementary view
to the existing solutions in literature for the management of self-organizing networks,
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and which also advances in the relation between self-organization and self-management
concepts.

5.2 A Scheme for the Management of
Self-Organizing WSNs

In this section, the proposed scheme for managing self-organizing networks is described.
First, it presents a general model of the scheme that introduces its main idea. Next,
it presents the steps of the methodological approach for the design of management
solutions.

5.2.1 General Model
As described before, a WSN may have to accomplish to di�erent goals established by
external entities like applications or administrators, and it also may have to adjust
itself to di�erent global network perceptions during its lifetime. By following the self-
organization paradigm, the functions of this network are performed in a decentralized
way only through the local interaction among the elements, but no individual in the
network is aware of the external needs nor has the global vision of the network to de�ne
a di�erent behavior.

In this context, it is introduced an intermediary view in which basic operational
functions of the network are performed in a self-organizing way in a lower level, and
centralized management entities (internal or external to network, and autonomous
or not) control the local behavior played by all the individuals in order to satisfy
di�erent global goals. The proposed scheme is depicted in Fig. 5.1. Basically, it is
represented at the bottom part the self-organizing functions that must be performed
for the proper network operation and their correspondent local rules and parameters.
The top represents the management entity that monitors the external needs and the
network condition, and which may decide to change its self-organizing behavior.

For the design of management solutions following the proposed approach, it is also
provided a methodology with generic procedures that relates important aspects. This
methodology is presented in the following subsections.

5.2.2 Mapping Global Goals and Local Rules
There are several self-organizing functions that can be applied together for the proper
network operation. Some examples are routing, clustering and density control (see
Chapter 3). For each function there are several proposals in the literature that deal
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Figure 5.1: General model of the management scheme.

with particular solutions for di�erent scenarios or requirements. Each solution is com-
posed by its own set of local rules, which guide the local interactions to achieve the
desired organization, and their parameters. As an example, routing rules could have
a parameter specifying the routes validity and refresh rate, and a density control rule
could specify the considered sensing range of the nodes which impacts on the achieved
density for coverage maintenance.

When the network goals change, the parameters of the applied local rules or even
the rules must be changed to achieve this new desired behavior. Thus, an important
procedure in the design of management solutions is the relation of the di�erent global
goals of the network with the di�erent local rules and parameters that can achieve the
desired global behavior. In fact, there is no formal method for mapping local rules
with global behaviors. This still is an opened research area of self-organizing systems.
Thus, the experience and knowledge of the developer is important.

5.2.3 De�ning the Changing Mechanism
Once di�erent goals and rules are de�ned, they must be available for the action of the
management entity. In this procedure, two important aspects are identi�ed: turning
di�erent rule set available, and interaction mechanism for changing among them.

This work considers two basic approaches to turn rule sets available: Through pre-
de�ned rule set or through programmable rules. The �rst case considers that
there is a pre-de�ned set of rules embedded in the node to be set by the management
entity. Thus, simple attribute-value messages sent to the network nodes can de�ne
which rules must be applied and set their required parameters. The advantage of this
approach is the simplicity of the solution and the way that management entities inter-
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act with the network, but it is also very restrictive by considering that the appropriate
alternatives are already known by the network designers. In the second case, pro-
grammable rules, the system changing is possible by reprogramming the nodes. This
reprogramming is possible through dynamic code loading, in which the node system
and so the implementation of local rules can be replaced (e.g., the in-network pro-
gramming for the Mica2 platform [CrossBow Technology Inc. (2004)] and other works
in Wang et al. (2006)), or through more �exible script-based solutions (e.g., TinyScript
and Maté [Levis and Culler (2002)] virtual machine for Mica2, and Sensorware platform
[Boulis et al. (2003)]), in which only scripts de�ning the rules are replaced and which
represents a more e�cient alternative. The advantage of the reprogramming approach
is the possibility of rule rede�nition or even implementation of new ones not planned
before. However, it increases the system complexity by requiring higher management
messages, because this messages must contain the coding of the new behavior, or by
requiring interpreters to execute scripts.

Regarding the interaction mechanisms for changing the local rule set and parameters
of the nodes, they usually are based on dissemination strategies. Basically, dissemi-
nation consists of sending the desired local rule con�guration (parameter assignment
case) or the new local rules (programmable rules case) from the management entity to
all managed nodes. Some strategies are identi�ed as follows.

A �ooding scheme is a simple solution to reach all nodes, but it may add a signi�cant
overhead for constrained networks such as the WSNs. In these cases, other proposals
considering energy-e�cient dissemination, such as in Goussevskaia et al. (2005), are
more appropriated. Robust mechanisms may also be required to keep the network in
a consistent state, since a new node or a sleeping one can be (re)joined to the network
with an older rule set, and solutions as Trickle [Levis et al. (2004)] for robust code
update can be considered.

As an alternative solution, it is proposed the use of the local interaction mechanisms
responsible for a self-organization functions for changing the network behavior. In self-
organizing networks, local interactions occur through message exchanges, and many
functions are implemented by propagating these interactions from special nodes, as
sinks in WSNs, through the entire network. Thus, management entities can interact
with these nodes to change the network behavior by embedding the rule con�guration
and/or their parameters in the local interaction process. By this way, when an element
receives such interaction messages it adopts the rules de�ned by them. Obviously, this
solution is only feasible with small de�nition messages (such as in parameter assignment
case), otherwise a great overhead can be introduced in the self-organizing function.
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5.2.4 De�ning the Control Entity
In a general way, any management entity can change directly the local rules of the nodes
when desired. In order to do this, an administrator can control the network behavior
through the implemented mechanisms as described before. However, more powerful
solutions can be built by considering autonomic managers governed by high-level poli-
cies. Thus, in addition to the interaction mechanism with the managed elements, these
management entities must monitor the global network condition (e.g., performance
metrics or current state), and external requirements (e.g., administrative goals), to
adjust the network to the proper behavior.

An important aspect of the employment of autonomic managers is their disposi-
tion in the network. Traditional manager/agent disposition models for the autonomic
managers are feasible, and they are put in context as follows.

Global control. The simplest model consists of a single autonomic manager acting
over the whole network establishing common organizational rules (see Fig. 5.2(a)). This
is necessary when all the network elements must play the same set of rules, and the
autonomic manager must monitor the whole network state. Examples in the WSN
domain are the communication functions, in which every network element must play
the same rules to form a common link and/or routing infra-structure, or the clustering
function, in which a hierarchic organization is formed from the interactions among the
initially common nodes. In this case, the interaction of the autonomic manager with
the network can be performed by or through a special element, as the sink in the WSNs.

Partitioned control. In the second model, the autonomic managers can be es-
tablished to act over self-organizing functions of subgroups (or clusters) of elements
of the network (see Fig. 5.2(b)). In this case, the manager role can be played by the
cluster-heads. The establishment of such hierarchical management domains is very
common due to the subdivision of the network complexity, and it is the basis of the
related work in Section 5.5. However, in the proposed scheme, instead of de�ning
the individual role of every element in a cluster given a management task, an auto-
nomic manager monitors and sets their interaction rules to achieve the desired behavior
following the self-organization paradigm. In this way, di�erent clusters can present dif-
ferent organizations according to their individual observed conditions. For example,
the elements of a cluster can perform periodic local interaction to build a pro-active
communication infra-structure if the cluster presents a high event activity, or other-
wise, they can perform these interaction only if some condition is observed to build a
reactive infra-structure.

Indeed, all these models can be combined in the creation of hierarchical levels
treating di�erent management and organizational functions. For example, a global
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Figure 5.2: Possible alternatives for Autonomic Managers.

management entity can control the rules of all nodes to perform network clustering,
and management entities from di�erent clusters can control self-organizing functions
like density control or communication according to particular observed conditions in
their partitions.

5.2.5 De�ning Management Policies
Policies are a well-known approach in network management that give a high-level and
�exible way to realize management tasks [Sloman (1994); Westerinen et al. (2001)].
Policies can be speci�ed as rules governing the choices on the behavior of a system,
and �exibility is provided through their rede�nition capacity.

Clearly, the objective and advantages of policies can be used to the development
of self-organizing networks. And particularly policies have an important role in the
deployment of autonomic managers. In the proposed scheme, policies must include
functionalities to monitor, analyze, and act over the network. The monitoring phase
uses both global data and state (network perception), as well as the requirements of ex-
ternal entities. The analysis phase may use techniques from data fusion and intelligent
agents to detect situations where an action is needed. Some examples are accounting of
network metrics, comparison with thresholds, prediction or inference techniques. And
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action over the network is performed through the changing mechanisms as described
in Section 5.2.3.

Regarding the policy implementation, there are several proposals in the literature
about languages (e.g., Damianou et al. (2001) and Dulay et al. (2001)) and frame-
works (e.g., Kephart and Walsh (2004)) that can be applied to management solu-
tions. Typically, policies are established by low-level speci�c rules that consider indi-
vidual con�guration parameters, such as action policies in the form of �IF(Condition)
THEN(Action)� clauses. High-level abstractions, such as policies that consider the
speci�cation of system goals, may turn easier the administrator task, but require a
more complex interpretation. Thus, these high-level policies are more feasible for man-
agement entities external to the WSNs, but they may not be for autonomic managers
inside the network because common sensor node architectures are very constrained.
For this last case, policies implemented like simple rules but dealing with decisions
in the management level can use the implementation and dissemination (for policy
rede�nition) mechanisms presented in Section 5.2.3.

5.3 Case Studies On Changing to Di�erent Global
Goals

This section presents two case studies to show the feasibility of the proposed scheme.
Basically, it considers a simple data collecting application, and it introduces particular
instantiations of self-organizing mechanisms for the formation of a basic communication
infra-structure and density control. The adopted mechanisms are focused on simplicity,
necessary for several constrained WSN architectures, and they can be adjusted to
di�erent network goals according to management actions. We build the case studies
following the steps described in the last section.

5.3.1 Mapping Global Goals and Local Rules
We consider two self-organizing functions for WSNs: Communication infra-structure
creation and density control. They are described next:

Communication Infra-structure. A very common infra-structure for data col-
lecting in WSNs consists of a tree-routing organization from the sink [Heidemann et al.
(2003); Sohrabi et al. (2000); Woo et al. (2003)], in which each node determines its
parent for data forwarding towards the sink. Basically, in this case study, the local
interaction process to perform the tree construction is started by the sink through the
broadcast of construction messages. This message is propagated by every node after
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some time waiting for parent options. These tree construction messages contain the
local information of their senders for parent choosing given some metric. Following
this organization process, there are several possible rules for choosing a parent, and
two simple options are considered: choosing the neighbor with more energy, so the tree
formation process can better distribute the energy consumption among the nodes, or
choosing closer nodes, which can increase radio communication reliability and other
performance metrics. In both options it is also considered the lower number of hops to
the sink, which is de�ned by the increment of a counter in every construction message
propagation after the parent de�nition by a node.

Density Control. Density control is a very important function of WSNs because it
can diminish the network redundancy and then allow resource savings, mainly energy.
Its main idea is to activate the minimum number of nodes for maintaining coverage and
connectivity by considering that every node has an actuation area (sensing range). In
this case study, this self-organizing function is implemented following the local interac-
tion rules applied by the OGDC solution [Zhang and Hou (2005)] and the information
mechanism described by RDC-Integrated [Siqueira et al. (2006a)], which integrates the
activity decision in the tree construction process, for coverage veri�cation and state
decision by the nodes. Basically, the tree construction messages also contain the state
(active or inactive) and the node locations of the senders for coverage evaluation and
state decision by the nodes. Thus, when a node receives tree construction messages
and decides to stay active it chooses one of the active originators as its parent and
then proceeds with the tree information process. If a node is covered by its neigh-
bors (detected through the tree construction messages already received), it decides
to become inactive and it does not proceed with the tree organization process. The
RDC-Integrated solution is also a speci�c contribution of this thesis, and it is better
described and evaluated in Chapter 7.

Operation in rounds. Both organizational processes are periodically repeated to
support eventual network variations, such as topological changes, link problems due to
interference, tra�c variations, and node energy degradation. This periodicity depends
on how frequently topological changes occur. More dynamic networks need shorter
rebuilding periods, and of course, it also depends on how frequent reorganization is
required.

The self-organizing mechanisms described before can be associated with di�erent
global goals as described in Table 5.1.
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Rule set Parameter Behavior Goal
Tree Function Parent by Energy Parents with more energy Better resource distribution
Tree Function Parent by Distance Parents are closer Better network metrics
Density Control Sensing range Subset of active nodes Density reduction and energy saving

Table 5.1: Mapping example.

5.3.2 De�ning the Changing Mechanism
For changing the rules and parameters as a management function, all the considered
rule options are programmed in the nodes to be set following the �pre-de�ned rules�
model. Additionally, as all the considered organization processes start from the sink,
it is adopted the scheme in which the tree construction messages themselves de�ne the
rules that will be applied by carrying the related parameters. Thus, the nodes adopt
the self-organizing behavior according to the received control messages propagated by
the sink, and the network organization can be adjusted in every round.

The parameters included in the tree control message are: Tree_Mode, for the def-
inition of the parent adoption rule for tree formation; Density_Control, to de�ne if
the density control function will be enabled or not; and Sensing_Range, to determine
the considered sensing range for the nodes and then adjust the network density if the
density control function is enabled.

5.3.3 De�ning the Control Entity
As described before, the implemented self-organizing functions are performed through
interaction messages propagated from the sink, and it is not considered the cluster
formation. Thus, the model in which the management entity controls the whole network
through the sink is applied. Additionally, the control entity monitors the global goals
required externally to perform the changing of the network behavior.

5.3.4 De�ning Management Policies
Policies can be de�ned to help in the decision of a management entity on what rules
apply. In this sense, it is important the knowledge obtained from the �rst step, which
is the mapping of local rules and global goals.

The case studies consider the action policy illustrated in Fig. 5.3 for the management
of the communication function, and the policy of Fig. 5.4 for the management of the
density control function. They show the adjustment of the network behavior according
to some global goals that can be required by the application.

The communication policy considers two global goals, one to favor the energy con-
sumption among the nodes in order to better distribute the data collection load, and
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then which uses the parent adoption rule by the energy, and other to increase the net-
work performance, which uses the parent adoption rule by closer distances. The density
control policy depends on the data resolution required by the application, because it
alters the number of active nodes sensing the network in a given moment. Thus, it is
set three levels for data resolution, the maximum level, which leads to all nodes ac-
tive, the minimum data resolution, which leads to the minimum subset of active nodes
and then can extend the network lifetime, and a medium level, which set the network
density to a intermediary value. The behavior achieved by these policies are shown
next.

if goal is EnergyDistribution then
set_Tree_Mode(TMODE_ENERGY);

elseif goal is NetworkPerformance then
set_Tree_Mode(TMODE_DISTANCE);

endif

Figure 5.3: Policy example for network performance.

if goal is MaximumDataResolution then
set_Density_Control(OFF);

elseif goal is MediumDataResolution then
set_Density_Control(ON);
set_Sensing_Range(10);

elseif goal is MaximumLifetime then
set_Density_Control(ON);
set_Sensing_Range(20);

endif

Figure 5.4: Policy example for data resolution.

5.3.5 Simulation Results
In this subsection, the execution of the self-organizing mechanisms and the management
policies described before are evaluated in a simulation environment. The simulation
parameters and scenarios are described as follows.

Simulation Parameters. The simulator used was the ns-2 (Network Simulator 2)
[NS-2 (2004)], and the simulation parameters were chosen based on the hardware of the
commercially available Mica2 mote [Crossbow Technology Inc. (2004)]. Table 5.2 shows
some important parameters used in the simulations. For the MAC layer, as the Mica2
nodes implement a CSMA/CA protocol, the IEEE 802.11 version available in ns-2 was
used. Regarding the considered monitoring application, all the network nodes sense
continuously and periodically report their results to the sink node. The periodicity of
this report was set to 10s in all cases, all the nodes beginning their sensing activities
in random times between 0 and 10s. The data packets sent have 32 bytes. For the
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tree-based organization process, it is considered control packets of 32 bytes and rounds
of 100s.

Parameter Value
Transmission Power 45.0mW
Reception Power 24.0mW
Idle Power 24.0mW
Bandwidth 19200 bps
Communication Range 40m

Table 5.2: Mica2 simulation parameters.

Changing the Communication Rule. This scenario evaluates the consequent
global behavior and its impact on the network performance according to the adoption
of the di�erent implemented communication rules by the management entity. We use a
set of 50 nodes randomly distributed in an area of 100x100m2 with the sink positioned
in a corner. We set up a network with the initial goal of maximum network lifetime,
which leaded the application of the parent adoption rule that considers the available
energy. After 2000 s, this goal is changed to the network performance, which leaded
to the change of the parent rule to the distance metric. The simulation results of this
change are presented in Table 5.3, which presents them summarized after 33 runs. As
we can see, although the total consumed energy di�erence is not signi�cant between
both cases, its variance is lower when the parent adoption rule considers the energy.
This behavior happens because this tree organization tends to adopt di�erent parents
in every round and then better distribute the energy consumption among the nodes,
inclusively peripheral nodes, as we can see in some samples in Fig. 5.5. When the goal is
changed to the better network performance and the communication rule is changed to
the distance metric, network metrics like the average packet delay between the sources
and the sink, and the packet delivery ratio become better due to the creation of more
directed paths to the sink, and the formation of closer links, which increases wireless
communication reliability. However, it presents a higher energy variation due to the
concentration of routes in some forwarding nodes, as we can see in some organization
samples in Fig. 5.6.

Global Goal Energy Distribution Closer Links
0 to 2000 s 2000 s to 4000 s

Total Energy (Joules) 2438.60 2438.25
Energy Variance (Joules) 0.20 0.29
Delay (seconds) 6.68 5.97
Delivery Ratio (%) 85.27 87.56

Table 5.3: Changing the communication rule.
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(a) At 100 s. (b) At 200 s. (c) At 300 s.

Figure 5.5: Some tree samples with energy rule.

(a) At 2100 s. (b) At 2200 s. (c) At 2300 s.

Figure 5.6: Some tree samples with distance rule.

Changing the Density Control rule. This scenario evaluates the impact of
adopting di�erent density control rules by the management entity. This is done by
considering the scenario described before, but a network of 100 nodes randomly dis-
tributed in an area of 200x200m2 with the sink in its center, the maximum sensing
range radius of 20m (the half of the communication radius), and activity decision
timer values as shown in Zhang and Hou (2005). We set up a network with the initial
goal of maximum data resolution. After 2000 s, this goal is changed to a medium data
resolution, which enabled the density control function with the sensing range param-
eter set as the half of the maximum value, and after more 2000 s it is changed to the
maximum lifetime goal, which caused the network to operate in its minimum density.
This behavior corresponds to the policy of Fig. 5.4, and summarized simulation results
after 33 runs are shown in table 5.4. As we can see, the density control function can
be regulated to di�erent global goals. As much as data resolution is important, more
active nodes are maintained, and consequently more energy is spent. When the goal is
the maximum lifetime, the minimum number of nodes remains active, which diminishes
the monitoring resolution, but the network spends less energy. Fig. 5.7 illustrates some
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samples of network organization when the density control rule is o� and when it is set
with the maximum sensing range.

Global Goal Max. Data Resolution Medium Data Resolution Max. Lifetime
0 to 2000 s 2000 s to 4000 s 4000 s to 6000 s

Active Nodes 100 67 45
Total Energy (Joules) 7202.03 4420.62 2367.81

Table 5.4: Changing the density control rule.

(a) At 100 s. (b) At 4100 s.

Figure 5.7: Some density control samples.

5.4 Case Studies On Self-Adaptation
In this section, it is presented two case studies showing that a global network perception
can cause the changing of the self-organizing behavior of the network in order to achieve
a better performance. This is shown in some developments regarding the routing
function. The �rst case considers a scenario where di�erent routing strategies are
applied autonomously according to a policy de�nition. The second case deals with
an adaptive parameter setting instead of a constant default value. In both cases, the
goal is to achieve a better performance regarding energy consumption, a very limited
resource in WSNs. Both cases are described in a more direct way as follows.

5.4.1 Changing the Routing Strategy
As described in Chapter 3, routing is an important function of WSNs treated under the
self-organization paradigm. In the literature, there are several proposals implementing
di�erent mechanisms for routing infra-structure creation. A very common mechanism
deals with the formation of a tree-routing organization in a pro-active manner, as
described in the last case study. An alternative mechanism is the building of the
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routing infra-structure only for the nodes demanding tra�c in a reactive strategy.
While the �rst approach favors networks with constant tra�c, the second approach is
more appropriated for scenarios with eventual tra�c because it builds the routing infra-
structure only when necessary. However, there are situations where tra�c variations
may occur and di�erent routing strategies may be more appropriated for di�erent
moments. This is the case of event-driven scenarios, in which the network may remain
with a very low activity for days, favoring a reactive algorithm, but in a given moment
a number of events may occur generating a tra�c large enough to use a proactive
algorithm. Thus, it is proposed a solution in which an adaptive rule can be applied by
an autonomic management entity to achieve a hybrid behavior by switching between
both described routing strategies according to the monitored network condition.

In this case study, both pro-active and reactive routing strategies are implemented
in the nodes. The pro-active algorithm, called EF-Tree (Earliest-First Tree), is an
implementation of a simple tree-based routing algorithm as described before, but the
parent adoption strategy is based on the �rstly tree-build message received from its
neighbors. In the reactive algorithm, called SID (Source Initiated Dissemination), the
routing process is triggered by source nodes only when data is available. The routing
process starts with a data �ooding on the network. When a data message arrives at the
destination node (the sink), this node will respond with periodical requisition messages
to the neighbor node that sent the �rst data message. And this response is recursively
propagated in the same manner towards the data source node, which establishes a
route and inhibits new �oodings.

With these mechanisms, an autonomic agent present in the sink node can control
which behavior to adopt in a given moment. In order to perform this changing, it is
assumed a default reactive behavior due to the considered event-driven scenario, and
this reactive behavior is suppressed by the pro-active one when the sink starts the tree
building process and the nodes receive these messages, which leads to a new local rule
set to be applied. The adaptive policy applied by the management entity is based on
the tra�c monitoring, and the number of sources sending data is counted. A threshold
is used to evaluate this tra�c, and if the tra�c is lower than this threshold a reactive
strategy is adopted, otherwise, a proactive strategy is taken. The rule that represents
the decision of the management entity is shown in Fig. 5.8.

if Num_of_Sources > THRESHOLD then
set_proactive_strategy();

else
set_reactive_strategy();

endif

Figure 5.8: Routing strategy rule.
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This case study represents a signi�cative contribution in the WSN domain. It is
better described and evaluated in Figueiredo et al. (2004b), and it is presented as a
speci�c contribution of this thesis in Chapter 6, where we present an evolved solution.

5.4.2 Adaptive Routing Optimization
Often, routing algorithms for WSNs de�ne di�erent parameters that must be con�gured
according to a given application and network situation to achieve a better performance.
But if the network condition changes, a policy can detect it and set dynamically the
better routing parameter. For example, in routing solutions presented in the Chapter 3,
it is common the use of periodical updates to support topological changes caused,
for instance, by failures. Pre-de�ned frequent updates can be set to a scenario with
common failures, but this con�guration is not appropriated to a stable scenario with
a low failure rate due to the consequent communication overhead. If it is possible to
determine the failure occurrence rate, a policy executed by an autonomic manager can
dynamically change this routing parameter, or even de�ne when to take the corrective
action, which optimizes the routing performance.

In this case study, it is considered that a given application starts requiring con-
tinuous environmental measurements. Thus, a proactive routing strategy such as the
previously described tree-routing is more adequate. Instead of setting a constant pe-
riodical rebuilding rate performed by the sink, it is proposed a solution that monitors
the tra�c and infers about failure occurrence to take this action only when necessary
to save energy. This failure detection is possible by assuming a continuous tra�c,
thus, downsteps in the received tra�c mean a failure possibility. The applied policy is
shown in Fig. 5.9, in which the number of nodes sending data (counted as described
in Rule 1) is observed in the periods of the data generation rate. A reduction of this
number means a failure, which triggers a tree building to reorganize the routing infra-
structure. A similar but evolved solution applying better data fusion techniques for
failure inference is presented in Nakamura et al. (2005b).

if Num_of_Sources < old_Num then
set_proactive_action();

endif
old_Num = Num_of_Sources;

Figure 5.9: Optimization rule.

5.4.3 Simulation Results
Experiments with both case studies on self-adaptive routing were performed using the
same simulation parameters of the last case study. They are presented as follows.
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Changing the Routing Strategy. In this evaluation, the number of sources
generating data is varied along the simulation time of 4000 s, and they are randomly
chosen following an uniform distribution. A policy equivalent to the routing rule of
Fig. 5.8 was set to run in intervals of 10 s, the same period of data messages, and
the tra�c collected in an n-interval is compared with a static threshold in order to
set the strategy activated in the (n + 1)-interval. Thus, it is expected that di�erent
thresholds lead to di�erent results, as in Fig. 5.10, where it is shown the behavior of a
network running with EF-Tree and SID algorithms alone, as well as the policy-based
scheme with tra�c thresholds (limit of the number of source nodes sending data to
take an adaptive behavior) of 1, 2 and 3, called PB-1, PB-2 and PB-3. This scheme
autonomously adapts the routing mechanisms during the simulation, as described be-
fore. A threshold higher than 3 leads to a performance very close to SID, because
proactive behavior is rarely taken with the simulated parameters, thus their results
were omitted.
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Figure 5.10: Energy with routing rule 1.

The results for PB-2 and PB-3 are closer to the SID algorithm when the number of
source nodes is less than 30. When a low tra�c is measured, such policies do not assume
the proactive behavior. Some di�erences are due to the random nature of the tra�c,
because source node data generations can be concentrated in a time interval without
implying in a high occurrence ratio. In these cases, the performance of EF-Tree and PB-
1 are not so good because they assume an unnecessary proactive behavior. But, when
tra�c increases, the EF-Tree and PB-1 have a better performance than PB-2 and PB-3
because their proactive behaviors avoid the cost of creating a routing infrastructure for
new sources. PB-1 never reaches the EF-Tree performance for situations of high tra�c
since it always starts with a reactive mode, before changing to a proactive behavior.

In the previous results, we can see that the chosen policy is not so precise in the
tra�c evaluation. But, this can be solved by the rede�nition capacity of policies. For
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instance, a better solution regarding adaptive hybrid routing is presented as a evolution
of this case study and an important contribution of this thesis in Chapter 6.

Adaptive Routing Optimization. In this case study, it is considered a contin-
uous tra�c scenario where the rule of Fig. 5.9 is applied to detect failures and rebuild
the routing tree. The number of source nodes is �xed in 20, randomly chosen to send
their data periodically towards the sink from the beginning to the end of the simula-
tion. We varied the node failure ratio from 0 to 0.012 failures per second randomly
distributed during the simulation. When a node fails, it stays inactive until the end of
simulation. Fig. 5.11 shows the delivery rate improvement of the adaptive rule solution
(EF-Tree adap) compared with the EF-Tree with �xed rebuildings (EF-Tree orig). It
shows the advantage of failure detection to take an adaptive behavior. Fig. 5.12 shows
the relative energy usage of the solutions. We note the better performance of the
adaptive solution when the failure rate is low due to rare tree rebuildings. However,
with higher failure rates, the energy usage between the adaptive and original solutions
approximates because more tree rebuidings are needed by the latter to maintain the
delivery rate.
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5.5 Related Work
Two main domains of self-organized networks studied under the management point-
of-view are the general ad hoc and sensor networks. Traditional approaches for the
management of these networks deal with cluster-based solutions for the establishment
of a cluster-head with centered responsibility over a group of managed nodes. This
vision was introduced by the ANMP protocol [Chen et al. (1999)], and it was extended
in proposals like the Guerrilla [Shen et al. (2003)], which proposes an adaptive grouping
scheme for the establishment of nodes managed by autonomous managers governed
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by policies, and the MANNA architecture [Ruiz et al. (2003)], which is a pioneer
work for WSNs that presents general aspects of functional, physical and information
management, and includes the WSN functionalities as a third management dimension
in addition to the functional area and management levels.

These proposals have much in common with the Autonomic Computing concept
[Kephart and Chess (2003)], which is a technological vision for the replacement of
human administrators by intelligent autonomic managers that control the network
elements performing self-management. Particularly, WSN management was revisited
according to the self-management framework in works like Ruiz et al. (2005). However,
neither the existing proposed solutions or the autonomic computing concept properly
address the relation between self-management and self-organization.

Clearly, both concepts of self-organization and self-management have much in com-
mon for obtaining autonomous computer systems. However, their relationship is not
well understood, and their application together is being a topic of recent discussion
[Jelasity et al. (2006)]. For example, by simply including autonomous managers in
the system does not make it self-organized, because it still can realize central control
over some managed elements. This is visible in the previously related management
architectures in which a self-organizing function is performed to support the estab-
lishment of groups managed by autonomous managers, but other functions are still
performed by the manager in a centralized way. However, self-management can be
achieved through self-organization, i.e., management functions can be performed by
self-organizing functions. In this last case, the advantage is that self-organization is a
more powerful paradigm achieving highly adaptable, simple and lighter-weight systems
only through local interactions.

In the presented context, the proposed scheme represents a complementary view
that explores that both concepts of self-organization and self-management must be
combined to achieve e�ective management solutions. By comparing this approach with
the related work referred before like Guerrilla and Manna, it can reduce the complexity
of the central control entities, because in these proposals the management entities still
have to maintain up-to-date information for every node in a cluster, perform centralized
evaluation of their state, and then emit individual commands. With the proposed
scheme instead, basic network functions can be performed in a self-organizing way,
and the management entities can modify the network behavior by considering only
global aspects of the network operation. Also, this scheme shows how a self-organizing
function like clustering itself could attend to di�erent goals, and this is not considered
in the referred works.
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5.6 Chapter Remarks
In this chapter, it was presented a general scheme that allows to management entities to
act over the local rules governing a self-organizing behavior. Although a central entity
is introduced to perform some control over the network behavior, the scheme con-
siders that operational functions still are accomplished following the self-organization
paradigm, i.e., the management entity does not monitor and control the participation
of each network individual in the realization of some organizational function. But,
in a practical way, the scheme allows the changing of the network behavior to attend
di�erent goals which cannot be perceived by the individuals, for example, global net-
work perceptions or external requirements. In the presented case studies, this need
was shown when the self-organizing behavior is adjusted according to di�erent goals
required by an external management entity, or when di�erent global perception of the
network causes the changing of this self-organizing behavior in self-adaptive solutions.
Particularly, all these case studies have a great potential to be explored as speci�c
solutions for WSNs, and the improvement of the adaptive hybrid routing case is better
described and evaluated as a speci�c contribution of this thesis in Chapter 6.

The proposed scheme presents a complementary view to the related work in litera-
ture. By adopting a fully self-organizing behavior in low-level operation, the importance
and complexity of the management entity is reduced, but it still permits the control
over the network when necessary. For the cases in which the presence of the manage-
ment entity is more di�cult (e.g. in remote and inhospitable areas), it is possible to
set a default self-organizing behavior which is changed only when the interaction of the
management entity is possible. This vision reinforces the complementary character-
istics of self-management and self-organization concepts, and their coexistence in the
operation of more e�cient autonomous networks. Although this work has focused on
several examples and the particular case studies on the WSN domain, i think that it
can be useful in other self-organizing network domains (e.g., general ad hoc and P2P
networks).

As future work we intend to better explore the presented case studies as individual
contributions. We plan to improve their implementation and evaluation, and perform a
quantitative comparison with other approaches present in the literature. Additionally,
higher-level policies can simultaneously a�ect di�erent self-organizing functions, and
the construction of such solutions is also left as future work.



Chapter 6

Multi: A Hybrid Adaptive Routing
Algorithm for Self-Organizing WSNs

In the previous chapters, it was discussed many self-organizing functions and design
aspects to be considered in the WSN domain. Following the general design aspects
discussed in Chapter 4, and the management scheme in Chapter 5, we can see that
self-adaptation has an important role for controlling the system behavior in order
to achieve more e�cient self-organizing solutions. Particularly, this was shown in a
case study (see Section 5.4) considering the routing function, which is a fundamental
function in WSNs and is being considered under the self-organization concept since the
�rst ad hoc and sensor network proposals.

This chapter explores the interesting hybrid and adaptive algorithm for routing
in WSNs, called Multi, as a more practical and speci�c contribution of this thesis.
Basically, the proposed Multi algorithm applies both reactive and proactive strategies
for routing infrastructure creation in a self-organizing way, and an adaptive model to
adjust its behavior autonomously in response to the variation of the network conditions.
In particular, this solution is focused on dynamic scenarios like the event-driven, so it
uses an event-detection estimation model to change between the strategies in order to
save energy resources.

This chapter is organized as follows. Section 6.1 presents an introduction of the
routing problem and Multi solution. Section 6.2 extends the discussion on routing in
WSNs. Section 6.3 presents Multi, the hybrid adaptive algorithm, by describing its be-
havior, reactive and proactive components, and the applied adaptive model. Section 6.4
evaluates Multi by comparing it to its individual reactive and proactive components,
and other proposals in literature. Section 6.5 presents a deeper discussion comparing
Multi with other similar proposals. Finally, Section 6.6 presents the �nal considerations
and discusses some future directions.

63
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6.1 Introduction
The main objective of WSNs is to collect and process data from the environment and
send it to be further processed and evaluated by an external entity connected to a
sink node (or gateway). Consequently, routing towards the sink node is a fundamental
function and di�erent algorithms have been proposed [Al-Karaki and Kamal (2004)],
as described before in Section 3.4.

Di�erent applications and scenarios demand algorithms with di�erent features.
Thus, given a speci�c scenario, the WSN can be designed to operate with the most
appropriated routing algorithm, which can be de�ned a priori. However, in some cases
the variations of these scenarios can be constant or even unpredictable. For example,
application requirements or tra�c conditions may change along time, which favor dif-
ferent algorithms in di�erent moments. But it might be unfeasible or undesirable to
an external entity to act dynamically on the network to change its behavior, so the
network must work in this way based on autonomic principles.

Hybrid adaptive approaches for routing are interesting solutions to deal with vari-
able scenarios, and some protocols have been proposed for ad hoc networks (MANETs),
such as ZRP [Haas and Pearlman (1998)] and SHARP [Ramasubramanian et al. (2003)].
However, they are not suitable for WSNs due to fundamental di�erences in the network,
applications and tra�c characteristics.

This work describes a new hybrid and adaptive algorithm for routing in WSNs,
called Multi, that adapts its behavior autonomously in response to the variation of
the network conditions. Its contribution concentrates on how to build this adaptive
hybrid algorithm using traditional reactive and proactive routing strategies for WSNs,
and how to build adaptive rules based on speci�c tra�c characteristics of this kind
of network. In particular, a special focus on event-driven scenarios is given, where
it is proposed an event-detection estimation model that captures the seasonal and
dynamic characteristics of events to change between reactive and proactive strategies
in order to save energy resources. The advantages of the proposed solution are shown
through simulations, in which comparisons with its independent reactive and proactive
algorithms and with other well-known proposals in literature show improvements on
energy consumption. To the best of my knowledge, there is not similar approach in
the WSN domain.

6.2 Routing in WSNs
Routing in WSNs di�ers from traditional networks in many aspects. Essentially, energy
e�ciency is the main aspect considered in these networks due to its very constrained
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resources. Additionally, the basic goal of a WSN is to collect and process data from the
environment and send it to be further processed and evaluated by an external entity
connected to a sink node (or gateway). Consequently, routing (also called data dissem-
ination) towards the sink node is a fundamental function and di�erent algorithms have
been proposed [Al-Karaki and Kamal (2004)], each one of them being more suitable
for a di�erent case or scenario due to their di�erent features.

Basically, there are the following classes of protocols for WSNs:
Flooding and Gossiping [Hedetniemi and Liestman (1988)]. These are classi-

cal mechanisms to forward data in sensor networks that do not need to maintain any
routing infrastructure or topology. In the �ooding algorithm, every data is sent by
broadcasting it to all its neighbors until it reaches the destination. Gossiping di�ers
from �ooding by choosing random nodes to forward the data. Although this approach
disables the cost of route's creation and maintenance, it causes the data packet implo-
sion problem, which represents an excessive cost for WSNs.

Proactive protocols. In this class, the routing infrastructure is created and con-
stantly maintained no matter the network behavior. In general, this process is per-
formed by the destination nodes. Examples of this approach are DSDV [Perkins and
Bhagwat (1994)] for MANETs and various tree-based protocol for WSNs (e.g., One-
Phase Pull Di�usion [Heidemann et al. (2003)] and some implementations by Woo et al.
(2003)). This approach can result in an improved routing, but it has the disadvantage
of a constant resource consumption.

Reactive protocols. In this class, the routing infrastructure is built only when a
node wants to transmit a packet. AODV [Perkins et al. (2003)] is a well-known protocol
for MANETs and Push Di�usion [Heidemann et al. (2003)] is an example for WSNs
with such behavior. This approach saves resources in inactivity periods, but it has the
overhead of path discovery for each originator node.

Another class of routing algorithms consist in the design of hybrid adaptive algo-
rithms, which apply both reactive and proactive strategies that are chosen according
to network conditions. Some protocols can be found in the literature for MANETs
which compare both independent reactive and proactive approaches. For example,
ZRP (Zone Routing Protocol) [Haas and Pearlman (1998)], the �rst protocol to apply
reactive and proactive strategies in a hybrid solution, establishes a zone around every
node where routing updates are performed proactively, and outside of these zones the
protocol responds reactively. Its main goal is to reduce the routing overhead. SHARP
[Ramasubramanian et al. (2003)] presents an extension of this approach in which zones
can be dynamically determined only around the nodes with signi�cant incoming data,
and it also allows adaptation with other application-speci�c metrics, such as jitter and
loss rate, in addition to routing overhead.
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Such a hybrid adaptive approach has not been fully applied to the WSN domain
and the referred MANET protocols are not suitable for sensor networks due to several
particularities that must be considered for a proper solution in these networks. Unlike
MANETs, in which communication is essentially many-to-many, in WSNs it is usually
many-to-one (sources to sink or sources to cluster-head). This characteristic provides
a broader view for a sink or cluster-head to perform an adaptive control of the nodes
under its responsibility. The tra�c characteristic also di�ers between these networks,
and this fact must be considered in an adaptive model. While in MANETs the nodes
can dictate how data is generated according to their independent applications and user
needs, in WSNs this tra�c can be dictated by an external application for the whole
network according to di�erent requisition models or queries [Tilak et al. (2002)]. Also,
for event-driven applications, there may be a spatial and temporal correlation among
tra�c of di�erent nodes. Again, all these characteristics can lead to a proper adaptive
rule in the WSN domain, which is the goal of the Multi solution.

6.3 Multi: A Hybrid Adaptive Algorithm for
Routing in WSNs

This section presents the design principles of the proposed hybrid routing algorithm
for WSNs, its routing mechanisms, and the adopted adaptive rule.

6.3.1 An Overview
This work proposes a new hybrid and adaptive algorithm for routing in WSNs, called
Multi, that adapts its behavior autonomously in response to the variation of the net-
work conditions. Multi is built using traditional reactive and proactive routing strate-
gies for WSNs, and it applies an adaptive rule based on speci�c requisitions and tra�c
characteristics of this kind of network. Multi's implementation addresses particular
algorithms and scenarios, but the insights presented here could help in the design of
other adaptive hybrid solutions for WSNs.

The adaptive control of Multi is performed by the sink node that interacts with
external applications and monitors the tra�c characteristic of the network, so many-
to-one communication is assumed. Clustering, a common approach in WSNs [Kochhal
et al. (2003)], is another approach that can be considered to achieve more scalability
and resource savings as the number of nodes and the sensing area increases. Thus, the
cluster-heads can be responsible for coordinating the activities of all nodes in its area,
and in our case to realize the adaptive control. This model follows the scheme pro-
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posed in Chapter 5, where an autonomic entity controls the self-organizing behavior of
the network, in case a proactive or reactive self-organization of the routing infrastruc-
ture, based on general perceptions and goals, and not based on information regarding
individual nodes.

Regarding the application's requisition model, routing can be performed in contin-
uous, event-driven or observer-initiated way [Tilak et al. (2002)]. Clearly, continuous
and observer-initiated models are favorable for proactive protocols, because the tra�c
is predictable. Thus, the proactive behavior can be set with the de�nition of such req-
uisition models. However, an event-driven model consists of a more complex situation
because the event occurrence is unknown, and it is the case considered by Multi in this
work.

In an event-driven condition, the network can stay inactive or with a low activity
for long periods (e.g., months or years) until something happens. To extend the net-
work lifetime, it is mandatory to reduce the energy consumption during the inactive
periods. In such cases, the reactive routing approach is preferable because it avoids the
proactive maintenance of the routing infrastructure and it is created only when neces-
sary. However, in a given moment, several events can be detected generating a high
tra�c, which can be appropriate for proactive algorithms to avoid the path discovery
cost. In these cases, a better adaptive model must be provided to detect these varying
conditions in order to save energy, so it is an important part of Multi.

6.3.2 Routing Mechanisms
The proactive and reactive components of Multi are simple versions of classical ap-
proaches for WSNs and it is not the intention to consider them as new contributions,
neither to compare them with other solutions in the literature. Our goal is to show
how a hybrid solution can be built from them. In addition, an integrated forwarding
rule is also presented for hybrid operation.

6.3.2.1 Proactive Component: EF-Tree

A simple and e�cient structure for data dissemination is a routing tree that has been
evaluated in some studies such as One-Phase Pull Di�usion [Heidemann et al. (2003)]
and some implementations by Woo et al. (2003). Generally, the tree structure is created
and maintained by a sink node in a proactive fashion, and a periodical rebuilding is
used to support eventual topological changes, link problems due to interference or
tra�c variations, node energy degradation, etc. A speci�c implementation used in this
work, called EF-Tree (Earlier-First Tree), is presented in the following.
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• The sink node starts the process by broadcasting a control message as presented
in lines 1 to 11 (Fig. 6.1(a)).

• When a node initially receives the building message, it identi�es the sender as
its parent and broadcasts the building message to all its neighbors. Messages
received from other neighbors are discarded. This is shown in lines 22 to 31.
Note that it is possible to de�ne other possibilities to choose a parent node such
as the node that belongs to a path with the highest amount of energy available.
In particular, an interesting practical approach is presented by Woo et al. (2003)
where the radio link quality is considered.

• Whenever a node has a data to be transmitted (sensed or forwarded by another
node), it will send it directly to its parent. This is presented in lines 14 to 21
(Fig. 6.1(b)).

• The building process is periodically repeated so the network re�ects eventual
topological changes, such as failures, node movements and inclusion of new nodes.
The function TreeBuildT imeri.timeout(), in line 7, corresponds to this behav-
ior. This periodicity depends on how frequent topological changes occur. More
dynamic networks need shorter rebuilding periods.

Sink

(a) Tree building.

Sink

(b) Routing towards the sink.

Figure 6.1: EF-Tree algorithm.

6.3.2.2 Reactive Component: SID

Another common approach for routing in ad hoc and sensor networks is to use on-
demand algorithms, such as the AODV [Perkins et al. (2003)] and Push Di�usion
[Heidemann et al. (2003)]. In this approach, the network may remain inactive until
the communication process is started by sensors that have data to be sent, which is
appropriated for event-driven scenarios. Obviously, the advantage of this approach
is reinforced in situations where no management or control tra�c is required, and
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1: EF − Tree.Init()
2: begin
3: if ni is the sink then
4: TreeBuildT imeri = newTimer(TREE_BUILD_INTERV AL);
5: end if
6: end
7: TreeBuildT imeri.timeout()
8: begin
9: {ni will build the tree}

10: Send TREE_BUILD to all nk ∈ Neigi;
11: end
12: EF − Tree.recv(msgi)
13: begin
14: if msgi = DATAk for some nk ∈ N then
15: {Data will be forwarded to its parent}
16: if Parenti 6= nil then
17: Send msgi to Parenti;
18: else
19: Drop msgi;
20: end if
21: end if
22: if msgi = TREE_BUILD such that origini(msgi) = (nj → ni) then
23: {New Tree_Build Messages will be broadcasted}
24: if not(msgi ∈ ForwardedListi) then
25: Parenti := nj ;
26: Send msgi to all nk ∈ Neigi;
27: Put msgi in ForwardedListi;
28: else
29: Drop msgi;
30: end if
31: end if
32: end

Figure 6.2: EF-Tree Algorithm.

periodical wake-up schemes, such as in STEM [Schurgers et al. (2002)] or in B-MAC
[Polastre et al. (2004)], can be used to save more resources while no event is detected.

It is proposed a simple implementation of an algorithm with such reactive behavior
called SID (Source-Initiated Dissemination). It is very similar to the Push Di�usion and
di�ers from it by the fact that it allows the source nodes to �ood their data (e.g., when
an event is detected) as long as a route is not available, and not only periodically as
the Push Di�usion. These features make SID more suitable for event-driven scenarios,
more reactive in the presence of network dynamics, but more sensitive in scenarios with
intensive tra�c. The SID protocol is presented as follows.

• A source node that detects an event broadcasts to all its neighbors the sensed
data, its identi�cation and a timestamp (Fig. 6.3(a)). This represents data identi-
�cation. This process is shown in line 20 when the node is in the initial condition.

• Whenever a node receives the data sent by another node, it stores its data iden-
ti�cation (source node identi�cation and timestamp), as well as the sender iden-
ti�cation. As the disseminated data is broadcasted, the node will receive it from
all neighbors, however, it will register and forward only once (the �rst data re-
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ceived). This is shown in lines 14 to 26 when the RequisitionList is still empty.
As described, the amount of memory necessary is in the order of the network
size. Another criteria for path formation can be considered as in the EF-Tree.

• Similarly, data will arrive at the sink node from all of its neighbors. Then, the
sink will send a control message requesting the data to be sent to the node from
which it �rstly received the data. This message identi�es the data to be sent. This
process is executed periodically by the sink while data is received, as represented
by the function RequisitionT imeri.timeout() from lines 7 to 11.

• When a node receives this control message, it repeats this process identifying
which node should send that data to it. This process is repeated until the source
nodes are reached, as described from lines 27 to 31 (Fig. 6.3(b)).

• Once a source node receives the control message requesting its data, it will update
its own table so subsequently it sends its data to the node that �rstly requested it
(line 18). Thus, data is disseminated through the path where the sink's requisition
messages arrived (Fig. 6.3(c)).

• In order to allow the network to adjust to eventual topological changes (due to
failures, mobility or node inclusion), the requisition messages are periodically sent
by the sink towards the sources while data is being received (condition in line
10). Once a node (source or intermediate) stops receiving requisition messages
(condition in line 17), due to any topological change, the node will restart to send
or forward data in broadcasts. Thus, if any path exists, data will reach the sink
again and it will restart the requisition process.

• Once the events disappear, data will not be generated anymore and, consequently,
the sink node will stop sending requisition messages to the sources. In absence of
the periodical requisition messages of a speci�c data, the table entries will expire
and the network will become inactive again.

6.3.2.3 Comparative Cost Analysis for EF-Tree and SID

In order to show the situations in which each algorithm has a better performance, a
comparative cost analysis for them becomes necessary. Next, this analysis is presented
regarding energy consumption, which is the basis for the Multi adaptive model.

When a path is formed by SID and EF-Tree algorithms, we have an approximated
energy cost (in Joules) of data dissemination given by:
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Sink

Source

(a) Data di�usion.

Sink

Source

(b) Requisition messages.

Sink

Source

(c) Routing towards the
sink.

Figure 6.3: SID algorithm.

1: SID.Init()
2: begin
3: if ni is the sink then
4: RequisitionT imeri = newTimer(REQ_INTERV AL);
5: end if
6: end
7: RequisitionT imeri.timeout();
8: begin
9: {ni will send requisitions messages}

10: Send REQk to all nk ∈ ForwardedListi such that NOW−timestampk(msgk) < REQ_INTERV AL;
11: end
12: SID.recv(msgi)
13: begin
14: if msgi = DATAk from some nk ∈ N then
15: {Data will be forwarded through the requisition path if valid, otherwise, it will be broadcasted}
16: if not(msgi ∈ ForwardedListi) then
17: if Exists msgj ∈ RequisitionListi such that NOW − timestampj(msgj) < REQ_INTERV AL

then
18: Send msgi to nj such that originj(msgj) = (nj → ni);
19: else
20: Send msgi to all nk ∈ Neigi;
21: end if
22: Put msgi in ForwardedListi;
23: else
24: Drop msgi;
25: end if
26: end if
27: if msgi = REQk for some nk ∈ N then
28: {Requisition messages will be sent to the �rst sender of data}
29: Send REQk to nj ∈ ForwardedListi such that origink(DATAk) = (nj → ni) AND NOW −

timestampk(msgk) < REQ_INTERV AL;
30: Put msgi in RequisitionListi;
31: end if
32: end

Figure 6.4: SID Algorithm.

Cdata = Pt · Sd ·Nh + Pr · Sd ·Nh ·Nn (6.1)

representing the cost of the data transmission by one source and the routers, and the
cost of signal reception by neighbors. Pt and Pr are the transmission and reception
power consumptions, respectively, in Joules/byte. Sd is the data size in bytes, Nh is
the approximated number of hops from source to sink, and Nn is the approximated
number of neighbors of a node.
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The signi�cant cost di�erences of the algorithms is given by the routing infrastruc-
ture formation. For the EF-Tree this energy cost is given by periodic broadcasts of
tree construction messages, which is estimated by:

Ctree = (Pt · Sc ·N + Pr · Sc ·Nn ·N) · d(T/T tree)e (6.2)

where Sc is the control packet size (in bytes), N is the number of nodes in the network,
T is the execution time and Ttree is the tree reconstruction period (both in seconds).
The relation d(T/T tree)e represents the number of tree buildings in the execution time.

SID does initial broadcasts for each source and the sink sends requisitions messages
towards source nodes for path de�nition. So we have:

Csid = Ns · (Pt · Sd ·N + Pr · Sd ·Nn ·N +

+ (Pt · Sc ·Nh + Pr · Sc ·Nh ·Nn) · d(Tev/Tsid)e) (6.3)

where Ns is the number of source nodes sending data, Tev and Tsid are, respectively,
the average tra�c duration for every source and the sink's requisition messages interval
(in seconds). The relation d(T/Tsid)e gives the number of requisitions in the execution
time.

Proposition 6.3.1 There is a crossing point between the costs of EF-Tree and SID
regarding the number of sources (Ns) in a time interval T.

Proof. We can see that EF-Tree has a constant energy cost in function of the network
lifetime, which is given by the multiplicative factor in function of T. SID, instead, has
an energy cost in function of the number of sources (multiplicative Ns). A crossing-
point in the energy costs of the algorithms is expected to occur as the number of source
nodes increases in a given execution time. This point happens when the number of tree-
building in this time is equal to the number of sources, because the terms in function
of N (the great part of the energy cost) in Ctree and Csid get close assuming a little
di�erence between Sd and Sc.

¥

Thus, these facts make us conclude that it is not appropriate to use the EF-Tree
algorithm during inactive periods of tra�c which are expected in event-driven applica-
tions, and the SID algorithm should be used whenever the event detection ratio, which
impacts in the number of sources, is low. These facts are explored on the proposed
hybrid adaptive approach to achieve the better performance from both solutions.
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6.3.2.4 Forwarding Rule

In a hybrid operation, the decision about the routing strategy chosen by the sink
must be propagated to all network nodes and a broadcast control message might be
used to switch the source nodes from one algorithm to another. In this work, this
transition is simpli�ed by assuming that all network nodes always respond normally
to control messages as their original protocols determine, but a validity is maintained
through a timestamp and a prede�ned period of time given by the periodicity of the
reconstructions and requisitions of EF-Tree and SID, respectively. Thus, an integrated
forwarding rule is applied to automatically adjust the network according to the sink
decision: every data packet (generated or forwarded) is sent through a routing tree if it
exists and it is valid (EF-Tree behavior); otherwise, data is sent to the neighbor from
which a speci�c and valid requisition was received (SID behavior); otherwise, the data
is sent by broadcast (Flooding) for path discovery.

6.3.2.5 Transition Analysis

It is important to analyze the impact of transitions in a hybrid adaptive algorithm. The
presented instance of Multi is composed of operational changes between a reactive and
a proactive behavior controlled by the sink and it is necessary to study what happens
in these transitions and their impact on data routing.

The initial routing state of Multi is SID and it changes to EF-Tree routing state
when a tree-build message is received. Multi stays in this last state while periodical
tree-build messages are received. A timeout leads the algorithm back to the SID state.
Figure 6.5 shows the state diagram of Multi in which the SID state was divided into
two operation modes for data forwarding: SID-Ucast and SID-Bcast for unicast and
broadcast, respectively, and the last case means data broadcast for route discovery.
Along the time, di�erent nodes in the network can be in di�erent states. This may
happen due to the following reasons: 1) The tree is under construction; 2) New nodes
are added to the network in the EF-Tree mode; 3) The tree is not built for all the
network due to packet losses; 4) The sink sends requisition messages, returning to the
SID state, whereas part of the tree is still valid.

Proposition 6.3.2 Considering the proposed forwarding rule, the communication be-
tween nodes in di�erent routing states (due to some of the causes described before) is
not disabled.

Proof. This characteristic is shown in two parts:
From SID to EF-Tree state: Data generated or forwarded by a node in the SID-Ucast
state can reach a node in the EF-Tree state, due to a tree construction for example
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Figure 6.5: State diagram of Multi.

(�rst case). By the forwarding rule described before, the packet will follow the tree
path normally. If a data packet is propagated by a �ooding (SID-Bcast state), which
occurs when the requisition message path is not built yet, this packet can reach the
tree in more than one point and it will be forwarded with duplications until it reaches
a tree-node which already received it. This last case is exactly what happens when
new nodes are inserted, because they always start in the SID-Bcast state.
From EF-Tree to SID state: This situation happens when the sink node decides to
return to the SID mode, sending requisition messages to source nodes that may be
sending their data through a still valid tree. As the SID requisitions follow the reverse
path of the last received data, they will follow the paths of the tree been used for each
source. When the tree becomes invalid in a node which already received a requisition
message, its reverse path will be used for data forwarding. Otherwise, the data will
be forwarded by �ooding, reaching the sink anyway, and the path for the source nodes
will be built on the next requisition period.

¥

6.3.3 Estimation Model and Adaptive Rule
This section describes how adaptation is performed with the routing mechanisms de-
scribed above in order to achieve performance improvements. In this work, the goal is
to achieve energy savings.

In event-driven scenarios, a sensor node detects an event when its measured value
represents a situation of interest. Once this occurs, it is assumed that the sensor node
starts to generate data to the sink in order to inform and allow the monitoring of the
events by some application.

In such scenarios, it is also expected the spatial and temporal correlation in event
detections by sensor nodes. Additional to the in�uence area of events, that causes



6.3. Multi: A Hybrid Adaptive Algorithm for Routing in WSNs 75

simultaneous detections in a proximity area, events may present a seasonal character-
istic, where they can be distributed in time following an occurrence ratio, or a dynamic
characteristic, where they can present an increasing actuation range or mobility (as the
examples in Fig. 6.6). Thus, it is expect that an event with certain characteristic will
not change abruptly. For example, a mobile or increasing event will be detected by new
nodes following its velocity or increasing rate, or a seasonal occurrence characteristic
will be maintained, and so its detection rate.

(a) Increasing event.

(b) Mobile event.

Figure 6.6: Examples of event occurrences and detections.

As described before, reactive algorithms are preferable in inactivity and low oc-
currence conditions. But by analyzing the reactive and proactive algorithms presented
before it is observed that the cost of a data �ooding for path discovery in SID is similar
to the cost of a tree-building in EF-Tree, which establishes a routing infrastructure for
all reachable nodes at once. Thus, if at least one source detecting events is expected to
occur in the next time interval of route validity, the proactive behavior can be taken
to avoid new discovery �oodings and, thus, achieve energy savings. This is used by the
adaptive model of Multi.

For event-detection estimation, it is applied the simple signal processing method of
Moving Average Filter (MAF) [Nakamura et al. (2005a)] on the number of new node
detections (nodes starting to send data of an event). As the name suggests, this �lter
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computes the arithmetic mean of a number of input measures to produce each point
of the output signal, and this can be translated in the following equation:

MAFout[i] =
1

m

m−1∑

k=0

input[i + j], (6.4)

where m is the �lter's window size (number of input observations to be considered).
The MAF method was chosen due to its capacity to capture the behavior of the last

m monitoring intervals, which is good for seasonal occurrence detection, and due to its
characteristic of step response, which is good to detect correlated detection increases.
It also �lters the noise of measurements that can be caused by abrupt tra�c variations
due to packet losses, queue delays, or an occasional event distribution, improving the
estimation. Other data fusion methods can be used for the node detection estimative,
but MAF is simple and has low computational cost, necessary for constrained WSNs.

For the Multi's adaptation, as soon as a high tra�c condition is detected and a
proactive behavior is taken, more advantages can be achieved. Thus, the monitoring
periodicity (and MAF supply) is con�gured as equal to the data generation rate of the
source nodes (10 s in our simulations). The output of MAF is used as the estimate
for the next period of observation. Therefore, as we want the estimate for the next
route validity interval (ten times the data rate in our simulation cases), we can assume
that it is 10× MAFout . Thus, the proactive behavior will be taken if this estimative is
higher than or equal to 1 (i.e., a new estimated detection), and it corresponds to the
MAFout ≥ 0.1 condition.

If Multi is already operating in the proactive mode with a valid routing infras-
tructure, this action is unnecessary and it is avoided until the validity expires. The
resulting adaptive rule of Multi is depicted in Fig. 6.7.

6.4 Simulation and Evaluation
In this section, the algorithms described in this work are evaluated through simula-
tion. First, it presents an evaluation of the MAF estimator to setup its parameters.
Next, some speci�c scenarios assessing the performance of the Multi implementation
described in this work are presented. They are used to compare Multi with SID and
EF-Tree alone, with other well-know algorithms of the literature, which are Push Di�u-
sion and One-Phase-Pull Di�usion, and with the version presented in Figueiredo et al.
(2004b).
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Figure 6.7: Multi's adaptive rule.

6.4.1 Parameters
The experiments were performed using the ns-2 Network Simulator [NS-2 (2004)] and
the same Mica2 parameters described in the case studies in Chapter 5. As MAC
protocol, again the IEEE 802.11 implementation available in ns-2 is used. But in fact,
the power consumption relative to the channel listening (corresponding to idle power),
which is very near to the reception power in the Mica2 nodes, cannot be ignored.
As this consumption is very reduced in solutions like B-MAC [Polastre et al. (2004)],
common to WSNs, and it is equal for all the evaluated algorithms, which results in a
constant amount of energy added to all algorithms (veri�ed through simulations), it is
not considered for the comparative analysis.

In all simulations, it is considered a network size of 50 nodes randomly distributed
in an area of 100 × 100 m2 and only one sink. Both data and control messages have
20 bytes and are transmitted every 10 s and 100 s, respectively. The main metric
evaluated was the energy consumption, which is a restrictive resource in a WSN. All
experiments were executed 33 times with a con�dence interval of 95% (vertical bars in
graphics).
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6.4.2 MAF estimator evaluation
Due to the absence of a generic event model for WSNs, this work represents the event-
driven scenario by two types of detection distribution along time: uniform and normal
distributions. In the �rst case, the variation on the detection ratio is represented
by di�erent number of sources generating data randomly along the simulation time.
This distribution can represent the occurrence of uncorrelated event detections. In
the second case, detections are distributed with a standard deviation around an aver-
age simulation time, and this distribution can represent the occurrence of correlated
detections.

To better understand how the MAF estimator works, and how the window size m

a�ects its performance it is shown in Figs. 6.8 and 6.9 some simulation cases following
the previously described uniform and normal distribution considering 50 source nodes
and window sizes of 10 and 50. The graphics show the detection measurements ev-
ery 10 s, the resulting calculated MAF and the consequent operating mode of Multi
(reactive or proactive mode).

In all cases we can note that the lower m, the faster the variation detection. On
the other hand, the greater m, the smoother the estimation. For m = 10, we can
see in Fig. 6.8(b) that MAF does not capture properly the seasonality of detection
occurrence in an uniform distribution, causing several swaps between the reactive and
proactive modes, and some of them undesirable. This can be seen in the change to
reactive mode in the instants around 1100 s, due to an occasional empty interval just
before it, which do not re�ect the overall behavior of detections. In the sequence, a
new detection happens, which represents an additional cost, and the Multi turns to
proactive mode again. With m = 50 (Fig. 6.8(c)) these transitions are not so common
and MAF has a better performance, however, it takes more time to respond from the
initial condition (initial occurrences around 500 s). The impact of m is also observed
with normal distribution in Figs. 6.9(b) and 6.9(c), but in this case, a lower m is better
to respond faster to increases in the detections.

Based on more simulation cases with the adopted parameters, the m = 20 repre-
sented the best value to capture seasonal characteristics of uniform detections, which
does not respond so slowly to variations of the normal distribution. This value rep-
resents two infrastructure building intervals (200 s) and it was used in the simulation
scenarios presented as follows.
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(c) MAF estimation and routing mode with window m = 50.

Figure 6.8: Multi's adaptive model (uniform event detection).

6.4.3 Multi Evaluation
6.4.3.1 Correlated detections

In the �rst scenario, sources generate data randomly with a normal distribution along
the time to represent the occurrence of correlated detections of events. The average
of this distribution is set in the middle of the simulation time of 4000 s and standard
deviation of 100 s. The duration of the data generation was a random value between
1 s and 100 s.

Figure 6.10(a) shows the summary of the consumed energy in the entire network
after the speci�ed simulation time considering that the number of source nodes which
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(c) MAF estimation and routing mode with window m = 50.

Figure 6.9: Multi's adaptive model (normal event detection).

detected an event varied from 5 to 50 nodes, randomly chosen. In this simulation,
with a not very intense tra�c, all algorithms delivered nearly 100% of the packets
(this graphic was omitted). Regarding the energy consumption, Multi outperforms
the other algorithms almost to all number of sources. With the lowest number of
sources (5 sources) Multi and SID consume almost the same energy, however, the
di�erence between them becomes near 100% with 50 sources. The advantage of Multi
is the adoption of the reactive behavior when the network is inactive, corresponding to
energy savings related to EF-Tree, and the �ooding avoidance of new sources when the
proactive behavior is assumed, which represents a high cost to SID as the number of
sources increases. This proactive behavior is taken when the MAF detects an increase
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Figure 6.10: Multi's performance under di�erent tra�c characteristics.

on the tra�c, so its value becomes higher than the threshold 0.1.

6.4.3.2 Uncorrelated detections

The second scenario, based on the previous one, represents uncorrelated detections of
events. The variation on detection ratio is represented by di�erent number of sources
generating data randomly along the simulation time of 4000 s with an uniform distri-
bution.

In Fig. 6.10(b), SID and Multi outperform EF-Tree when the number of sources is
small (less than 25). In this case, Multi operates just like SID, due to a low number
of detections by Multi's MAF and consequently no proactive behavior is taken. This
advantage happens because, with this reactive behavior, the routing infrastructure
is created and maintained only when necessary and constant proactive behavior is
unnecessary with a low amount of detections. However, when the tra�c increases, EF-
Tree begins to be more appropriated because it builds the routing infra-structure for all
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nodes at once and this proactive behavior is compensated by the initial �oodings of SID
for path discovery. In this case, Multi's performance becomes closer to the EF-Tree,
outperforming SID. It happens because MAF detects the high tra�c condition and the
proactive behavior is taken. Again, all algorithms present a high packet delivery ratio
and this graphic was omitted.

In this last case, with high number of detections, Multi and EF-Tree performances
are not the same because as the simulation time was kept constant, the increase in
the number of sources leads to a decrease in the inactivity time amortizing the cost of
the EF-Tree from the start of simulation, while Multi always starts to operate as SID,
changing to EF-Tree only when the MAF detects this tra�c condition, so some initial
data �ooding happens. In a real event-driven scenario, we can expect to have longer
inactivity periods than in the previous simulated scenario. Thus, the energy cost of the
EF-Tree is shifted to a higher value due to its proactive characteristic which results in
a better relative performance for both SID and, in special, Multi.

6.4.3.3 Robustness

To evaluate the resilience of Multi, the number of sources is �xed in 50 nodes with an
uniform distribution in the simulation time, and varied the probability of node failures
from 0 to 50% randomly during the simulation. When a node fails, it stays inactive
until the end of simulation. As we can see in Fig. 6.11(a), all algorithms presented a
similar performance regarding the delivery ratio (relation between received and data
packet sent) because in all cases the time to recover from a failure is equal (10 times
the data rate). Regarding the energy consumption, instead, the EF-Tree outperforms
SID. This happens because in the SID algorithm sources have to �ood messages for
path discovery whereas the EF-Tree algorithm rebuilds the tree for the entire network
at once. Multi's average performance stayed between EF-Tree and SID performances
because it can operate in one of these two modes during the network lifetime.

6.4.4 Comparison with other algorithms
The evaluation of Multi performance against others contributions found in literature
is performed by considering the Push and 1-Phase-Pull(1PP) versions of the Direct
Di�usion [Heidemann et al. (2003)], classical solutions in literature. The same scenarios
described before are used, and Push and 1PP Di�usion parameters such as data rate,
control messages (interests and reforces) periods and packet sizes, are set to correspond
to the Multi parameters. The simulation results are presented in Fig. 6.12 and 6.13.

As we can observe, Push Di�usion and 1PP Di�usion behaviors are close to the
SID and EF-Tree, respectively (see Fig. 6.10). It is due to their similar characteristics
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Figure 6.11: Multi's performance under di�erent probabilities of failure.
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Figure 6.12: Comparison with Di�usion versions in the correlated detection scenario
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Figure 6.13: Comparison with Di�usion versios in the uncorrelated detection scenario

of infrastructure construction and maintenance. The main di�erence exists between
SID and Push Di�usion. In Push, exploratory packets are sent in longer �xed periods,
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while in SID data are sent by broadcast until paths are built. This di�erence makes
SID more appropriated for event-driven scenarios and Push Di�usion more susceptible
to eventual packet losses, as we can see in the delivery ratio graphics. Obviously,
less delivery packets results in lower absolute energy consumption, which is not an
advantage in this case. A wider comparison among the related protocols can be found
in Siqueira et al. (2006a). In summary, we can see that Multi's advantage is also
observed against these classical algorithms by adapting to variable conditions.

Regarding the previously hybrid adaptive solution presented in Figueiredo et al.
(2004b), which was also presented as a case study in Section 5.4, it uses a threshold
on the number of sources as adaptive model. This model does not represent the event
occurrence characteristic properly. For example, occasional distribution of event detec-
tions can lead to a concentrated measurement higher than the established threshold.
This can lead to a proactive behavior that may not necessary correspond to an event
occurrence characteristic. This solution is also evaluated by considering the uniform
detection scenario described before, which better presents the variance in detections.
We used thresholds of 1 (Multi-1) and 3 (Multi-3), because they leaded to the best
performance in the lower and high tra�c cases, respectively. As we can see in Fig. 6.14,
Multi results with the new adaptive model are closer to the best performance of the
others, thus it is a more adaptable solution to respond to event occurrence character-
istics.
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Figure 6.14: Comparison with thresholded version.

6.5 Related Work
Section 6.2 presented a discussion about the fundamental function of routing in WSNs
with some related work found in literature [Al-Karaki and Kamal (2004)]. The de-
scribed implementations of classical proactive and reactive routing approaches, respec-
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tively, EF-Tree and SID, were used as a basis to build our hybrid adaptive approach.
They were better evaluated in Figueiredo et al. (2004c), in which comparisons with
the traditional Di�usion solutions [Heidemann et al. (2003)] show a very similar per-
formance. Thus, the evaluation results of Multi can also be extended to show its
advantages against these traditional solutions.

Particularly to the reactive component, the recent LRDE [CHAE et al. (2006)]
solution proposes a heuristic to reduce the energy cost of path discovery, and such an
approach could be used by the SID component of Multi. In this case, the adaptive
model of Multi should be adjusted to determine the better value of event-detection
estimation for changing the routing strategy from the reactive to the proactive strategy.
This solution can be evaluated as future work.

To the best of our knowledge, there is no other solution for WSNs considering hy-
brid adaptive behavior. However, this approach was �rst introduced in the MANET
domain, and Section 6.2 already discussed some points about the particularities of the
WSN domain. But now, after presenting Multi, some speci�c points are discussed
regarding two classical solutions for MANETs: ZRP (Zone Routing Protocol) [Haas
and Pearlman (1998)] and SHARP (Sharp Adaptive Hybrid Routing Protocol) [Rama-
subramanian et al. (2003)]. The former maintains a �xed proactive zone around every
network node, and outside this zone the protocol responds reactively. Regulating the
zone size, the protocol can reduce the route discovery cost but the constant cost of
the proactive zone is increased. As it was discussed in this work, this cost may rep-
resent an unnecessary resource consumption depending on the event occurrence. For
instance, without any event detection, even a small proactive zone may represent an
unnecessary cost. SHARP, instead, adjusts the proactive zone only around nodes with
signi�cative incoming data. In fact, the adaptation rule of SHARP only considers the
number of sources and the respective cost to maintain a proactive zone of some radius
around the destiny. It does not consider a temporal and spatial relation among sources
which may occur in event situations in WSNs. Although the approaches share the
same insight of the use of reactive and proactive behaviors, Multi solution di�ers by
considering the tra�c characteristic of WSNs to try to estimate event detections and
to avoid completely the reactive path discovery with a proactive action. These are im-
portant aspects to optimize the routing maintenance overhead in these very resource
constrained networks. In addition, Multi considers simple and feasible reactive and
proactive routing solutions for WSNs.
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6.6 Chapter Remarks
This chapter proposed an adaptive hybrid approach for routing in WSNs which allows
the autonomous adaptation of the routing strategy to improve the energy e�ciency
when the network presents di�erent variations of its tra�c condition. This solution
represents a practical solution in which the self-organization concept is applied in a
very objective way, and it shows the advantage of adapting this self-organizing behavior
according to general network perceptions following the autonomic control scheme.

Particularly, Multi unites the behavior of feasible reactive and proactive algorithms
for WSNs, and adapts itself according to an event-detection estimation model to achieve
energy savings. By observing the evaluation results, we can see that when operational
conditions of the network are unpredictable, self-adaptive approaches like Multi should
be more adequate than a single strategy algorithm, extending its applicability.

The future work includes the evolution of Multi. We intend to improve both reactive
and proactive algorithms used, to evaluate other techniques for event estimation, and
to include and evaluate other functions like data aggregation and node scheduling
in the proposed solution. Additionally, with the applied approach it is possible the
construction of new hybrid adaptive solutions including other routing algorithms, like
those with geographical and hierarchical characteristics. The objective is to �nd other
application requirements and network metrics in which an adaptive behavior among
di�erent routing strategies can bring a better performance.



Chapter 7

Integration of Self-Organizing
Functions: A Case Study on Routing
and Density Control

Many self-organizing functions are expected to be applied in a WSN, as it is shown
by many examples in Chapter 3. As a consequence, the design of these functions
must be considered together in order to achieve a correct as well as e�cient network
operation. This aspect was discussed as an important design phase in Section 4.4.3,
and it was provided some general ideas about how this integration can be done. Taking
these general ideas, we designed a case study considering the fundamental functions of
routing and density control (see Section 3.4), and the obtained solutions can also be
seen as speci�c contributions of this thesis. The obtained results con�rm the need of
integration aspects in the design of self-organizing WSNs. Additionally, an evolution of
the particular solutions have originated a master thesis [Siqueira et al. (2006a); Siqueira
(2006)] as part of the SensorNet Project.

This chapter is organized as follows. Section 7.1 introduces the routing and density
control integration problem. In Section 7.2 the integrated approaches (RDC-Sync
and RDC-Integrated) are described. Section 7.3 presents the simulation model and
the evaluation results of the proposed solutions. In Section 7.4, the related work is
presented. Finally, in Section 7.5, the conclusions are discussed and possible future
work is described.

7.1 Introduction
As described in Section 3.4, routing and density control are two important functions
to be considered for WSNs in the self-organization context. The former is important

87



88
Chapter 7. Integration of Self-Organizing Functions: A Case Study

on Routing and Density Control

because the fundamental objective of WSNs is to report information from the envi-
ronment to the network observer, generally through the sink node, and the routing
function is the responsible to do it in an e�cient manner. And the last is important
because since WSNs may have high density, it is possible to make an scheduling of
sleeping nodes (i.e., nodes which can turn o� their devices such as radio, sensor etc.)
without deteriorating the network coverage and connectivity, i.e., guaranteeing the
application requirements and improving energy savings.

As discussed in Section 4.4.3, integration is an important aspect to be considered
in the design of self-organizing WSNs in order to achieve either a correct and e�cient
operation. The main motivation for integrating routing and density control lies on the
impact that the density control causes on the performance of the routing when both
activities are considered independently. The main aspects are described as follows:

• Increase of the Network Dynamics. Density control changes the activity
pattern of the sensor nodes, which are often put to sleep. Besides interrupting
their sensing tasks, nodes in sleep mode have their radios turned o�, and then
they cannot participate on routing. Therefore, at any moment, the density control
function may disable a router node, damaging the routing infrastructure and, by
consequence, causing data losses while this infrastructure is not repaired.

• Increase of the Network Tra�c. Even though density control reduces the
number of nodes in activity and thus the tra�c generated by the application and
the routing protocol, it introduces its own tra�c �ow (control messages need to
be exchanged in order to let nodes interact among themselves). These additional
control messages may cause more drops, delays, and energy consumption, which
can a�ect the functions themselves. For example, control packet losses can lead
to an incomplete routing infrastructure or an ine�cient density control.

Taking into account such discussed impacts, the integration of routing and density
control functions is a natural approach. In Section 4.4.3 it was presented two ap-
proaches considering the integration of self-organizing functions, and they are applied
in this section in two di�erent solutions as case studies. Both solutions apply the classic
solution of tree-based routing for WSNs, and it was used the EF-Tree implementation
previously evaluated in the Multi proposal (see Chapter 6), and a density control al-
gorithm called OGDC [Zhang and Hou (2005)], which is a fully decentralized solution
that guarantees coverage with connectivity.

The �rst integrated solution presents a simple synchronization strategy for consid-
ering both density control and routing functions independently, called RDC-Sync. This
solution tries to synchronize the considered functions in order to rebuild the routing
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infrastructure when the topology is changed. Its advantage is the simplicity of the
solution requiring minimal changes in the individual algorithm implementations. The
second solution presents a simple yet powerful approach for integrating both functions
inside a single solution, called RDC-Integrated. This cross-layer vision is essential
for reducing the costs of creating and maintaining the network infrastructures. Fur-
thermore, it guarantees that the topology dynamics caused by density control (nodes
going to sleep) are immediately considered by the routing function without incurring
in loss of information. Performance evaluation of the RDC-Sync and RDC-Integrated
algorithms demonstrates the importance of integrating density control and routing.

7.2 Solutions
In this section, the solutions designed to integrate routing and density control are
described. They present a motivation for applying the integrated design, besides illus-
trating some aspects that take part in this kind of approach.

The �rst evaluated approach, called Synchronized Routing and Density Con-
trol, or simply RDC-Sync, is an integration alternative for reducing the topology
dynamics problem, keeping an independent functioning of density control and routing
processes. The second one, called Integrated Routing and Density Control pro-
tocol, or simply RDC-Integrated, is a fully integrated solution, in which the routing
and density control protocols are combined in a single one.

In the following, a brief description of the considered density control algorithm is
provided. The description of the tree-based routing algorithm can be seen in Sec-
tion 6.3.2.1. Next, the strategies for integrating these algorithms are discussed.

7.2.1 Density Control Algorithm: OGDC
The Optimal Geographical Density Control algorithm (OGDC) [Zhang and Hou (2005)]
is a density control algorithm, whose goal is to maintain complete coverage and con-
nectivity of a wireless sensor network for as long time as possible. The idea is to make
the sensor nodes temporarily inactive (i.e., in sleep mode) when they are not essential
for guaranteeing coverage and connectivity of the network. Since an inactive node con-
sumes signi�cantly less power than an active node, this mechanism saves energy and
prolongs the WSN lifetime.

The OGDC algorithm is a localized algorithm in the sense that each node uses only
local information to carry out the density control process. The active nodes are carefully
chosen based on the position of other neighboring nodes that are already active. In
the density control process, only the nodes which contribute with maximum additional
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coverage to the existing active nodes are chosen to be active nodes themselves. The
algorithm works in rounds, so at each round the density control process is repeated
and this set of active nodes is recomputed.

During the operation of the algorithm, there are three states in which the nodes
can be: UNDECIDED, OFF and ON. In the UNDECIDED state, the node has not yet
decided if it will stay active or not in the present round, so it keeps its participation
on the OGDC decision process. In the OFF or ON state, the node has already decided
if it will stay active or not, so its participation in the OGDC process is �nished in the
present round. If a node goes to the ON state, it stays active until the next round, but
if it goes to the OFF state, it becomes inactive, turning o� its devices in order to save
energy. In a round, the global OGDC process �nishes when every node has entered the
ON or OFF states.

The density control process works as follows. Each node begins in the UNDECIDED
state, starting a volunteering process in which it probabilistically decides whether to
volunteer to be a �starting node�. Each node that volunteers, after a back-o� period,
goes to the ON state and broadcasts a POWER-ON message. Each node that does
not volunteer sets its back-o� timer to a larger value. If it does not receive a POWER-
ON message within the expiration of its back-o� timer, it repeats the volunteering
process, with the volunteering probability doubled. When a node receives a POWER-
ON message, it checks if its entire coverage area (the area within its sensing range)
is covered by its neighbors (which already sent POWER-ON messages). If the area
is covered, the node sets its state to OFF. If not, it (re)sets its back-o� timer to a
value computed using a formula which ensures that the node whose presence is most
bene�cial to the network at that time (the one which is closest to the optimal) gets
the lowest valued back-o� timer. If the back-o� timer expires, the node enters the
ON state and broadcasts a POWER-ON message. If a node detects the occurrence of
collisions, it also enters the OFF state by assuming a very dense network.

7.2.2 Synchronization Approach: RDC-Sync
The �rst alternative for integrating density control (OGDC) and routing (EF-Tree)
processes is to implement them independently, but con�gured to act synchronized.
This synchronization is made in order to let the routing infrastructure to be renewed
whenever the density control algorithm changes the set of active nodes. So, in this
approach the time periods of these protocols have to be con�gured with the same value.
Furthermore, in each time period, the routing tree construction has to be adjusted to
start immediately after the density control process is done.

Nevertheless, to adjust the start of the tree construction in EF-Tree with the �nish
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time of OGDC in a round in practice is a hard task. It demands the use of a syn-
chronization mechanism which could be complex and imply in a high extra cost for
the network. For this reason, if the RDC-Sync is to be implemented in a real WSN,
possibly the network designer would prefer to estimate a synchronization point. As a
result, the performance of a real synchronization solution will depend on the estimation
quality of the synchronization point. If OGDC �nishes after this synchronization point,
part of the tree construction will happen concurrently with OGDC, risking the quality
of the tree. On the other hand, if OGDC �nishes before this synchronization point,
during the time interval between the �nish time of OGDC and the synchronization
point, information may be lost because the tree will not be up-to-date.

The estimation quality of the synchronization point can be measured by considering
the best and worst possible cases for it. A real synchronization solution, then, will have
performance lying between the best and the worst cases. The best possible synchro-
nization case, i.e., the one that gives a superior performance limit, is that in which the
synchronization point is set to the value immediately after the density control process
is done in the whole network. It can only be obtained by considering that a global
view of the network is available. The worst possible synchronization case, on the other
hand, results in the inferior performance limit. The worst situation happens when the
synchronization point is set to the beginning of the round, in which case the density
control and routing tree process start simultaneously and, as a consequence, the rout-
ing infrastructure is built over a topology that is in the middle of a changing process.
We refer to the best case as RDC-Sync-B, an to the worst case as RDC-Sync-W.

Regarding the implementation of RDC-Sync-B and RDC-Sync-W, we considered
that the sink node do not participate on the OGDC process (because it can not be
turned o�), but contributes for the network coverage by keeping its sensor permanently
turned on.

7.2.3 Fully Integrated Approach: RDC-Integrated
A better integration alternative is the one that combines the density control process of
OGDC with the EF-Tree routing process, rather than putting one protocol on the top
of the other, and this is the main idea of RDC-Integrated. The purpose of this solution
is to incorporate the OGDC process inside the tree construction process. The result is
a protocol that performs the density control using the tree construction messages, i.e.,
without incurring additional costs, and reduces the impact of the dynamic of density
control because the process is executed at once.

To include the OGDC mechanism inside the tree construction process, some modi-
�cations to this algorithm are needed. First, the tree construction messages will serve
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as POWER-ON messages. Thus, the density control process is initiated only by the
sink, i.e., the sink has to be pre-de�ned as the only starting node, rather than hav-
ing the starting nodes chosen randomly in a probabilistic volunteering process. As a
consequence, in RDC-Integrated the sink will be the �rst node to send a POWER-ON
message and thus the following POWER-ON messages sent will �ow from its position to
the network boundaries. Once a node receives these tree construction messages, which
also means a POWER-ON, it performs the activity decision process of the OGDC, and
it only proceeds with the construction process if it decides to stay in the active mode.
Since in OGDC the POWER-ON messages are originated by nodes which have entered
the ON state and hence will stay active in that round, upon receiving a POWER-ON
message, the node can include the message source as a candidate for being its parent
in the tree. When data need to be routed, the parent is used as a path to reach the
sink.

In this implementation, the source of the �rst POWER-ON message is chosen as the
node's parent in the tree. This rule is the one considered in EF-Tree, but depending
on the application requirements, di�erent rules can be applied for electing the best
candidate, such as the closer node, the node with higher energy stock etc.

7.3 Simulation and Evaluation
Simulations were performed to evaluate the performance of the integrated solutions
and show practical results which motivate the use of integrated design. As described
in the earlier chapters, we used the ns-2 (Network Simulator 2) [NS-2 (2004)] set with
the parameters based on the Mica2 nodes [Crossbow Technology Inc. (2004)].

It is considered a continuous sensing application in which nodes periodically send
their data to the sink node located at the center of the area. The periodicity of report
was set to 20 s, all the nodes beginning their sensing activities in random times between
0 and 20 s. The data packets sent have 32 bytes. The sensing range considered was
20 m, which is the half of the communication range. As it is possible to connect a
sensor on the gateway, we assume that the sink is also capable of sensing.

For the network routing, the EF-Tree protocol was applied. This protocol builds
a routing tree with the sink as a root and which is periodically updated every 100 s.
The control packets of EF-Tree have 32 bytes. For the MAC layer, as the Mica2 nodes
implement a CSMA/CA protocol, the IEEE 802.11 version available in ns-2 was chosen
to be used. For density control, the OGDC protocol was used, con�gured with a round
time of 100 s. As in EF-Tree, the control packets of OGDC have 32 bytes. Regarding
constants and timeout values for activity decision in the density control process, they
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are the same as shown used in Zhang and Hou (2005).
Concerning the network setting, the nodes were randomly distributed in the area,

according to a uniform distribution and they are not mobile. Regarding the initial
energy, it was set to 100 J. This value is su�cient for the network to live for more than
3,000 s, in all the network settings. The number of nodes and density were varied in
the simulations, so their values will be described later.

The integrated solutions following the synchronized approach, RDC-Sync-B and
RDC-Sync-W, which de�ne the range of a practical solution (with the estimation of
a synchronization point), and the fully integrated solution, RDC-Integrated, are eval-
uated and compared in two simulation scenarios. Their are also compared with a
solution not applying density control, called RT, which only uses the EF-Tree rout-
ing and shows the importance of considering both functions. The purpose of the �rst
scenario is to provide a performance comparison between these solutions when the net-
work size is varied. The second scenario is designed to allow a comparative analysis
along the simulation time.

7.3.1 Network Size Variation Scenario
In order to compare the performance of the chosen scenarios, simulations were con-
ducted varying the number of nodes from 50 to 200. The area dimension was varied
simultaneously in order to keep a �xed density of 5 nodes per 1,000 m2. In this set,
all the simulation experiments were executed for 3,000 s and repeated 33 times. Next,
the results are shown, which present con�dent intervals of 95%.

Fig. 7.1(a) shows the packet delivery ratio per network size, for all scenarios. We can
see a better performance of RDC-Integrated, which is the only solution that completely
avoids the invalidation of routes due to the dynamics introduced because of density
control (when a node state is switched from active to inactive). In RDC-Sync-B, this
e�ect of density control is only partially avoided because packets may be lost before the
global synchronization is reached, i.e., before the density control process has �nished
in all nodes. In RDC-Integrated, the routes are computed inside the density control
process and so this reduces the time when routes may be invalid. Nevertheless, although
the di�erence between these solutions is small, the global view in RDC-Sync-B is hard
to be achieved, thus we can expect real performance to lie between the results shown
for RDC-Sync-B and RDC-Sync-W scenarios, which may be very poor (even lower
than that of RT) depending on the estimation quality of the synchronization point. In
RT (without density control), we can see a delivery ratio near that of RDC-Integrated
for smaller network sizes, however, as the number of nodes is increased, it is negatively
impacted by the high amount of redundant data generated in a very dense network.
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Fig. 7.1(b) shows the energy consumption results of the four scenarios. Obviously,
in the solutions that apply density control, less energy is spent due to the lower num-
ber of active nodes. In addition, these solutions reduce redundant data and the tra�c
as a consequence, saving even more energy. Moreover, if the density control is inte-
grated with the routing construction, the energy e�ciency is even better, as the results
for RDC-Integrated in Fig. 7.1(b) show. The application of this strategy reduces the
number of control messages by integrating the messages of density control and routing
tree construction, and these functions are performed independently in the other ap-
proaches. In addition, as we considered the e�ective participation of the sink in the
density control process, we have a little lower number of active nodes (see Fig. 7.2(c)),
and this improves the energy savings.

In Fig. 7.1(c), we can see the impact of the evaluated solutions on the delay. RDC-
Sync-W has the worst performance due to the high absence of valid routes. Data
packets are retained in the routing queues for retrials, and this causes the increase on
the delay of successfully received packets, which are in a few number in this case. RDC-
Integrated has the best performance because in this solution, as soon as the topology is
altered the routing tree is rebuilt and data can be correctly and immediately forwarded.

Regarding the resulting area coverage, we can see in Fig. 7.2(a) that the better
global coverage is obtained with RT, which does not perform density control, and so
all nodes remain active (see Fig. 7.2(c)). The other solutions also present a high area
coverage, with a di�erence of 3%, but a lower performance is observed in RDC-Sync-
W. This is explained by the impact of the routing tree construction that is performed
concurrently with the density control negotiation, which can cause some collisions
and control packet losses. As described in Section 7.2.1, in the OGDC scheme these
collisions can make some nodes to become inactive, because it is believed that if the
number of collisions is high, it means that the network is dense. Nevertheless, collisions
may have other causes and, as a result, OGDC could negatively a�ect the global
coverage. In addition, the packet losses can force a node to become active even if there
are neighboring nodes covering its area.

If the coverage is measured in the sink (see Fig. 7.2(b)), we can also see a good
performance in all solutions but RDC-Sync-W, due to its low delivery ratio. RT also
has a low delivery ratio, but the coverage is maintained as a result of data redundancy.
Nevertheless, when the network size is increased, the drawbacks of this strategy can be
seen. Keeping less than 50% nodes (see Fig. 7.2(c)), the other solutions can manage to
obtain almost the same coverage with reduced network tra�c and energy consumption.
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Figure 7.1: Performance comparison of distinct integration solutions per number of
nodes.

7.3.2 Lifetime Evaluation Scenario
In order to verify the impact of each approach on the network coverage in time, sim-
ulations were conducted without limiting the simulation time, i.e., they were executed
until all the sensor nodes have run out-of-energy. For these experiments, the number
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Figure 7.2: Comparison of coverage and activity per number of nodes.

of nodes was �xed in 100 with 5 nodes per 1,000 m2. The results presented next show
coverage in time for one simulation of each scenario.

Fig. 7.3 shows the coverage along the simulation time considering the sink view of
the network, i.e., it considers only the data being received by the sink and so considers
the packet delivery performance.
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We can see the great bene�t of density control on the network lifetime. While with
RT the network completely loses its coverage before 5,000 s, the other solutions manage
to prolong coverage until almost 20,000 s, i.e., an increase of four times in network
lifetime. Nevertheless, RDC-Integrated presents a better performance, keeping the
highest coverage at most of the time. This lifetime extension occurs due to its energy
savings, as showed before. The di�erences among the integration strategies become
clearer, and also the performance of the routing protocol. As we can notice, among the
solutions with density control, RDC-Sync-W shows the worst performance, as expected.
The delivery ratio makes the di�erence, as we can note mainly in the RDC-Sync-W
performance with a low sink coverage and a high variance, and in the lower variance
of the RDC-Integrated when compared with RDC-Sync-B.
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Figure 7.3: Comparison of coverage (sink view) in time.

7.4 Related Work
Recently, a new research area has been opened for improving the performance of wire-
less networks, generically termed �cross-layer design�. The idea is to promote perfor-
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mance gains by jointly designing network protocols which would traditionally reside
in di�erent layers. When together, the protocols can interact and exchange important
information. For integrating MAC and network (routing) layers in WSNs, for exam-
ple, there are already some cross-layer proposals. In MINA [Ding et al. (2003)], it is
presented a uni�ed framework that encompasses network organization in groups, MAC
and routing protocols. In Zorzi (2004), a contention-based MAC protocol is designed to
be integrated with the GeRaF protocol, an on-demand geographical routing protocol.
In Sichitiu (2004), a solution for random scheduling nodes is supported by interactions
from the MAC and routing protocols. Another example of integration is shown in TD-
DES [Cetintemel et al. (2003)], in which some application choices are determined in the
network layer. In the presented case study, it is shown that an integrated approach is
necessary not only for communication protocol stack, but also for other self-organizing
functions.

Even though there are already many e�orts on cross-layer design, few researches
have yet shown concern on interaction between density control and routing, which is
the focus of the present work. In ASCENT [Cerpa and Estrin (2002)], the authors
observe that packet loss may occur when a node is set from the active to inactive state.
They suggest that an improvement could be made by informing the network layer
about ASCENT's state changes, so as to let the routing infrastructure be repaired. No
solution was derived in detail and evaluated, though. Another work which deals more
deeply with the cooperation between density control and routing is Tian and Georganas
(2002) work. In this case, the proposed density control algorithm is evaluated in con-
junction with LEACH [Heinzelman et al. (2000)], a cluster-based routing algorithm for
WSNs. Their approach was to insert the density control phase just before the LEACH
set-up phase, and so, at each round, inactive nodes do not participate on the cluster
forming and communication infrastructure. Hence, their idea is to synchronize both
protocols. In addition, LEACH-based solutions consider that nodes can communicate
directly with the cluster-head, which turns easier the monitoring and controlling of
the clustered nodes states but is often hard to be obtained in practice. The presented
solution is di�erent because a fully integrated and decentralized solution is provided
following the self-organization concept.

7.5 Chapter Remarks
This chapter presented a case study on the integration of routing and density control,
which are two important self-organizing functions for WSNs. It demonstrates the
need of integration approaches for a correct and e�cient network operation. But the
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proposed solutions can also be seen as interesting new contributions of this thesis.
It was proposed two solutions following the insights presented in Section 4.4.3:

RDC-Sync, implementing the synchronization strategy, and RDC-Integrated, follow-
ing the strategy of integrated design. Their results show that if the combination of
routing and density control is not carefully designed, there is a risk of wasting the
bene�t of controlling the network redundancy because of an unsought information loss
that could occur due to the impact of density control organization in the routing func-
tion. In addition, the results show that the fully integrated solution (RDC-Integrated)
can present advantages by reducing the network overhead, consequently the energy
consumption, while signi�cantly reducing packet losses due to the dynamic introduced
by density control.

Although the main purpose of presenting RDC-Sync and, mainly, RDC-Integrated
in this work is to motivate the integrated design, they can be more explored as in-
teresting individual proposals to be used in practice. In fact, an extension of this
work was realized as a master thesis work [Siqueira (2006)], which better explored the
density control and routing relation and better evaluated the presented solutions. As
future work, we intend to integrate other self-organizing functions such as channel ac-
cess scheduling or clustering in the RDC-Integrated process. The result of this work
may be the obtainment of an integrated network architecture for the self-organization
of WSNs that is more e�cient than single solutions. Other possibility for future work
could be the integration of di�erent density control and routing solutions, mainly that
ones with very distinct characteristics, such as on-demand solutions. Finally, the algo-
rithms presented in this work could be implemented and evaluated in a real network,
such as the Mica2 platform.





Chapter 8

Final Considerations

This chapter summarizes this thesis. It presents some general concluding remarks in
Section 8.1, and describe some limitations of this work in Section 8.2. The current
publications that came from the contributions of this thesis are cited in Section 8.3.
Also, some ideas that can generate complementary work are presented in Section 8.4.

8.1 Concluding remarks
Self-organization is an important and challenging concept to be applied to the current
large-scale computer systems, and specially to the WSNs. This concept is based on
the achievement of a desired global behavior from local interactions among the system
elements, and it can be used to achieve autonomic operation of these systems, i.e.,
an unattended operation without a central control. In fact, many WSNs applications
demand on self-organization characteristics. This need is due to the scale, dynamic
and unattended operation characteristics of such networks, and the self-organization
concept matches these goals very well.

Although many self-organizing solutions already exist for WSNs and other com-
putational systems, there still is a lack of general design aspects to be applied with
objectiveness in the development of self-organizing WSNs. Thus, this thesis advances
in this promising research area with two contributions in a conceptual level:

• A Design Methodology. This proposal reunites important practical design
aspects and provides a guideline that can be useful in the understanding and in
the development of new self-organizing functions for WSNs. It is not the purpose
of this design methodology to generate closed and �nished solutions. Actually,
the experience of the developer is important to achieve e�ective self-organizing
solutions. However, the methodology turns explicit important design aspects
based on the study of common self-organizing functions, and this can help in new
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designs. Due to the absence of similar proposal in the literature, this methodology
represents a step-forward in the designing of self-organizing systems.

• A Management Scheme. This contribution presents a scheme in which self-
organization functions and centralized management entities are considered to-
gether for the development of e�ective autonomous solutions for WSNs. In a
lower operational level, it considers that self-organizing functions can be used to
achieve more powerful and simpler autonomous solutions, but in a higher level, it
considers the practical aspect that the network behavior must be adjusted to dif-
ferent global goals de�ned by management entities and applications, or to global
network perceptions. In this scheme, instead of controlling the network individu-
als, which is the approach of traditional management solutions, the management
entities controls the network self-organizing behavior by changing the local rules
played by the individuals. And this approach simpli�es the management task
by focusing it only on global aspects of network operation. As a complementary
view to existing solutions in literature, this scheme turns explicit the need of
adjusting the network self-organizing behavior to di�erent goals, and it relates
important aspects on the implementation of this vision.

With these more general contributions about self-organization in WSNs, it was
envisioned some practical and interesting contributions with speci�c self-organizing
functions of these networks:

• Multi: A hybrid adaptive routing solution. This contribution proposes a
routing solution for WSNs that combines two self-organizing strategies for rout-
ing infrastructure formation, a reactive and a proactive, and an adaptation model
performed by the sink based on global perceptions of the network to achieve en-
ergy saving. This solution follows the ideas present in the more general contribu-
tions in a more objective way, and it consists of an interesting routing solution
to be applied in practice with signi�cative results.

• RDC-Sync and RDC-Integrated. This contribution considers the important
design aspect of function integration. The particular implementation proposes
the integration of the routing function with density control, and both are fun-
damental functions for the proper operation of WSNs. It shows not only that
integration is important to achieve a more e�cient solution, but also to achieve
correct operation, because di�erent self-organizing functions can a�ect each other.
This is the case when the density control function can damage the routing in-
frastructure organization by changing the state of active nodes. Although the
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proposed solution considers particular routing and density control instances, it
represents an innovative solution to be used in practice, and the achieved signi-
�cative results led to the extension of this work as a Master Dissertation [Siqueira
(2006)].

In summary, this thesis advanced in general and speci�c aspects the concept of self-
organization applied to the WSN domain. The advantages of treating this promising
research area in a wider approach are the provision of di�erent contributions regarding
di�erent aspects of self-organization in WSNs, and the obtainment of more possibilities
of consequent work. In addition, some of the contributions present in this work, mainly
those in the conceptual level, can easily be translated to other self-organizing domains
such as the general ad hoc or mobile robot networks.

8.2 Limitations
Some contributions in this work are presented by considering general aspects of the
application of the self-organization concept to the WSNs. Although it was presented
particular case studies to show the usage and bene�ts of the proposed contributions, the
validation of these general ideas are subjective. This observation is particularly true
in the case of the design methodology. Maybe some validation methods of software
engineering, in which several users consider the methodology and some metrics are
taken from the design process, could be used to this purpose, but it is left as future
work. This weakness is also present in the proposed management scheme. But in this
case, as the contribution deals with a more speci�c and obvious problem, which is
the need of adjusting the network behavior to di�erent goals, the several case studies
provide examples to show its applicability.

With the practical contributions present in this work, mainly in the case of Multi
and RDC-Integrated, the validation of the solutions was based on simulation scenarios
based on real platforms and assuming some common application characteristics. Al-
though simulation approaches are very common and widely adopted in the research area
of networks, and particularly in WSNs, it is necessary the evaluation of these solutions
in real platforms considering practical aspects of implementation such as the memory
usage, the required processing time to perform some function, energy consumption,
and the radio communication reliability.

8.3 Publications
The contributions present in this thesis are reported in the following publications.
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Introductory work regarding self-organization in WSNs is presented in Loureiro
et al. (2003), which is an integrated e�ort of the SensorNet members presenting an
overview of WSNs. Also, in Ruiz et al. (2004), the discussion on WSN architectures
and existing protocols are extended as a collective work. Particularly, Figueiredo et al.
(2005b) reports some representative self-organizing algorithms for sensor and ad hoc
networks, and it is consequence of the work presented in Chapters 2 and 3.

Regarding the speci�c proposals present in this work, the design methodology is un-
der revision in a new conference showing the advance of this research area in Figueiredo
and Loureiro (2007). Some speci�c results of the management scheme is presented
in Figueiredo et al. (2005a), and its wider view in under review in Figueiredo et al.
(2007a). The �rst e�orts on the Multi solution are published in Figueiredo et al.
(2004c), which received the 2nd best paper award in its conference, and Figueiredo
et al. (2004b). Extended evaluation of this routing solution and comparisons with
other proposals in literature are presented in Figueiredo et al. (2004a). The extension
of the Multi solution is under review in Figueiredo et al. (2007b). The RDC-Integrated
and RDC-Sync solution are published in Siqueira et al. (2006a) and Siqueira (2006).

During the doctoral process, we have also collaborated with other studies with some
insights and implementations. Related to routing solutions, the work by Nakamura
et al. (2004) explores the tree routing solutions, and in Nakamura et al. (2005c,b,d)
data fusion techniques are applied for routing recovery in WSNs. In a more general way,
some helpful data fusion techniques to be applied in WSNs are discussed in Nakamura
et al. (2005a). Other work dealing with data reduction techniques based on data stream
algorithms is published in de Aquino et al. (2007b), and it has a version under review
in de Aquino et al. (2007a).

8.4 Future Work
Through this work it is presented several contributions divided in chapters, and each
chapter relates the particular intended activities as future work. In addition, it is
also discussed before some limitations present in this work that can be treated as its
sequence. Besides doing these improvements to the contributions present in this thesis,
we present some general ideas pointing to future directions that can evolve the vision
of self-organization in WSNs as follows:

Quantitative comparison between centralized and self-organizing solution.
In Chapters 2 and 3, it is discussed that alternative approaches to self-organization are
based on central control. While requiring a model of the entire network to perform its
organization, these solutions demand more processing and communication reliability
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than self-organizing ones, but also they can provide either a more e�cient or optimized
result. It is fact that such centralized solutions can not be feasible for large scale and
dynamic networks, but they can serve as a parameter to evaluate the self-organizing
solutions. Thus, a future work can consider a methodology in which self-organizing
functions are evaluated through a quantitative comparison of the network performance
when considering a centralized and optimized solution.

Design of self-organizing evolutive solutions. The proposed solutions present
in this work are based on local interactions considering local information received from
the neighbors. This is the case of routing infrastructure formation and density control
performed by the components of Multi and RDC-Integrated, as well as in other case
studies. Also, the network reorganization is performed in rounds, and no information
about the achieved network performance is considered between them. A common
mechanism present in natural self-organizing systems and in some related work in
the network domain is �exploration�. With this mechanism, several attempts of a
better organization, i.e., which leads to a better performance, are performed by the
system elements, and so these elements can change their participation in the network
organization or not depending on the attempt result. This behavior can lead to a
network whose organization can be improved along time, although it causes resource
consumption with unsuccessful attempts. An intention is to develop solutions following
this approach, and price-based techniques can be used to evaluate the attempts. A
particular solution can consider the density control function, not present in literature
following this proposed approach, and existing optimized solution, as described in
Chapter 3, can be used as a comparison basis according to the �rst idea.

Development of a formal method for the design of self-organizing functions.
The design methodology proposed in Chapter 4 turns explicit several general aspects
of the development of self-organizing functions. These aspects can be present in a
formal language to the speci�cation of new self-organizing functions. The advantage
of this possible approach is that it can approximate the usage of formal veri�cation,
simulation and automatic code generation by considering a uniform way to specify the
designed functions.
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