
HORÁCIO ANTONIO BRAGA FERNANDES DE OLIVEIRA

LOCALIZAÇ�O NO TEMPO E NO ESPAÇO

EM REDES DE SENSORES SEM FIO

Belo Horizonte

Maio de 2008



HORÁCIO ANTONIO BRAGA FERNANDES DE OLIVEIRA

Orientador: Antonio Alfredo Ferreira Loureiro

LOCALIZAÇ�O NO TEMPO E NO ESPAÇO

EM REDES DE SENSORES SEM FIO

Tese apresentada ao Programa de Pós-

Graduação em Ciênia da Computação da Uni-

versidade Federal de Minas Gerais omo requi-

sito parial para a obtenção do grau de Doutor

em Ciênia da Computação.

HORÁCIO ANTONIO BRAGA FERNANDES DE OLIVEIRA

Belo Horizonte

Maio de 2008



HORÁCIO ANTONIO BRAGA FERNANDES DE OLIVEIRA

Advisor: Antonio Alfredo Ferreira Loureiro

LOCALIZATION IN TIME AND SPACE

FOR WIRELESS SENSOR NETWORKS

Thesis presented to the Graduate Program in

Computer Siene of the Universidade Federal

de Minas Gerais in partial ful�llment of the

requirements for the degree of Dotor in Com-

puter Siene.

HORÁCIO ANTONIO BRAGA FERNANDES DE OLIVEIRA

Belo Horizonte

May 2008



UNIVERSIDADE FEDERAL DE MINAS GERAIS

FOLHA DE APROVAÇ�O

Loalização no Tempo e no Espaço

em Redes de Sensores Sem Fio

HORÁCIO ANTONIO BRAGA FERNANDES DE OLIVEIRA

Tese defendida e aprovada pela bana examinadora onstituída por:

Ph. D. Antonio Alfredo Ferreira Loureiro � Orientador

Universidade Federal de Minas Gerais

Ph. D. Eduardo Freire Nakamura � Co-orientador

FUCAPI

Ph. D. Alejandro C. Frery

Universidade Federal de Alagoas

Ph. D. Azzedine Boukerhe

Universidade de Ottawa

Ph. D. Geraldo Robson Mateus

Universidade Federal de Minas Gerais

Ph. D. Wagner Meira Junior

Universidade Federal de Minas Gerais

Belo Horizonte, Maio de 2008



Aos meus pais.

i



Agradeimentos

Agradeço a Deus pela oportunidade de aperfeiçoamento tanto inteletual quanto moral. Pela

presença onstante em ada momento de minha vida. Pela família e pelos amigos.

Ao meu orientador, Prof. Loureiro, pela ajuda, inentivo, eslareimento e, aima de tudo,

exemplo. Ao meu o-orientador Nakamura pelo apoio, direionamento, idéias e sugestões nos

diversos projetos. À Linnyer pelo onvite de partiipar do tBb e pelas diversas sugestões e

aompanhamento.

Agradeço o pessoal de Manaus, que �zeram da Ufmg a universidade mais �Manauara� do

Brasil, om exeção da própria Ufam, laro. Gostaria de agradeer em espeial os Professores

Pio e Ruiter pela ompanhia, amizade e apoio desde minha hegada de Manaus. Agradeço

também o Guillermo por dividir o aluguel omigo por mais de um ano.

Ao pessoal do Laboratório Atm pela ompanhia e ajuda diária. Pelo ambiente deson-

traído e, ao mesmo tempo, pro�ssional que enontrei no laboratório.

Muito tenho a agradeer a meus pais que, mesmo distantes �siamente, permaneeram

próximos em pensamento através de suas orações, onversas e onselhos. À minha irmãzinha

Liginha pelas mensagens de apoio e inentivo. Ao meu irmão David, por ter estado ao meu

lado, me ajudando e inentivando, nestes últimos anos.

Agradeço à minha família de Além Paraíba (Mg) e do Rio de Janeiro por terem me

aolhido nas férias, ajudando a aliviar um pouo da imensa saudade e falta que sentia de

minha família em Manaus.

Por �m, agradeço aos amigos de Manaus que, mesmo distantes, estiveram sempre presente

através de suas mensagens e lembranças.

ii



Resumo

Redes de Sensores Sem Fio (RSSF) são redes basiamente guiadas por eventos. Um evento

pode ser de�nido omo sendo omposto por um ritério ausal e um ritério espaço-temporal.

No primeiro aso, o tipo do evento é identi�ado, enquanto que no segundo, a loalização no

tempo e no espaço em que o evento oorreu é espei�ada. Um nó sensor é apaz de identi�ar

o primeiro ritério (tipo do evento) failmente usando os seus diversos sensores. O ritério

espaço-temporal, entretanto, só pode ser identi�ado quando os nós sensores de uma RSSF

possuem relógios sinronizados e são apazes de determinar suas posições físias. Informações

de tempo e espaço são neessárias também para uma série de algoritmos e protoolos em

RSSFs omo, por exemplo, em fusão de dados, rastreamento de objetos, ontrução de mapas de

energia, ontrole de densidade, et. Logo, sinronização e loalização em RSSFs são problemas

importantes que preisam ser estudados e analisados.

Nesta tese, propõe-se que sinronização e loalização em RSSFs são, na verdade, duas

partes do mesmo problema: loalizar os nós da rede no tempo-espaço. Nestas redes, nem in-

formações de espaço sem tempo nem de tempo sem espaço podem ser onsideradas informações

ompletas. Além disso, as semelhanças entre os problemas de loalização e sinronização suge-

rem que eles podem e devem ser estudados e analisados omo um únio problema: loalização

no tempo e no espaço. Sob este ponto de vista, tempo pode ser visto omo uma dimensão do

espaço, i.e., preisa-se resolver um problema de loalização em 4-dimensões. Como resultado,

ao se resolver ambos os problemas ao mesmo tempo, a utilização dos reursos da rede pode

ser minimizada e ambos os problemas podem apresentar melhores resultados se omparado

om os asos em que eles são resolvidos separadamente.

Três soluções diferentes para o problema de loalização no tempo e no espaço são então

propostas tendo-se em vista diferentes enários em RSSFs. Tais soluções são os algoritmos

Synapse, Lightness e Mobilis. Os algoritmos propostos não apenas aproveitam os reursos

adiionais de hardware neessários para a loalização dos nós para melhorar os resultados

da sinronização omo também aproveitam o usto maior de omuniação neessários para a

sinronização de forma a melhorar a loalização dos nós. Diversos experimentos são mostrados

para avaliar a performane dos algoritmos propostos. Os resultados obtidos mostram que as

soluções propostas são apazes de serem implementadas em RSSFs e também on�rmam as

vantagens em se resolver tanto a loalização quanto a sinronização em um mesmo algoritmo.
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Resumo Estendido

O doumento desta tese foi originalmente redigido em inglês om o título �Loalization in

Time and Spae for Wireless Sensor Networks�. Para estar em onformidade om as normas da

Universidade Federal de Minas Gerais, este resumo em português faz uma exposição abreviada

de ada um dos apítulos que ompões esta tese.

Resumo do Capítulo 1 - Introdução

Uma Rede de Sensores Sem Fio (RSSF) pode ser de�nida omo uma rede omposta por

entenas ou milhares de pequenos nós sensores om limitações de reursos e que troam

mensagens entre si utilizando-se de omuniação sem �o de múltiplos saltos. RSSFs podem

ser vistas omo Redes Ad Ho relativamente estátias ompostas basiamente por nós sensores.

Estes sensores têm a apaidade de monitorar propriedades físias em suas proximidades, omo

temperatura, umidade, pressão, luminosidade e movimento. Um nó sensor por si só tem uma

apaidade bem limitada, mas quando ombinada om entenas ou milhares de outros nós, a

apaidade geral de monitoramento é drastiamente aumentada. Logo, nós sensores em uma

RSSF podem ooperativamente exeutar tarefas desa�adores omo monitorar preisamente

as propriedades físias de uma área extensa de interesse. Devido à sua ampla apliação, este

tipo de rede tem se tornado popular e abrangendo as mais diferentes áreas, omo ambiental,

média, industrial e militar.

A prinipal tarefa de uma RSSF é a deteção de eventos, oleta de dados, e o relato de tais

dados a uma estação de monitoramento (ver �gura 1.1). Para se omuniar om a estação de

monitoramento, um nó espeial onheido omo nó sorvedouro é responsável por agrupar todos

os dados oletados pelos nós sensores e enviar tais dados para a estação de monitoramento

utilizando-se de uma omuniação mais poderosa (e.g., omuniação via satélites). Logo,

uma RSSF é basiamente guiada por eventos que geram dados. Um evento por si só pode ser

de�nido omo omposto por um ritério ausal e por um ritério espaçotemporal:

1. Critério Causal: espei�a o tipo de evento. No aso das apliações em RSSFs, este

ritério ausal pode ser fogo, movimento, mudanças na pressão ou na luminosidade.

2. Critério Espaçotemporal: espei�a a loalização no tempo e no espaço que um determi-

nado evento oorreu. Tempo pode ser representado em termos do Coordinated Universal

Time (UTC) enquanto que espaço pode ser representado por latitude, longitude e altura.
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Um nó sensor pode identi�ar o primeiro ritério utilizando-se de seus próprios dispositivos.

Entretanto, o ritério espaçotemporal só pode ser identi�ado quando os nós sensores possuem

relógios sinronizados e podem determinar sua loalização físia. Porém, nem a loalização

físia nem a sinronização entre os nós estão disponíveis após o lançamento dos nós sensores na

área de interesse. Logo, algoritmos e protoolos para loalização e sinronização são problemas

importantes a serem tratados em RSSFs.

Apesar de os problemas de loalização e sinronização estarem fortemente relaionados

entre si e ambos são neessários para a maioria das apliações em RSSFs, tais problemas têm

sido pesquisados basiamente omo dois problemas ompletamente independentes, neessi-

tando de soluções de algoritmos, protoolos e ténias diferentes. Como resultado, soluções

atuais para os problemas de loalização e sinronização são totalmente independentes um dos

outros e esta exeução independente dos algoritmos resulta em uma menor e�iênia tanto

em termos de usto omo de preisão. Como será mostrado neste trabalho, ao se resolver am-

bos os problemas onjuntamente, pode-se reduzir tanto o onsumo de reursos omo pode-se

reduzir também os erros de loalização e sinronização. Neste ponto de vista, tempo pode

ser visto omo uma outra dimensão do espaço. Como onsequênia, pretende-se soluionar

um problema de posiionamento em 4D. Neste trabalho, este problema será tratado omo

Loalização no Tempo e no Espaço.

Os prinipais objetivos deste trabalho são dois. Primeiro, pretende-se propor e investigar o

problema de Loalização no Tempo e no Espaço em RSSFs omo a ombinação dos problemas

de loalização e sinronização. O segundo objetivo é propor, desenvolver e avaliar a perfor-

mane de diferentes tipos de algoritmos para loalização no tempo e no espaço em RSSFs.

Desta forma, as prinipais ontribuições deste trabalho são a proposta e desenvolvimento

de três novos algoritmos para loalização no tempo e no espaço para RSSFs, denominados

Synapse, Lightness e Mobilis, respetivamente.

Esta tese está dividida em oito apítulos. Na primeira parte deste trabalho, omposta

pelos apítulos 2 e 3, são apresentadas uma visão geral e uma de de�nição dos problemas

de loalização e sinronização em RSSFs. Em ambos os apítulos, os sistemas de loaliza-

ção e sinronização são divididos em diferentes omponentes. Cada omponente é estudado

mostrando-se e analisando-se as prinipais ténias e soluções apliadas em ada um deles.

Ao �nal dos dois apítulos, algumas observações �nais são feitas a respeito dos prinipais

desa�os e pontos ainda em aberto que preisam ser estudados. Na segunda parte, omposta

pelo apítulo 4, o problemas de Loalização no Tempo e no Espaço é estudado. Este apítulo

omeça mostrando-se a importânia da loalização e sinronização na maioria das apliações

em RSSFs e mostrando-se que loalização e sinronização são na realidade duas partes do

mesmo problema: loalizar os nós sensores no tempo-espaço. É mostrado também que nem

loalização sem tempo e nem tempo sem loalização podem ser onsideradas informações

ompletas na maioria dos asos. Em seguida, são apresentadas as semelhanças entre loal-

ização e sinronização que sugerem que ambos podem e devem ser tratados omo um únio

problema. Por último, o problema de Loalização no Tempo e no Espaço é formalmente

de�nido e analisado. Na tereira parte desta tese, omposta pelos apítulos 5, 6 e 7, são
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expliados os algoritmos Synapse, Lightness e Mobilis para loalização no tempo e no espaço,

respetivamente. Em ada apítulo, a performane do algoritmo proposto é avaliada através

de simulações. Finalmente, no apítulo 8, são apresentadas algumas onlusões e observações

�nais a respeito do presente trabalho e dos resultados alançados.

Resumo do Capítulo 2 - Sistemas de Loalização em Redes de

Sensores Sem Fio

O problema da loalização onsiste em identi�ar a posição físia (e.g., latitude, longitude,

altitude) de um determinado objeto. Tal problema é bastante amplo e extenso, abrangendo

áreas omo robótia, redes ad ho, redes de sensores sem �o, telefonia sem �o, militar, aviação

e astronomia. Neste trabalho o problema de loalização será abordado sob o ponto de vista

das RSSFs.

A importânia dos sistemas de loalização deorre de diversos fatores, muitos deles re-

stritos apenas às RSSFs. Alguns destes fatores inluem: identi�ar os dados oletados pelos

nós, relaionar dados oletados, endereçamento dos nós, gereniamento da rede e permitir o

funionamento dos algoritmos geográ�os.

Uma das soluções mais simples para o problema da loalização em uma RSSF é aoplar um

reeptor GPS em ada nó da rede. Uma das prinipais vantagens seria um erro de loalização

relativamente pequeno (2-15m, dependendo do reeptor) e bastante preiso, uma vez que todos

os nós teriam um erro similar. Entretanto, esta solução apresenta uma série de desvantagens

omo aumento do usto, falta de visada aos satélites, impreisão, aumento do tamanho dos

sensores e onsumo de energia dentre outros.

Neste apítulo o problema de loalização foi abordado sob o ponto de vista das redes de

sensores sem �o. Os sistemas de loalização foram divididos em três omponentes: estimativa

de distânia/ângulo, álulo de posição, e algoritmo de loalização. A importânia de se

dividir os sistemas de loalização em omponentes, vem da neessidade de se reonheer que o

desempenho �nal do sistema de loalização depende diretamente de ada um dos omponentes

que este se utiliza. Por exemplo, um sistema de loalização poderia obter erros muito menores

aso a ténia de TDoA fosse utilizado para estimar distânias, ao invés do RSSI.

Seguindo no apítulo, ada um dos omponentes foi estudado isoladamente e alguns méto-

dos utilizados em ada um destes omponentes foram também estudados e analisados. A

prinipal onlusão que se pode veri�ar em ada um dos omponentes é que o método de

solução utilizado depende diretamente da apliação e dos reursos disponíveis. Não há, por-

tanto, uma solução únia apaz de atender a todos os asos. A mesma onlusão pode ser

obtida em relação aos sistemas de loalização em geral. Não há uma solução únia apaz de

atender de forma ótima os diversos requisitos das redes de sensores nos mais variados enários

e apliações. Há sim, soluções que obtém um bom desempenho em um determinado enário

e que neessitam de determinados reursos para funionarem bem.
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Resumo do Capítulo 3 - Sistemas de Sinronização em Redes

de Sensores Sem Fio

O problema de sinronização onsiste em sinronizar os relógios dos nós sensores om base em

um tempo de referênia ou no Coordinated Universal Time (UTC). Relógios sinronizados são

muito importantes na maioria das apliações em RSSFs já que estes são neessários em muitos

protoolos, algoritmos e apliações omo fusão de dados, rastreamento de objetos, algoritmos

de ontrole de densidade e ordenação de eventos.

Neste apítulo, o problema de sinronização é estudado sob o ponto de vista das RSSFs.

São apresentadas uma visão geral e uma de�nição do problema de sinronização e de seus

omponentes. É mostrado os prinipais métodos usados pelos sistemas de sinronização para

estimar o tempo de atraso de um paote deixando um transmissor e hegando em um nó

reeptor. Esta estimativa de atraso é então utilizado para alular o tempo do reeptor om

base no tempo do transmissor e no atraso do paote, omo mostrado na seção 3.3. Em seguida,

é mostrado omo as informação de atraso e tempos podem ser utilizadas para sinronizar os

relógios de todos os nós da rede.

Ainda neste apítulo, os sistemas de sinronização são divididos em três omponentes:

estimativa de atraso, álulo do tempo e algoritmo de sinronização. A importânia de se di-

vidir tais sistemas em omponentes resulta da neessidade de se reonheer que a performane

�nal do sistema de sinronização dependerá diretamente de ada um destes omponentes. Por

exemplo, um sistema de sinronização poderia obter melhores resultados se a ténia de RTT

(Round-Trip Time) fosse utilizada ao invés da ténia de estimativa de atrasos. O mesmo

prinípio se aplia aos outros omponentes. Estes omponentes podem ser vistos omo sub-

áreas do problema de sinronização que preisam ser estudadas separadamente.

Conforme esperado, em RSSFs, não á uma únia, perfeita solução para o problema de

sinronização que seja apliável a todos os enários. Neste apítulo são disutidos ainda

alguns sistemas de sinronização propostos na literatura, ada qual enfatizando um enário

e/ou apliação espeí�os. A neessidade de diferentes soluções para diferentes apliação,

bem omo o grande número de apliações em RSSFs, têm motivado fortemente o estudo e

desenvolvimento de novas soluções para o problema de sinronização.

Resumo do Capítulo 4 - Loalização no Tempo e no Espaço em

Redes de Sensores Sem Fio

Como menionado anteriormente e ilustrado na �gura 1.1, RSSFs são omumente desen-

volvidas para detetar eventos e oletar e entregar os dados sensoreados para as estações de

monitoramento. Logo, uma RSSF é basiamente guiada por eventos.

Na de�nição de um evento itada anteriormente, dois eventos são o mesmo se, e somente se,

eles possuem os mesmos ritérios ausal e espaçotemporal. A �gura 4.1 ilustra quatro difer-

entes eventos em que pode-se failmente identi�ar os ritérios ausais e espaçotemporais.

Por exemplo, no primeiro evento, o ritério ausal é o fogo e o ritério espaçotemporal
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é (1.72, 2.32, 0.53, 1203351004.1981). Eventos podem também ser ordenados e rela-

ionados entre eles pelas leis de ausalidade. Causalidade é uma relação direional entre um

evento (a ausa) e outro evento (o efeito) que é onsequênia (resultado) do primeiro. No

exemplo da �gura 4.1, pode-se identi�ar que o evento 2 (e.g., movimento de animais) foi

ausado pelo (ou é efeito do) evento 1 (e.g., fogo na �oresta).

A partir destes exemplos, pode-se failmente pereber que em RSSFs baseadas em eventos,

nem posição sem tempo nem tempo sem posição representam informações ompletas. Logo,

é neessário tanto informações de posição quanto de tempo para poder se de�nir um evento

ompletamente, on�rme ilustrado na �gura 4.4. Finalmente, além de serem neessários para

se identi�ar o ritério espaçotemporal dos evento, loalização e sinronização são também

neessários por uma série de outros protoolos, apliações e algoritmos em RSSFs, a saber:

fusão de dados, rastreamento de objetos, onstrução de mapas de energia, ontrole de densi-

dade, et.

Conforme menionado anteriormente, as araterístias do problema de sinronização são

similares aos do problema de loalização. Ao se notar om mais uidado as soluções propostas

para ambos os problemas, pode-se identi�ar uma série de similaridades entre eles. Por ex-

emplo, os sistemas de loalização, onforme mostrado no apítulo 2, podem ser divididos em

omponentes, ada qual responsável por soluionar uma parte do problema de loalização,

a saber: estimativa de distânias, álulo de posições, algoritmo de loalização. Da mesma

forma, os sistemas de sinronização podem também ser divididos em omponentes semel-

hantes, onforme mostrado no apítulo 3, a saber: estimativa de atrasos, álulo de tempos

e algoritmo de sinronização. Logo, sistemas de loalização e sinronização estão laramente

relaionadas entre si, onforme mostrado na �gura 4.5.

Desta forma, neste apítulo, é mostrada a importânia da visão uni�ada da loalização

e sinronização em RSSFs. Nos próximos três apítulos da tese, novos algoritmos para lo-

alização no tempo e no espaço em RSSFs serão propostos e avaliados, a saber: o algoritmo

Synapse, Lightness e Mobilis, respetivamente.

Resumo do Capítulo 5 - Um Algoritmo DV-Hop para

Loalização no Tempo-espaço em RSSFs

O Algoritmo Synapse (Synhronization and Positioning for Sensor networks) é um algoritmo

de loalização no tempo e no espaço desenvolvido para ser utilizado em RSSFs de pequeno

a médio porte. O algoritmo Synapse é baseado no algoritmo de loalização APS (Ad Ho

Positioning System). Este obedee o mesmo prinípio do APS, resultando nas mesmas ara-

terístias de loalização e utilização de reursos da rede, porém om o adiional de se poder

loalizar os nós sensores no tempo (i.e., sinronização). Este algoritmo se baseia no fato de

que os nós beaons (nós equipados om GPS que ajudam a loalizar os outros nós) já possuem

relógios sinronizados, já que eles podem pegar tais informações de tempo do GPS. Relógios

sinronizados loalizados em diferentes partes da rede são apazes de estimar o tempo que um

paote de dados levou para deixar um beaon e hegar em outro. Baseado nesta informação,
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pode-se alular o tempo médio de um salto. Um nó normal pode sinronizar seu relógio

onsiderando o tempo médio de um salto e também o número de saltos entre ele e os nós bea-

ons. Resultados de simulações (apresentados na seção 5.3) mostram que o algoritmo Synapse

é apaz de sinronizar os relógios dos nós om uma preisão de pouos mirossegundos. Este

algoritmo é expliado em detalhes no apítulo 5.

Como mostrado neste apítulo, quando implementado na amada MAC (Media Aess

Control), o algoritmo proposto sinroniza dos nós om uma preisão de mirossegundos. O

algoritmo também pode ser implementado na amada de apliação, obtendo uma preisão de

milissegundos, uma vez que nesta amada ele �a sujeito a impreisões de aesso ao meio.

O Algoritmo Synapse também mostrou-se tolerante a impreisões do mundo real omo os

obtidos pelo GPS e pelos atrasos não determinístios dentro dos nós sensores.

Algumas das vantagens do Synapse são os seguintes: primeiramente, ele funiona em

redes esparsas; em segundo, sua parte de posiionamento é imune a impreisões do RSSI

(Reeived Signal Strengh Indiator); e, último, este algoritmo requer um pequeno número de

nós beaons (ele pode funionar om apenas três nós beaons na rede). Por outro lado, o

prinipal problema do algoritmo Synapse é o seu usto de omuniação. Como um algoritmo

do tipo DV-hop, a omplexidade de omuniação deste algoritmo é determinada pelo número

de beaons e pelo número de nós da rede, i.e., O(nb), onde n é o número de nós e b o número

de beaons. Como pode-se ver, é um usto de omuniação relativamente alto, motivo pela

qual tal algoritmo é mais adaptado a redes de pequeno a médio porte.

Uma vez que a esalabilidade ainda é um problema no Algoritmo Synapse, para lidar

om enários maiores em RSSFs, no próximo apítulo é proposto o algoritmo Lightness, uma

solução mais esalável e e�iente para o problema de loalização no tempo e no espaço em

RSSFs.

Resumo do Capítulo 6 - Um Algoritmo Leve para Loalização

no Tempo-espaço em RSSFs

Neste apítulo, é proposto um novo e mais leve algoritmo de loalização no tempo e no espaço

para RSSFs, que é hamado de Lightness (Lightweight Time and Spae loalization). O

Algoritmo Lightness possui alguns aspetos haves. Primeiramente, a parte de posiionamento

do algoritmo é baseado no RPE (Reursive Position Estimation), um sistema de loalização

onheido e esalável para redes e sensores que requer apenas 5% dos nós omo sendo nós

beaons equipados om GPS. Em segundo, este algoritmo assume que os nós beaons já

possuem relógios sinronizados, uma vez que estes podem pegar suas informações de tempo

a partir do GPS. Em tereiro, tanto as informações de loalização omo de sinronização são

propagadas na rede ao mesmo tempo nos mesmos paotes de dados om um usto total de

omuniação em O(n), i.e., ada nó envia apenas um únio paote de dados. Finalmente,

é utilizada a ténia de paket delay measurement tehnique (expliada na seção 3.2.2) para

sinronizar nós vizinhos utilizando-se apenas um únio broadast. Resultados de simulação

mostram que o algoritmo proposto Lightness pode ser esalável a milhares de nós mantendo o
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mesmo erro de sinronização de alguns pouos mirossegundos ao mesmo tempo que é apaz

de reduzir o erro de loalização (quando omparado ao RPE original). Este algoritmo é

expliado em detalhes no apítulo 6.

Uma desvantagem do algoritmo proposto é que ele não funiona em redes muito esparsas.

Em redes normais ou de alta densidade, o aumento do número de vizinhos resulta em uma

quantidade maior de referênias para que um nó alule sua posição e sinronize seu relógio.

Quando um nó não possui pelo menos três vizinhos, este não alulará sua posição e não

poderá enaminhar a reursão de loalização e sinronização, o que fará om que o algoritmo

termine antes que todos os nós tenham estimado suas informações de loalização no tempo e

no espaço.

Considerando estas araterístias, pode-se dizer que o algoritmo proposto é mais apliável

a redes densas e de larga esala em enários abertos (outdoors senarios) onde há a possibili-

dade de se lançar pelo menos 5% dos nós omo sendo nós beaons equipados om GPS.

Resumo do Capítulo 7 - Uma Abordagem om Beaons Móveis

para Loalização no Tempo-espaço em RSSFs

O Algoritmo Mobilis (Mobile Beaon for Loalization and Synhronization) é uma nova abor-

dagem para soluionar o problema de loalização no tempo e no espaço em RSSFs que utiliza

os serviços de um beaon móvel. Um beaon móvel é um nó que possui o onheimento de

seu tempo e posição a todo instante (e.g., equipado om GPS) e que tem a habilidade de se

loomover na área de interessa da RSSF. Este beaon móvel pode ser uma pessoa, um veíulo

não-tripulado, um avião, um rob�, et. Tal tenologia de beaon móvel tem sido apliada

om suesso para resolver o problema de loalização em algumas redes. Entretanto, esta é a

primeira vez que tal reurso é utilizado para tratar do problema de sinronização e de loal-

ização no tempo e no espaço. O algoritmo Mobilis proposto pode sinronizar os nós utilizando

a ténia de paket delay measurement tehnique (expliada na seção 3.2.2) ou a ténia de

round-trip time (RTT � expliada na seção 3.2.1). No primeiro aso, a sinronização pode ser

melhorada pelos paotes extras neessários pela loalização, enquanto que no segundo aso,

a loalização pode ser melhorada pelos paotes extras neessários pela sinronização. Este

algoritmo é expliado em detalhes no apítulo 7.

Em termos de apliabilidade do algoritmo proposto, pode-se dizer que este algoritmo é

mais apliável para RSSFs externas ou submersas onde há a possibilidade de se lançar um nó

beaon móvel. O algoritmo proposto não possui problemas de esalabilidade ou de densidade

no que diz respeito aos resultados obtidos ou usto de omuniação. Os resultados obtidos,

em termos de loalização e sinronização foram os melhores em omparação om as outras

soluções propostas neste trabalho. Tais resultados mostram que o algoritmo Mobilis é apaz

de sinronizar os nós om um erro médio de apenas 2-4µs e um erro de loalização de 10%

do raio de omuniação, o que torna tal algoritmo viável para a maioria das apliações e

protoolos em RSSFs.

O prinipal problema do algoritmo Mobilis proposto é que o mesmo requer o uso de um
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beaon móvel apaz de se mover por toda a rede. Além disso, dependendo da veloidade do

beaon móvel, alguns nós terão que esperar por um longo tempo até serem apazes de estimar

suas informação de loalização no tempo e no espaço. Entretanto, apesar destas desvantagens,

o uso de um beaon móvel é ainda onsiderada omo uma das únias soluções disponíveis para

enários de RSSFs submersas.

Resumo do Capítulo 8 - Conlusões

Nesta tese, mostrou-se a importânia de se ombinar os problemas de loalização e sinroniza-

ção em um únio problema: Loalização no Tempo e no Espaço. Assim, o tempo pode ser

observado omo uma nova dimensão de forma que pretende-se agora resolver um problema

de loalização em quatro dimensões. O ponto prinipal é que, na maioria dos asos, uma

posição sem informação de tempo ou uma informação de tempo sem a posição não podem

ser onsideradas informações ompletas para as apliações. As semelhanças entre ambos os

problemas também sugerem que eles podem e devem ser tratados omo um únio problema.

Ao se fazer isso, reursos da rede podem ser eonomizados e, mais importante, ambos os

problemas podem apresentar melhores resultados.

Devido à impossibilidade de se ter uma únia solução para um determinado problema em

RSSFs, nesta tese são propostas três algoritmos diferentes para loalização no tempo e no

espaço: o algoritmo Synapse, Lightness e Mobilis. Dependendo do enário e das apliações da

rede, ada um dos algoritmos propostos tem as suas vantagens e desvantagens. Na tabela 8.1

são omparadas algumas das prinipais araterístias dos algoritmos propostos em relação

aos trabalhos enontrados na literatura.

Finalmente, as soluções propostas on�rmam uma nova tendênia em RSSFs: soluções

integradas. Nas soluções integradas, diferentes problemas são soluionados em onjunto para

prover soluções melhores e mais eon�mias. Alguns trabalhos reentes também on�rmam

esta tendênia em RSSFs.
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Abstrat

Wireless Sensor Network (WSN) based appliations are usually event driven. An event by

itself an be de�ned as being omposed of a ausal riterion and a spatiotemporal riterion.

The �rst riterion spei�es the type of event, while the seond spei�es the loation in time

and spae where the event ourred. A sensor node is able to identify the �rst riterion

easily by using its own sensing devies. The spatiotemporal riterion, on the other hand, an

only be identi�ed when the sensor nodes of a WSN have synhronized loks and are able to

determine their physial loation. Time and spae information is also required by a number of

algorithms and protools in WSNs suh as information fusion, objet traking, energy maps,

and density ontrol. Thus, synhronization and positioning for WSN-based appliations are

hallenging problems that need to be addressed.

In this thesis, we identify that synhronization and positioning in WSNs are atually

two parts of the same problem, i.e., loating the nodes in a network in time-spae. Neither

loation without time nor time without loation is omplete information in these networks.

The similarities between the loalization and synhronization problems also suggest that they

an and should be addressed as a single problem. From our perspetive, time an be seen as

another dimension of spae. As a onsequene, we need to solve a 4D positioning problem.

This approah allows us to save network resoures and solve both problems more e�iently.

We propose three di�erent solutions for the loalization in time and spae problem that

are suitable for di�erent senarios in WSNs. These proposed solutions are alled the Synapse,

Lightness, and Mobilis algorithms. Our proposed algorithms not only take advantage of the

additional hardware resoures required by the positioning mehanism in order to improve the

performane and salability of synhronization, but also bene�t from the additional ommu-

niation required by the synhronization mehanism to derease positioning errors. We also

present an extensive set of experiments to evaluate the performane of our algorithms. Our

results indiate that our proposed shemes are suitable for implementation in WSNs and also

highlight the advantages of solving both loalization and synhronization problems with a

uni�ed algorithm.
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Chapter 1

Introdution

1.1 Motivation

A Wireless Sensor Network (WSN) (Akyildiz et al., 2002; Boukerhe, 2005; Nikoletseas, 2006;

Arampatzis et al., 2005; Estrin et al., 2001; Ilyas and Mahgoub, 2004; Loureiro et al., 2003;

Pottie and Kaiser, 2000) an be desribed as a network omposed of hundreds or thousands

of small, deployable, and resoure onstrained sensor nodes that exhange messages with eah

other using wireless and multihop ommuniation. WSNs an be seen as relatively stati Ad

Ho Networks (Boukerhe, 2005; Elliott and Heile, 2000; Estrin et al., 2002; Jones et al., 2001;

Gibson, 1999) that are omposed mainly of sensor nodes. These sensors have the apability

of monitoring physial properties in their viinity, suh as temperature, humidity, pressure,

ambient light, and movement. A sensor node by itself has a limited sensing apability, but

when it is ombined with hundreds or thousands of other nodes the overall apability an be

inreased. Thus, sensor nodes in a WSN an ooperatively perform hallenging tasks suh as

monitoring preisely the physial properties of an extensive area of interest. Due to its wide

appliability, this type of network has beome popular and overs many di�erent domains

suh as the environmental, medial, industrial, and military �elds.

The basi tasks of a WSN are event detetion, data gathering, and reporting data to a

monitoring station (see Figure 1.1). In order to ommuniate with the monitoring station, a

speial node known as the sink node is responsible for olleting all of the data gathered (or

fused) by the sensor nodes and sending them to this monitoring station using a more powerful

ommuniation infrastruture (e.g., satellite links). Thus, a WSN is basially driven by events

that generate data. An event by itself an be de�ned as being omposed of a ausal riterion

and a spatiotemporal riterion (Davidson, 1980):

1. Causal riterion: spei�es the type of event. In the ase of the main appliations of a

WSN, this ausal riterion ould be �re, movement, hanges in pressure, or hanges in

ambient light.

2. Spatiotemporal riterion: spei�es the loation in time and spae where an event o-

urred. Time an be represented in terms of the Coordinated Universal Time (UTC)

1
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Figure 1.1: Example of a ommon senario for Wireless Sensor Networks: sensor nodes de-

teting events from the environment, gathering data, and sending these data to a monitoring

station.

while spae an be represented by latitude, longitude, and altitude.

For instane, a typial event deteted by a WSN appliation ould be desribed as:

[Time: 1203351004.1981℄ ��- "fire" deteted at (1.72, 2.32, 0.53).

In this example, we an easily see the ausal riterion of the deteted event, whih is the

fire, and the spatiotemporal riterion, whih is (1.72, 2.32, 0.53, 1203351004.1981).

A sensor node in a WSN an identify the �rst riterion easily by using its own sensing

devies and information-fusion tehniques (Nakamura et al., 2005a, 2007). The spatiotempo-

ral riterion, on the other hand, an only be identi�ed when sensor nodes have synhronized

loks and an determine their physial loation. However, neither positioning nor timing

information is promptly available to sensor nodes after the nodes' deployment. First, the

position of sensor nodes may not be engineered or predetermined. This allows for random de-

ployment in inaessible terrains and disaster relief operations (Akyildiz et al., 2002). Thus,

a loalization system (Bahrah and Taylor, 2005; Boukerhe et al., 2007a; Chandrasekhar

et al., 2006; Langendoen and Reijers, 2005) is required in order to provide the position infor-

mation (e.g., latitude, longitude, and altitude) of the nodes. Seond, the loal loks of the

sensor nodes usually deviate gradually from the orret time due to external onditions suh

as temperature or battery voltage. Thus, a synhronization system (Sundararaman et al.,

2005; Sivrikaya and Yener, 2004; Elson and Romer, 2003) is required to keep the loks of

the sensor nodes synhronized. Although the Global Positioning System (GPS) (Hofmann-

Wellenho et al., 1997; Kaplan, 1996) ould provide both timing and positioning information

for the nodes, to equip all sensor nodes with a GPS reeiver is not a good solution in WSNs

beause it inreases their ost, size, and energy onsumption (Doherty et al., 2001; Niulesu

and Nath, 2001; Savvides et al., 2001). Thus, distributed multihop algorithms and protools

are usually the best solutions for solving the loalization and synhronization problems in

WSNs.

Although the loalization and synhronization problems are strongly related to eah other

and both are required in almost all WSNs, these problems have been investigated basially
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as two di�erent problems requiring di�erent solutions, algorithms, tehniques, and protools.

For this reason, urrent solutions for synhronization and positioning in WSNs are ompletely

independent from eah other. As a result, the independent exeution of these algorithms leads

to lower e�ieny in terms of both ost and auray. As we will show in this work, by solving

these two problems jointly we an redue both synhronization and position errors, as well

as save energy and network resoures. From our perspetive, time an be seen as another

dimension of spae. As a onsequene, we need to solve a 4D positioning problem. We refer

to this problem as Loalization in Time and Spae.

1.2 Objetives

The main goals of this work are twofold. First, we aim to propose and investigate the Loal-

ization in Time and Spae problem in WSNs as a ombination of both the loalization and

synhronization problems. The seond goal is to propose, design, and evaluate the perfor-

mane of di�erent types of time-spae loalization algorithms for WSNs.

To ahieve these goals, several seondary objetives need to be aomplished. In the �rst

ase, i.e., in order to develop and de�ne the proposed onept of Loalization in Time and

Spae, the following goals need to be ahieved:

1.1 assess loalization and synhronization problems in WSNs and the proposed independent

solutions to these problems;

1.2 identify similarities between the loalization and synhronization problems;

1.3 evaluate how loalization tehniques an be used to propose new synhronization algo-

rithms or improve the existing ones; and

Seondly, to propose di�erent solutions for the loalization in time and spae problem and

onsider the di�erent senarios where a WSN an be applied, the following goals need to be

ahieved:

2.1 propose a solution for the loalization in time and spae problem to be used in medium

sale WSNs;

2.2 propose a solution for the loalization in time and spae problem to be used in large sale

WSNs;

2.3 propose a solution for the loalization in time and spae problem to be used in WSNs

with mobile beaons, suh as underwater WSNs; and

2.4 analyze the performane of the proposed solutions.
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1.3 Main Contributions

The main ontributions of this work are the design and development of three new time-spae

loalization algorithms for WSNs, whih we refer to as the Synapse, Lightness, and Mobilis

algorithms, respetively:

• The Synapse algorithm (Synhronization and Positioning for Sensor networks) is a

time-spae loalization algorithm designed for small and medium sale WSNs. The

Synapse algorithm is based on the Ad Ho Positioning System (APS) loalization sys-

tem (Niulesu and Nath, 2001). It obeys the same priniples as APS, resulting in

the same loalization features and ommuniation overhead, but adds the apability

of loating nodes in time (i.e., synhronization). This algorithm relies on the fat that

beaon nodes (GPS-equipped nodes that help in loating other nodes) already have syn-

hronized loks, sine they reeive their timing information from GPS. Synhronized

loks loated in di�erent parts of the network are able to estimate the time taken for a

paket to leave one beaon node and arrive at another. Based on this information, we

an ompute the average time of a hop. A regular node synhronizes its lok by onsid-

ering the average time of a hop and the number of hops between itself and eah beaon

node. Simulation results (presented in Setion 5.3) show that our proposed Synapse al-

gorithm an synhronize the nodes' loks with a preision of a few miroseonds. This

algorithm is explained fully in Chapter 5.

• The Lightness algorithm (Lightweight Time and Spae loalization) has some key as-

pets. First, the positioning part is based on Reursive Position Estimation (RPE) (Al-

bowiz et al., 2001), a well-known and salable positioning system for sensor networks

that requires only 5% of the nodes to be GPS-enabled beaon nodes. Seond, this al-

gorithm assumes that the beaon nodes already have synhronized loks, sine they

an get their timing information from the GPS. Third, both timing and positioning

information are propagated in the network with a total ommuniation ost of O(n).

Finally, we use the paket delay measurement tehnique (explained in Setion 3.2.2) to

estimate the delay of a paket and synhronize neighbor nodes using only one broadast.

Simulation results show that our Lightness algorithm an sale to thousands of nodes

while keeping a synhronization error of a few miroseonds and dereasing the posi-

tioning error (ompared to the original RPE algorithm). This algorithm is explained in

Chapter 6.

• The Mobilis algorithm (Mobile Beaon for Loalization and Synhronization) is a new

approah to solving the time-spae loalization problem that uses a mobile beaon. A

mobile beaon is a node that is aware of its time and position (e.g. equipped with a GPS

reeiver) and that has the ability to move around the sensor �eld. This beaon an be

a human operator, an unmanned vehile, an airraft, or a robot. A mobile beaon has

been suessfully applied to solve the positioning problem. However, to the best of our
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knowledge, ours is the �rst algorithm to address the use of a mobile beaon in synhro-

nization and time-spae loalization problems. Our Mobilis algorithm an synhronize

nodes by using the paket delay measurement tehnique (explained in Setion 3.2.2)

or the paket round-trip time tehnique (RTT � explained in Setion 3.2.1). In the

�rst ase, synhronization an be improved by the extra pakets required for loation

disovery, while in the seond ase loalization an be improved by the extra pakets

required for synhronization. This algorithm is explained in Chapter 7.

1.4 Organization of the Thesis

This thesis is divided into eight hapters. The �rst part of this work, omposed of Chapters 2

and 3, presents an overview and de�nition of the loalization and synhronization problems

in WSNs. In both hapters, the loalization and synhronization systems are divided into

three di�erent omponents. Eah omponent is studied by showing and analyzing the main

tehniques proposed and the solutions employed by eah of them. At the end of both hapters,

some �nal remarks are made regarding the main hallenges and open issues that still need to

be addressed.

In the seond part, omposed of Chapter 4, the Loalization in Time and Spae problem

is addressed. This hapter begins by showing the importane of loalization and synhroniza-

tion for most WSN appliations and showing that synhronization and loalization are two

parts of the same problem: loalizing the nodes in time-spae. We also show that neither

loation without time nor time without loation represents omplete information in WSN

appliations. Then, we present the similarities between the loalization and synhronization

problems, whih suggest that they an and should be addressed as a single problem. Next, the

Loalization in Time and Spae problem for WSNs is formally de�ned and analyzed. We also

present some related work that suggests the uni�ation of loalization and synhronization in

WSNs.

In the third part of this work, omposed of Chapters 5, 6, and 7, we propose and explain

the Synapse, Lightness, and Mobilis algorithms for loalization in time and spae, respetively.

In eah hapter, the performane of the proposed solution is evaluated through simulations.

Finally, in Chapter 8, we present some �nal remarks about the studied problems, their

solutions, and the obtained results. We also present some possible extensions of our work.



Chapter 2

Loalization Systems for Wireless

Sensor Networks

2.1 Introdution

Despite the fat that the main goal of a WSN is to monitor an area of interest, several

seondary objetives, or prerequisites, have to be ahieved in order to reah the main objetive

(Figure 2.1). The de�nition of a loalization system (Boukerhe et al., 2007a,,b; Bahrah

and Taylor, 2005; Ji and Zha, 2004; Pathirana et al., 2005; Savarese et al., 2002; Shang et al.,

2003; Ssu et al., 2005) between the sensor nodes is one of these prerequisites and as well as a

fundamental issue for many appliations in WSNs. Beause sensor networks may be deployed

in inaessible terrains or disaster relief operations (Akyildiz et al., 2002), the position of

sensor nodes may not be predetermined. Thus, a loalization system is required in order to

provide position information to the nodes.

The importane of loalization information arises from several fators, many of whih are

related only to WSNs. These fators inlude the identi�ation and orrelation of the gathered

data (Nakamura et al., 2005a,b, 2007), the addressing of the nodes (Heidemann et al., 2001),

the management and query of nodes loalized in a determined region (Navas and Imielinski,

1997), evaluation of node density and overage (Xu et al., 2001), onstrution of energy maps

(Mini et al., 2004; Mahado et al., 2005), geographi routing (Xu et al., 2001), objet traking

(Kumar et al., 2000), and other geographi algorithms. All of these fators make loalization

systems a key tehnology for the development and operation of WSNs.

One solution for the loalization problem in WSNs is to equip eah sensor node with a

Global Positioning System (GPS) reeiver (Hofmann-Wellenho et al., 1997; Kaplan, 1996).

However, this solution has many disadvantages (Doherty et al., 2001; Niulesu and Nath,

2001; Savvides et al., 2001), suh as the inrease in the ost and size of the sensor nodes,

the fat that GPS annot be used when there is no visible satellite (e.g., indoor senarios,

underwater, severe limati onditions, mars exploration), and the extra hardware onsumes

energy. Due to these disadvantages, the usage of GPS is usually limited to a small fration

of the nodes (e.g., beaon nodes � explained in the next setion).

6
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Figure 2.1: Several areas of the WSNs that work together in order to ahieve one ommon

goal: to monitor an area of interest.

In this hapter we will address the loalization problem from the viewpoint of a WSN. In

the next two setions, we brie�y present an overview and de�nition of the loalization systems

for WSNs and their omponents. Setion 2.2 shows the main methods used by loalization

systems to estimate distanes and angles. In Setion 2.3 we show the tehniques that an be

used by a node to ompute its position, while in Setion 2.4 we show how all of the estimated

information about distanes and positions an be manipulated in order to allow most or all

of the nodes in a WSN to estimate their positions. Finally, in Setion 2.5 we present our

onlusions.

2.1.1 Problem Statement

A WSN an be omposed of n nodes, with a ommuniation range of r, and distributed in a

two-dimensional squared sensor �eld Q = [0, s]× [0, s]. For the sake of simpli�ation, we on-

sider symmetri ommuniation links, i.e., for any two nodes u and v, u reahes v if and only

if v reahes u and with the same signal strength. In this work we also onsider homogeneous

WSNs, i.e., networks in whih all of the nodes have the same hardware spei�ation (e.g.,

proessor, memory, and energy apaity). The only exeptions are, as shown in this setion,

the beaon nodes that are equipped with a GPS reeiver. Thus, we represent the network by

the Eulidean graph G = (V, E) with the following properties:

• V = {v1, v2, . . . , vn} is the set of sensor nodes;

• 〈i, j〉 ∈ E i� vi reahes vj , i.e., the distane between vi and vj is less than r;

• w(e) ≤ r is the weight of edge e = 〈i, j〉, i.e., the distane between vi and vj .

Some terms an be used to designate the state of a node:

De�nition 1 (Unknown Nodes � U) Also known as free or dumb nodes, this term refers

to the nodes in the network that do not know their loalization information. To allow these

nodes to estimate their positions is the main goal of a loalization system.
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De�nition 2 (Settled Nodes � S) These nodes were initially unknown nodes that have

managed to estimate their positions using the loalization system. The number of settled nodes

and the estimated position error of these nodes are the main parameters for determining the

quality of a loalization system.

De�nition 3 (Beaon Nodes � B) Also known as landmarks or anhors, these are the

nodes that do not need a loalization system in order to estimate their physial positions.

Their loalization is obtained by manual plaement or by external means suh as GPS. These

nodes form the base of most loalization systems for WSNs.

The loalization problem an then be de�ned as follows.

De�nition 4 (Loalization Problem) Given a multihop network G = (V, E) and a set of

beaon nodes B and their positions (xb, yb), for all b ∈ B, we want to �nd the position (xu, yu)

of as many u ∈ U as possible, thus transforming these unknown nodes into settled nodes � S.

2.1.2 The Components of Loalization Systems

Loalization systems an be divided into three distint omponents (see Figure 2.2):

1. Distane/angle estimation: this omponent is responsible for estimating information

about the distanes and/or angles between two nodes. This information will be used by

the other omponents of the loalization system.

2. Position omputation: this omponent is responsible for omputing a node's position

based on available information onerning distanes/angles and positions of referene

nodes.

3. Loalization algorithm: this is the main omponent of a loalization system. It deter-

mines how the available information will be manipulated in order to allow most or all

of the nodes in a WSN to estimate their positions.

Besides providing a didati viewpoint, the importane of suh a division into omponents

omes, as we will see, from the need to reognize that the �nal performane of a loalization

system depends diretly on eah of these omponents. Also, eah omponent has its own goal

and methods of solution. They an thus be seen as subareas of the loalization problem that

need to be analyzed and studied separately. In the following setions, these omponents will

be studied individually.

2.2 Distane/Angle Estimation

Distane/angle estimation onsists in identifying the distane or angle between two nodes.

Suh estimates onstitute an important omponent of loalization systems, beause they are

used by both the position omputation and loalization algorithm omponents.
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Figure 2.2: The division of loalization systems into three distint omponents: distane/angle

estimation, position omputation, and loalization algorithm. The arrows indiate the infor-

mation �ow from one omponent to another.

Model Desription Formula

Free Spae (Friis, 1946)
Consider the ideal propagation ondition
without interferenes or obstales.

Pr(d) = PtGtGrλ2

(4π)2d2L

Two-Ray Ground (Rappa-
port, 1996)

Like the Free Spae, but onsider the pos-
sibility of signal re�exion in the ground. Pr(d) =

PtGtGrh2

t h2

r

d4L

Table 2.1: Two known radio propagation models. Pt and Pr are the transmitted and reeived

signals power (strengths), Gt and Gr are the antenna gains of the transmitter and reeiver,

λ is the wavelength, d is the distane between the nodes, L is the system loss, and ht and hr

are the heights of the transmit and reeive antennas.

Di�erent methods an be used to estimate suh information. Some of these methods are

very aurate but with higher osts (in terms of hardware, energy, and proessor resoures),

while others are less aurate but already available on most sensor nodes.

In the following setions, some of the main methods used by loalization systems to esti-

mate distanes/angles will be studied. These methods inlude RSSI, ToA/TDoA, AoA, and

ommuniation range.

2.2.1 Reeived Signal Strength Indiator � RSSI

RSSI an be used to estimate the distane between two nodes based on the strength of the

signal reeived by another node. As depited in Figure 2.3(a), a sender node sends a signal

with a determined strength that fades as the signal propagates. The longer the distane to

the reeiver node, the weaker the signal strength when it arrives at that node.

The signal strength is ommonly measured in dBm (Deibel in referene to one milliwatt)

or in Watts. Theoretially, the signal strength is inversely proportional to the squared dis-

tane, and a known radio propagation model (Table 2.1) an be used to onvert the signal

strength into distane. However, in real-world environments, this indiator is highly in�u-

ened by noises, obstales, and by the type of the antenna, all of whih makes it hard to

model mathematially the proess. In these ases, it is ommon to make a system alibration

(Whitehouse and Culler, 2002) in whih the values of RSSI and distanes are evaluated ahead

of time in a ontrolled environment.
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Figure 2.3: (a) Derease in the signal strength; (b),() Methods of deriving the distane from

the signal's arrival time; and (d) Angle of arrival of the signal.

This method, like the others, has both advantages and disadvantages. The main advantage

is its low ost, beause most reeivers are apable of estimating the reeived signal strength.

The disadvantage of this method is that it is very suseptible to noise and interferene, whih

results in higher inauraies in the distane estimations. Some experiments (Savvides et al.,

2001) show errors of 2 to 3m in senarios in whih all nodes are plaed in a plane �eld, 1.5m

from the ground, and with a ommuniation range of 10m.

Although RSSI shows plausible results in simulations and ontrolled experiments, its usage

in real-world appliations is still questionable (He et al., 2003). Still, onsidering its low ost,

it is possible that a more sophistiated and preise use of the RSSI (e.g., with better transmit-

ters) ould beome the most used tehnology of distane estimation from the ost/preision

viewpoint (Bahrah and Taylor, 2005). However, this tehnology is not yet available.

2.2.2 Time [Di�erene℄ of Arrival � ToA/TDoA

A few di�erent methods try to estimate the distane between two nodes using time based

measures. The most simple and intuitive is Time of Arrival � ToA (Hofmann-Wellenho et al.,

1997). In this ase, the distane between two nodes is diretly proportional to the time that

the signal takes to propagate from one point to another. This way, if a signal is sent at time

t1 and reahes the reeiver node at time t2, the distane between the sender and reeiver is

d = sr(t2 − t1), where sr is the propagation speed of the radio signal (speed of light), and t1

and t2 are the times at whih the signal was sent and reeived, respetively (Figure 2.3(b)).

This type of estimation requires preisely synhronized nodes, and the time at whih the

signal leaves the node must be in the paket that is sent.

The TDoA (Time Di�erene of Arrival) is based on (a) the di�erene between the times

at whih a single signal from a single node arrives at three or more nodes, or (b) the dif-

ferene between the times at whih multiple signals from a single node arrive at another

node. The �rst ase, whih is more ommon in ellular networks, requires preisely synhro-

nized reeiver nodes (in this ase, base stations). In the seond ase, whih is more ommon

and suitable for WSNs, the nodes must be equipped with extra hardware that is apable

of sending two types of signals simultaneously. These signals must have di�erent propaga-

tion speeds, like radio/ultrasound (Priyantha et al., 2001) or radio/aousti (Whitehouse and

Culler, 2002). Usually, the �rst signal is the paket itself, whih propagates at the speed of
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light (≈ 300.000 km/s), while the seond signal is some kind of sound beause of its slower

propagation (≈ 340m/s), whih is six orders of magnitude slower than the �rst signal.

An example of TDoA that is suitable for WSNs is used by Savvides et al. (2001) and

depited in Figure 2.3(), in whih an ultrasound pulse is sent simultaneously with a radio

signal. In this ase, the nodes ompute the di�erene in the arrival times of the two signals.

The distane an now be omputed using the following formula d = (sr −ss)∗ (t2− t1), where

sr and ss are the propagation speed of the radio and ultrasound signals, and t1 and t2 are the

arrival times of the radio and ultrasound signals, respetively.

The errors in the distane estimations obtained by TDoA are approximately entimeters.

Experiments with ultrasound performed by Savvides et al. (2001) indiate errors of about 2

or 3 m (smaller than the sensor node itself) in senarios where nodes were separated by

distanes of 3m. In Whitehouse (2002), aousti sound was tested, and results showed errors

of about 23 m, with nodes at distanes of 2m.

Despite the lower errors, these systems have some disadvantages. The �rst is the need for

extra hardware to send the seond signal, whih inreases the ost of the node. The seond

disadvantage is the generally limited range of the seond signal, whih is normally between

3m and 10m with more powerful transmitters.

2.2.3 Angle/Diretion of Arrival � AoA/DoA

The angle of arrival of the signal (Niulesu and Nath, 2003; Priyantha et al., 2001) an also be

used by loalization systems. This angle an be in relation to the node itself, to an eletroni

ompass, or in relation to a seond signal reeived by the node.

The estimation of the angle of arrival is usually done using diretive antennas or an array

of reeivers � usually three or more � that are uniformly separated. In the last ase, based

on the time di�erene of arrival of the signal at eah of the reeivers, it beomes possible to

estimate the angle of arrival of this signal (Figure 2.3(d)).

Experiments show that this method may have an inauray of a few degrees (about 5o

in Priyantha et al. (2001)). The need for extra hardware is one of the disadvantages of this

tehnique sine it inreases the ost and size of the sensor nodes. Also, this tehnique requires

a minimum distane between the set of reeivers in a sensor node, whih also inreases the

�nal size of the sensor nodes in the WSN.

2.2.4 Communiation Range

In some ases, the only information available to estimate a distane is the ommuniation

range of the sensor nodes. If a node reeives a data paket from another node, then the

distane between these nodes is between zero and the maximum ommuniation range.

Usually, tehniques that use this method of distane estimation do not require an aurate

distane, but only an interval. To get only one distane (and not an interval), we an hoose

one point from the interval suh as the middle point for instane. In this last ase, the

maximum error of this estimation will be one half the ommuniation range.
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Method Preision
Maximum Dis-
tane

Extra Hard-
ware

Challenges

RSSI
meters
(2-4m)

omm. range none
variation of the Rssi,
interferenes

ToA
entimeters
(2-3 m)

omm. range none
nodes synhroniza-
tion

TDoA
entimeters
(2-3 m)

few meters (2,3-
10m)

ultrasound
transmitter

maximum distane of
work

AoA
some degrees
(5o)

omm. range set of reeivers
work on small sensor
nodes

Comm.
Range

half the omm.
range

omm. range none -

Table 2.2: Comparison of the methods used to estimate distanes/angles between two nodes.

The hosen method depends on the appliation, senario and available resoures.

This method of distane estimation has the advantage of being the most simple and with

the lowest ost. No extra hardware is required and neither extra omputation is needed to

estimate a distane. On the other hand, an error of half the ommuniation range for eah

distane estimation is not viable for most loalization systems. Consider, for instane, a

ommuniation range of 100m. In this ase, the error of this method an be about 50m for

eah distane estimation.

2.2.5 Comments About the Distane/Angle Estimation

The hoie of whih method to use to estimate the distane between nodes in a loalization

system is an important fator that in�uenes the �nal performane of the system. As will be

shown in the next setion, to estimate a position, a node generally uses at least three distane

estimations, eah of whih has an assoiated error. On the other hand, if only the auray

of these methods was important, we ould just use TDoA sine it has fewer errors. However,

other fators inluding the size and ost (in terms of hardware, proessor, and energy) of

the nodes must also be taken into onsideration. Thus, the method hosen for estimating

distanes will depend on the appliation requirements as well as available resoures. Table 2.2

ompares eah one of the methods desribed in this setion.

2.3 Position Computation

When a node has enough information about distanes and/or angles and positions, it an

ompute its own position using one of the methods that will be studied in this setion.

Several methods an be used to ompute the position of a node. Suh methods inlude

trilateration, multilateration, triangulation, probabilisti approahes, bounding box, and the

entral position. The hoie of whih method to use also impats the �nal performane of

the loalization system. Suh a hoie depends on the information available as well as the

proessor's limitations.
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2.3.1 Trilateration and Multilateration

Trilateration is the most basi and intuitive method. This method omputes a node's position

via the intersetion of three irles, as depited in Figure 2.4(a). To estimate its position using

trilateration, a node needs to know the positions of three referene nodes and its distane from

eah of these nodes. Distanes an be estimated using one of the methods explained in the

previous setion.

The irles formed by the position of and distane to eah of the referenes an be rep-

resented by the formula (x̂ − xi)
2 + (ŷ − yi)

2 = d2

i , where (x̂,ŷ) is the position we want to

ompute, (xi,yi) is the position of the ith referene, and di is the distane of the ith referene

node to the unknown node. In this ase, we have three equations with two unknowns that

an be solved, theoretially, into one solution.

In real-world appliations, the distane estimation inauraies as well as the inaurate

position information of referene nodes make it di�ult to ompute a position. As depited

in Figure 2.4(b), the irles do not interset at only one point, resulting in an in�nite set of

possible solutions.

Furthermore, when a larger number of referene points is available, we an use multilatera-

tion to ompute the node's position. In this ase, an overdetermined system of equations must

be solved. Figure 2.4() depits this ase. Usually, overdetermined systems do not have a

unique solution. When onsidering n referene points, as well as the error of the distane esti-

mations, whih makes di = d̂i−ǫ, the system of equations beomes (x̂−xi)
2+(ŷ−yi)

2 = d̂2

i −ǫ,

where ǫ is usually onsidered to be a Gaussian random variable with zero mean and �nite

variane. This system an be linearized, by subtrating the last equation, into Ax ≈ b. This

linear system an be solved easily using standard methods like the least squares approah.

The number of �oating point operations needed to ompute a position depends on the

method used to solve the system of equations. In the ase of the least square method, (m +

n/3)n2 �oating point operations (where m is the number of unknowns and n is the number

of equations) are required to estimate a position.

2.3.2 Bounding Box

The bounding box method, proposed by Simi and Sastry (2002), uses squares � instead of

irles as in trilateration � to bound the possible positions of a node. An example of this

method is depited in Figure 2.4(d).

For eah referene node i, a bounding box is de�ned as a square with its enter at the

position of this node (xi,yi), with sides of size 2di (where d is the estimated distane) and with

oordinates (xi − di, yi − di) and (xi + di, yi + di). The intersetion of all bounding boxes an

be omputed easily without any need for �oating point operations, by taking the maximum

of the low oordinates and the minimum of the high oordinates of all bounding boxes. This

is the shaded retangle in Figure 2.4(d). The �nal position of the unknown node is then

omputed as the enter of the intersetion of all bounding boxes.

Despite the �nal error of this method, whih is greater than trilateration, omputing
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Figure 2.4: (a) Theoretial model of trilateration; (b) A more realisti model of the trilater-

ation; () Multilateration; (d) Bounding Box; (e),(f) Triangulation; and (g),(h) Probabilisti

approah (from Ramadurai and Sihitiu (2003)).

the intersetion of squares uses fewer proessor resoures than omputing the intersetion of

irles.

2.3.3 Triangulation

In triangulation (Niulesu and Nath, 2003; Priyantha et al., 2001), information about angles

is used instead of distanes. The position omputation an be made remotely (Figure 2.4(e))

or by the node itself, the latter of whih is more ommon in WSNs. In this last ase, depited

in Figure 2.4(f), at least three referene nodes are required. The unknown node estimates

its angle to eah one of the three referene nodes and, based on these angles and on the

positions of the referene nodes (whih form a triangle), omputes its own position using

simple trigonometri relationships. This tehnique is similar to trilateration. In fat, based

on the angles of arrival, it is possible to derive the distanes to referene nodes (Niulesu

and Nath, 2003).

2.3.4 Probabilisti Approahes

The unertainty in the distane estimations has motivated the appearane of probabilisti

approahes for omputing a node's position. An example of a probabilisti approah is pro-

posed by Ramadurai and Sihitiu (2003). In the ited work, the errors in distane estimations

are modeled as Gaussian random variables. When an unknown node reeives a paket from

a referene node, it an be in any plae around the referene node with equal probabilities.

When another paket is reeived from another referene node, the unknown node omputes

its position again as depited in Figure 2.4(g). In this last ase, the node an be loated in

two di�erent plaes with equal probability sine with only two referene points it is not yet
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possible to determine the exat loation of the node. When new position information is re-

eived from other nodes, it beomes possible to identify the probable loation of the unknown

node, as depited in Figure 2.4(h).

When an appliation requires a single position, the point with greater probability an be

omputed. The main drawbaks of this approah are the high omputational ost and the

spae required to store the information. In Sihitiu and Ramadurai (2004), it is shown that

onsidering the sample size as a grid of d×d, the omplexity of this method would be O(3d2).

One possible appliation of this method onsists in sending the gathered information to a

entral and more powerful node in order to ompute the positions.

2.3.5 Central Position in Relation to the Referene Nodes

By the assumption that the most probable position of a node is the entral point among all

the referene nodes, we an ompute the position of an unknown node without the need of

estimating distanes or angles, but only by using the ommuniation range, as explained in

Setion 2.2.4.

In this ase, the position of a node is omputed by using the following equation (He et al.,

2003):

(x̂, ŷ) =

(∑n
i=1

xi

n
,

∑n
i=1

yi

n

)

(2.1)

where n is the number of referene nodes.

This is the simplest method in terms of omputational resoures and required information.

Only 2n + 2 �oat point operations (where n is the number of referene nodes) is required to

ompute a position. On the other hand, the obtained solutions are not aurate, mainly when

the number of referene node is low.

2.3.6 Comments About the Position Computation

A number of other methods exist that aim to ompute the position of a node. Loation

Fingerprinting is a method in whih the signal harateristis obtained from a set of loations

are atalogued and the position omputation of a node onsists in omparing its urrent signal

harateristis with the ones that were atalogued previously. This tehnique is used by Bahl

and Padmanabhan (2000) and other indoor loalization systems, but the need to generate a

signal signature database makes this tehnique unfeasible for most senarios in WSNs. He et

al., in the APIT algorithm (He et al., 2003), use triangles formed by three beaon nodes, and

a node deides whether it is inside or outside these triangles by omparing its signal strength

measurements with the measurements of its neighbors. The position of the node is omputed

by �nding the entroid of the intersetion of the beaon triangles that the node is within.

Other work onentrates all information about the distanes between the nodes into a

entral node and use mathematial optimization tehniques to ompute the positions of the

nodes. As an example, the work of Doherty et al. (2001) formulates the loalization problem

as a onvex optimization problem based only on onnetivity-indued onstraints and uses a
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Method # Refs Dist? Angle? Comp. Challenges

Trilateration 3 yes no O(1)
suseptible to ina.
distanes

Multilateration n ≥ 3 yes no O(n3)
omputational om-
plexity

Triangulation 3 no yes O(1)
require extra hard-
ware

Probabilisti n ≥ 3 yes no
O(3d2)
(d=grid)

omp. and spae
omplexity

Bounding Box n ≥ 2 yes no O(n) �nal position error

Central Position n ≥ 1 no no O(n) �nal position error

Table 2.3: Comparison of the methods used to ompute positions. Again, there is no ideal

solution that works in all senarios. The hoie of what method to use will depend on the

gathered information and on the available proessor resoures.

semi-de�nite program (SDP) to solve the problem. In addition, Shang and Ruml (2004) use

a multidimensional sale (MDS) tehnique.

The hoie of what method to use an also impat the �nal performane of the loalization

system. In the next setion, some loalization algorithms will be studied. Depending on the

used loalization algorithm, this error in the position omputation an harm in greater or

minor degree the loalization system as a whole. In some algorithms, for example, the newly

omputed positions are used to assist the other unknown nodes to ompute their positions. In

this ase, a small error on the position omputation an result in a loalization system with

high errors.

The information of positions and distanes gathered by a node and the available proessor

resoures also restrit the hoie of what method to used. Table 2.3 summarizes and ompares

the main harateristis of the position omputation methods explained in this setion.

2.4 Loalization Algorithm

The loalization algorithm is the main omponent of a loalization system. This omponent

determines how the information onerning distanes and positions will be manipulated in

order to allow most or all of the nodes in a WSN to estimate their positions.

Loalization algorithms an be lassi�ed into a few ategories: distributed (Albowiz

et al., 2001; Hofmann-Wellenho et al., 1997; Niulesu and Nath, 2001) or entralized position

omputation (Doherty et al., 2001); with (Albowiz et al., 2001; Niulesu and Nath, 2001)

or without an infrastruture (Hofmann-Wellenho et al., 1997; Priyantha et al., 2000, 2001);

relative (Bulusu et al., 2000; Capkun et al., 2002) or absolute positioning (Albowiz et al.,

2001; Hofmann-Wellenho et al., 1997); designed for indoor (Priyantha et al., 2000, 2001) or

outdoor senarios (Hofmann-Wellenho et al., 1997); and one hop (Hofmann-Wellenho et al.,

1997; Priyantha et al., 2000) or multihop algorithms (Albowiz et al., 2001; Niulesu and

Nath, 2001).

In the next setions, some proposed loalization algorithms will be studied to show how

this omponent di�erentiates from the other omponents. These algorithms are the Ad ho
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Figure 2.5: Example and phases of the APS � Dv-Hop: (a) initially, the beaon nodes broad-

ast their positions and (b) ompute the average size of hop; () this last value is sent to the

network and the nodes reeiving it ompute their positions.

Positioning System, Reursive Position Estimation, Direted Position Estimation, and Loal-

ization with a Mobile Beaon.

2.4.1 Ad Ho Positioning System � APS

In APS (Niulesu and Nath, 2001), a redued number of beaon nodes (e.g., three or more)

is deployed with the unknown nodes. Then, eah node estimates its distane to the beaon

nodes in a multihop way. One these distanes are estimated, the nodes an ompute their

positions using trilateration. Three methods of hop by hop distane propagation are proposed:

Dv-Hop, Dv-Distane, and Eulidean.

In Dv-Hop APS, the beaon nodes start the propagation of their position information

(Figure 2.5(a)). Working as an extension of the distane vetor algorithm, all nodes reeive

the position information of all beaon nodes as well as the number of hops to these beaons.

When a beaon node reeives the position information of the other beaon nodes, it has enough

information to ompute the average size of one hop based on its own position, on the position

of the other beaon nodes, and also on the number of hops between them (Figure 2.5(b)).

This last value is then �ooded in a ontrolled way throughout the network as a orretion

fator. When an unknown node reeives a orretion, it is able to onvert its distane to

the beaon nodes from the number of hops to meters (Figure 2.5()). The omplete Dv-Hop

algorithm is shown on Algorithm 1. The omplexity of exhanging message in this algorithm

is driven by the total number of beaon and normal nodes, whih is O(n ∗m), where n is the

number of nodes and m is the number of beaon nodes.

An advantage of APS is that its loalization algorithm requires only a small number of

beaon nodes in order to work. However, the way that distanes are propagated, espeially in

Dv-Hop and Dv-Distane, as well as the way these distanes are onverted from hops to meters

in Dv-Hop, result in erroneous position omputation, whih inreases the �nal loalization

error of the system.
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Algorithm 1 Ad Ho Positioning System Dv-Hop loalization algorithm

⊲ Variables:
1: positionsi = ∅; {Set of beaon positions.}
2: correctioni = −1; {Corretion omputed/reeived by this node.}

⊲ Input:
3: msgi = nil.

Ation:
4: if ni ∈ B then {If this node is a beaon node.}
5: (xi, yi) := getGpsPosition();
6: Send beaconPos(i, xi, yi, 0) to all nj ∈ Neigi.
7: end if

⊲ Input:
8: msgi = beaconPos(k, xk, yk, hk).

Ation:
9: if k /∈ Ri then {If this node has not already reeived this paket.}
10: Ri := Ri ∪ {k};
11: positionsi := positionsi ∪ {(xk, yk, hk)};
12: if ni ∈ B then {If this is a beaon node, wait for more position pakets}
13: [Re℄Start waitT imer.
14: end if
15: Send beaconPos(k, xk, yk, hk + 1) to all nj ∈ Neigi.
16: end if

⊲ Input:
17: waitT imer timeout. {Exeuted only by the beaon nodes.}

Ation:

18: correctioni =
P

√
(xi−xj)2+(yi−yj)2

P

hj
for all (xj , yj , hj) ∈ positionsi;

19: Send correctioni to all nj ∈ Neigi.

⊲ Input:
20: msgi = correctionk.

Ation:
21: if ni ∈ U then {If this node is an unknown node.}
22: correctioni := correctionk;
23: hj := hj ∗ correctioni for all (xj , yj , hj) ∈ positionsi;
24: (xi, yi) := positionComputation(positionsi); {Beomes a settled node.}
25: Send correctioni to all nj ∈ Neigi.
26: end if

2.4.2 Reursive Position Estimation � RPE

In the RPE algorithm (Albowiz et al., 2001), nodes estimate their positions based on a set

of initial beaon nodes (e.g., 5% of the nodes) using only loal information. Loalization

information inreases iteratively as newly settled nodes beome referene nodes.

The RPE algorithm an be divided into four phases, as depited in Figure 2.6. In the

�rst phase, a node determines its referene nodes. In the seond phase, the node estimates

its distane to these referene nodes using, for example, RSSI. In the third phase, the node

omputes its position using trilateration (beoming a settled node). In the �nal phase, the

node beomes a referene node by broadasting its newly estimated position to its neighbors.

When a node beomes a referene, it an assist other nodes in omputing their positions as
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Figure 2.6: Example and phases of the RPE: (a) initially, the node hooses its referene nodes;

then (b) it estimates its distane to eah of the referene nodes; () omputes its position using

trilateration; and (d) broadasts its newly estimated position to assist the other nodes.

well.

An advantage of this algorithm is that the number of referene nodes inreases quikly, in

suh a way that the majority of the nodes an ompute its position. However, this tehnique

has the disadvantage of propagating the loalization error. This means that the inaurate

position estimation of one node an be used by other nodes to estimate their positions, in-

reasing this inauray. Furthermore, a node must have at least three referene neighbors in

order to ompute its position. The omplete RPE algorithm is shown in Algorithm 2 and its

ommuniation omplexity is O(n), i.e., the same as that of �ooding algorithm in whih eah

node of the WSN sends only one paket.

2.4.3 Direted Position Estimation � DPE

By adding some restritions to a reursive loalization system as in RPE (see Setion 2.4.2),

we an make the loalization reursion start from a single point (reursion origin) and follow

a determined and known diretion (Figure 2.7(a)). One this behavior is guaranteed, it is

possible to estimate a node's position using only two referene neighbors.

When a node has the position information of only two referene neighbors, a pair of

possible points results from the system: one is the right position of the unknown node and

the other is a wrong estimate (Figure 2.7(b)). One the diretion of the loalization reursion

is kept, it is easy to hoose between the two possible solutions: the most distant point from

the reursion origin is the right position of the unknown node. This is the base of the Direted

Position Estimation � DPE (Oliveira et al., 2005a,b) loalization algorithm.

The DPE algorithm is divided into four phases (see Figure 2.8). In the �rst phase, the re-

ursion of suh a system is started from a single point by the beaon struture (Figure 2.8(a)).

In the seond phase, a node determines its (two) referene nodes and estimates its distanes to

these nodes (Figure 2.8(b)). In the third phase, the node omputes its position (Figure 2.8())

and then beomes a referene by sending this information to its neighbors (fourth phase - Fig-

ure 2.8(d)). This way, the reursion of suh a system goes from the enter to the edge of the

WSN. The omplete DPE algorithm is shown in Algorithm 3 and its ommuniation om-
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Algorithm 2 Reursive Position Estimation loalization algorithm

⊲ Variables:
1: positionsi = ∅ {Set of reeived positions.}
2: referencesi = ∅ {Set of referene nodes.}

⊲ Input:
3: msgi = nil.

Ation:
4: if ni ∈ B then {If this node is a beaon node.}
5: (xi, yi) := getGpsPosition();
6: Send position(xi, yi, 0) to all nj ∈ Neigi.
7: end if

⊲ Input:
8: msgi = position(xk, yk, rk) suh that distk = distanceEstimation(msgi).

Ation:
9: if ni ∈ U then {If this node is an unknown node.}
10: positionsi := positionsi ∪ {(xk, yk, rk, distk)};
11: [Re℄Start waitT imer.
12: end if

⊲ Input:
13: waitT imer timeout.

Ation:
14: if size(positionsi) >= 3 then {If there is enough positions.}
15: referencesi := chooseThreeBestPositions(positionsi)
16: (xi, yi, ri) := positionComputation(referencesi); {Beomes a settled node.}
17: Send position(xi, yi, ri) to all nj ∈ Neigi. {Beomes a referene node.}
18: end if

(a) (b)

Figure 2.7: (a) The DPE algorithm performing a direted loalization reursion; and (b) a

position estimate using only two referene neighbors. A pair of possible solutions results from

the system. The right position of the node is the most distant point from the reursion origin.

plexity is the same as that of �ooding.

This approah leads to a loalization system that an work in a low density sensor network.

In addition, the ontrolled way in whih the reursion is made also leads to a system with fewer

and more preditable errors. However, like the RPE, this tehnique has the disadvantage of

propagating the loalization error.



2. Loalization Systems for Wireless Sensor Networks 21

Figure 2.8: Example and phases of the DPE algorithm: (a) �rst, the beaon nodes start the

reursion, (b) then a node determines its (two) referene nodes, () estimates its position, and

(d) beomes a referene itself by broadasting this information.

Algorithm 3 Direted Position Estimation loalization algorithm

⊲ Variables:
1: positionsi = ∅ {Set of reeived positions.}
2: referencesi = ∅ {Set of referene nodes.}

⊲ Input:
3: msgi = nil.

Ation:
4: if ni ∈ B then {If this node is a beaon node.}
5: (xi, yi) := getGpsPosition();
6: Send position(xi, yi) to all nj ∈ Neigi.
7: end if

⊲ Input:
8: msgi = position(xk, yk) suh that distk = distanceEstimation(msgi).

Ation:
9: if ni ∈ U then {If this node is an unknown node.}
10: positionsi := positionsi ∪ {(xk, yk, distk)};
11: [Re℄Start waitT imer.
12: end if

⊲ Input:
13: waitT imer timeout.

Ation:
14: if size(positionsi) >= 2 then {If there is enough positions.}
15: referencesi := chooseTwoBestPositions(positionsi)
16: (xi, yi) := mostDistantFromOrigin(intersectCircles(referencesi)); {Beomes a settled node.}
17: Send position(xi, yi) to all nj ∈ Neigi. {Beomes a referene node.}
18: end if

2.4.4 Loalization with a Mobile Beaon � MBL

Some reent work (Sihitiu and Ramadurai, 2004) have proposed the use of mobile beaons

to assist the nodes in the WSN with estimating their positions. A mobile beaon is a node

that is aware of its position (e.g., equipped with a GPS reeiver) and that has the ability to

move around the sensor �eld. This beaon an be a human operator, an unmanned vehile,

an airraft, or a robot.

The system operation in Sihitiu and Ramadurai (2004) is quite simple. One the nodes
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Figure 2.9: Operation and possible trajetories for the Loalization with a Mobile Beaon:

(a) the mobile beaon moving along the sensor �eld in a straight line; (b) a less retilinear

trajetory; and () a trajetory in spiral form.

are deployed, the mobile beaon travels through the sensor �eld broadasting messages that

ontain its urrent oordinates. When a free node reeives more than three messages from the

mobile beaon, it omputes its position using a probabilisti approah, based on the reeived

oordinates and on the RSSI distane estimations. Figure 2.9 illustrates this senario and

three possible trajetories for the mobile beaon. Algorithm 4 details the funtioning of the

system. The ommuniation ost for the WSN is null, sine the nodes (exept for the mobile

beaon) do not need to send any pakets.

An advantage of this algorithm is that position estimations are omputed based on the

same node (mobile beaon), thus keeping the mean loalization error low and preventing its

propagation. In addition, this algorithm avoids the use of nodes equipped with GPS, exept

for the mobile beaon. On the other hand, in this tehnique, a sensor node an estimate its

position only when the mobile beaon passes near this node, whih may take a long time

depending on suh fators as the size of the sensor �eld, the beaon's mobility apaity, and

the node's trajetory. Still, the mobile beaon may never pass near some nodes, either beause

of the trajetory or due to a problem with the mobile beaon.

2.4.5 Comments About Loalization Algorithms

Several loalization algorithms fous on di�erent aspets inluding errors, number of beaons,

number of settled nodes, and GPS usage, among other things. Usually, these algorithms

(Bulusu et al., 2000; Capkun et al., 2002) try to redue or ompletely remove the need for GPS

reeivers on beaon nodes. Other algorithms take advantage of ertain network features, suh

as beaons with high-powered transmitters (He et al., 2003), a direted loalization reursion

(Oliveira et al., 2005a) or a beaon infrastruture (Priyantha et al., 2000). The hoie of

whih algorithm to use depends on the resoures available, the senario, the requirements of

the appliation, and also on the mean loalization error aeptable to the nodes. Table 2.4

ompares the main harateristis the studied algorithms.
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Algorithm 4 Mobile Beaon Loalization algorithm

⊲ Variables:
1: positionsi = ∅ {Set of position information.}

⊲ Input:
2: msgi = nil.

Ation:
3: if ni ∈ U then {If this node is a beaon node.}
4: StartWalking();
5: Start posT imer.
6: end if

⊲ Input:
7: posT imer timeout.

Ation:
8: (xi, yi) := getGpsPosition();
9: Send position(xi, yi) to all nj ∈ Neigi.
10: Restart posT imer.

⊲ Input:
11: msgi = position(xk, yk) suh that distk = distanceEstimation(msgi).

Ation:
12: positionsi := positionsi ∪ {(xk, yk, distk)};
13: if size(positionsi) >= 3 then {If there is enough referenes.}
14: (xi, yi) := positionComputation(positionsi);
15: end if

Algorithm
Number
of bea-
ons

Position
Compu-
tation

Infra-
stru-
tured?

Positi-
oning

Sen-
arios

Multi-
hop?

APS ≥3 distrib. no absolute outdoors yes

RPE 5% nodes distrib. no absolute outdoors yes

DPE 4 distrib. no relative outdoors yes

MBL 1 mobile distrib. no absolute outdoors no

Table 2.4: Loalization algorithms omparison. Some harateristis of the loalization al-

gorithms identify the possible senarios that they an be appliable. The hoie of what

algorithm to use depends on the appliation requirements and on the available resoures.

2.5 Summary

This hapter has addressed the loalization problem from the viewpoint of a WSN. We divided

loalization systems into three omponents: Distane/Angle Estimation, Position Computa-

tion, and Loalization Algorithm.

The importane of suh a division into omponents results from the need to reognize that

the �nal performane of loalization systems depends diretly on eah of these omponents.

For instane, a loalization system should ahieve better results if the TDoA method is used

instead of RSSI to estimate distanes. The same priniple applies to the other omponents.

These omponents an be seen as subareas of the loalization problem that need to be studied

separately.

A general rule in WSNs is that there is no single, perfet solution that is suitable for
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every senario. The same rule applies to the loalization problem. This hapter has shown

a number of proposed loalization systems, eah having an emphasis on a spei� senario

and/or appliation. The neessity of having di�erent solutions for di�erent appliations as

well as the high number of possible appliations of WSNs, has greatly motivated the study

and proposals of new solutions to the loalization problem.



Chapter 3

Synhronization Systems for Wireless

Sensor Networks

3.1 Introdution

In the synhronization problem (Sundararaman et al., 2005; Sivrikaya and Yener, 2004; Romer

et al., 2005; Romer, 2003, 2001; Elson, 2003; Elson et al., 2002; van Greunen and Rabaey, 2003;

Sihitiu and Veerarittiphan, 2003; Shin et al., 2006; Sekhar et al., 2005), the nodes' loal loks

must be synhronized based on a referene node or in Coordinated Universal Time (UTC).

Synhronized loks are very important for most WSN appliations sine they are required for

a number of protools, algorithms, and appliations suh as data fusion tehniques (Nakamura

et al., 2005a,b, 2007), objet (or target) traking algorithms (Kumar et al., 2000), energy maps

onstrution (Mini et al., 2004; Mahado et al., 2005), density ontrol algorithms (Xu et al.,

2001), and events ordering.

Two well-known solutions for this problem are the Network Time Protool (NTP) (Mills,

2006) and the use of Global Positioning System (GPS) reeivers (Hofmann-Wellenho et al.,

1997; Kaplan, 1996). The �rst solution is not suitable for sensor networks, sine it is not

energy-e�ient and does not onsider the dynamis and unpreditability of these networks

(Sivrikaya and Yener, 2004). Adding a GPS reeiver to eah node, as mentioned before, is

not feasible in WSNs beause nodes will be bigger and more expensive. Moreover, a GPS

reeiver results in additional energy onsumption, and it annot be used when there is no

line-of-sight to the satellites (e.g., indoor senarios, underwater, severe limati onditions,

Mars exploration).

In this hapter, we will address the synhronization problem in WSN. In the next two

setions, we brie�y present an overview and de�nition of the synhronization systems for

WSNs and their omponents. Setion 3.2 shows the main methods used by synhronization

systems to estimate the time delay of a paket leaving a sender and arriving at a neighboring

reeiver node. This estimated delay is then used to ompute the time of the reeiver based

on the time of the sender node, as shown in Setion 3.3. In Setion 3.4, we show how all the

estimated information of delays and time an be manipulated to allow most or all of the nodes

25
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in a WSN to synhronize their loks. Finally, in Setion 3.5, we present our onlusions.

3.1.1 Problem Statement

We extend the network model introdued in Setion 2.1.1 to inlude time information. First,

the atual time of the network, in whih the nodes must be synhronized (e.g., UTC), is repre-

sented simply by t. The hardware lok of node i is de�ned as ti(t), sine it is a monotonially

non-dereasing funtion of t. Beause no hardware lok is perfet, ti(t) has two omponents:

ti(t) = dit + oi, where oi is the o�set, i.e., the di�erene between t and ti at that instant,

and di is the drift, i.e., how the loal lok gradually deviates from t due to onditions like

temperature or battery voltage.

Some terms an be used to designate the state of a node:

De�nition 5 (Unsynhronized Nodes � N ) A node whose lok is not synhronized with

the referene. Synhronizing these nodes is the main goal of a synhronization system.

De�nition 6 (Synhronized Nodes � C) This node was initially unsynhronized, but has

managed to synhronize its loal lok by using a synhronization system. The number of

synhronized nodes and the estimated synhronization error of these nodes are the main pa-

rameters for assessing the quality of a synhronization system. Aording to our model, a

synhronized node would beome instantly unsynhronized due to the lok's hardware inau-

ray. For the sake of simpli�ation, we still onsider this node as belonging to the group of

synhronized nodes but with a orresponding synhronization error.

De�nition 7 (Root Nodes � B) These are the nodes that always have synhronized loks

(e.g., by using GPS). These nodes, also alled master nodes, form the base of most synhro-

nization systems for WSNs.

The synhronization problem an be stated as follows.

De�nition 8 (Synhronization Problem) Given a multihop network, represented by a

graph G = (V, E), one or a set of root (or master) nodes B, and their synhronized loks,

i.e., tb = t for all b ∈ B, we want to �nd the o�set and drift (oi, di) of as many unsynhronized

nodes i ∈ N as possible.

3.1.2 The Components of Synhronization Systems

Synhronization systems an be divided into three distint omponents (see Figure 3.1):

1. Delay estimation: this omponent is responsible for estimating the time delay in whih

a paket leaves a sender node and arrives at a destination node. This information will

be used by the other omponents of the synhronization systems.

2. Time omputation: this omponent is responsible for omputing a node's orret time

based on available information onerning estimated delays and timestamps reeived by
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Figure 3.1: The division of the synhronization systems into three distint omponents: de-

lay estimation, time omputation, and synhronization algorithm. The arrows indiate the

information �ow from one omponent to another.

synhronized nodes. The main tehniques in this omponent are used to ompute the

loks' o�sets and drifts.

3. Synhronization algorithm: this is the main omponent of a synhronization system. It

determines how the available information will be used to allow most or all of the nodes

to synhronize their loks.

Like the omponent divisions of a loalization system, in addition to providing a didati

viewpoint, the importane of suh a division of synhronization systems into omponents is

that the �nal performane of a synhronization system depends diretly on eah of these

omponents. Also, eah omponent has its own goal and solutions. Thus, they an be seen

as subareas of the synhronization problem that need to be analyzed and studied separately.

In the following setions, these omponents will be analyzed individually.

3.2 Delay Estimation

Delay estimation onsists in identifying the trip time delay that a paket takes to leave a sender

node and arrive at the destination node. Suh an estimation is an important omponent of

the synhronization systems sine it is used by the time omputation omponent to ompute

the loks' o�sets and drifts.

Di�erent methods an be used to estimate this information. Some of these methods are

very aurate but have higher osts (e.g., higher ommuniation osts), while others are less

aurate but able to estimate the delay based on a single transmitted paket.

In the following setions, we will explain the most known delay estimation tehniques in

WSNs: the Round Trip Time (RTT) and the Delay Measurement.

3.2.1 Round Trip Time - RTT

In the Round Trip Time tehnique (RTT), the time in whih a paket leaves a sender node,

arrives at a reeiver node, and is then ehoed bak to the sender is omputed. Based on
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(a) (b)

Figure 3.2: Delay estimation tehniques: (a) the Round Trip Time (RTT) and (b) the Delay

Measurement.

information from both loal and remote loks, the sender node an ompute the delay of the

pakets.

As depited in Figure 3.2(a), the sender node �rst sends a request paket to a reeiver

node. The request paket ontains the loal (unsynhronized) timestamp of the sender node

(T1). When the reeiver node reeives a request paket, it sends a reply paket to the sender

node. This paket ontains the original T1 timestamp and the loal timestamps of the reeiver

node when the request paket was reeived (T2) and when the reply paket was sent (T3).

After reeiving the reply paket, the sender node saves the time of arrival of this paket using

its own loal time (T4). After that, the sender node is able to estimate the delay of a paket

using the following equation:

delay =
(T2 − T1) + (T4 − T3)

2
(3.1)

Basially, this equation omputes the delay of a paket to be sent and replied, removes

the proessing time of the reeiver node (i.e., the time needed to proess the reeived request

paket plus the time taken to reate and send the reply paket), and divides the number by

two, in order to get the average trip delay of a single paket. This tehnique an be used to

estimate the trip delay of a paket over a single hop ommuniation as well as over a multihop

ommuniation in whih the request and reply pakets travel through multiple nodes between

the sender and the reeiver. Also, several request pakets an be sent to ompute the average

delay in order to get a more preise information.

This tehnique has been used by a number of WSN synhronization protools (Ganeriwal

et al., 2003; Mills, 2006).

3.2.2 Delay Measurement

In the delay measurement tehnique, all delays in the paket transfer time between the sender

and the reeiver are estimated and the �nal paket delay is the sum of all individual delays.

The advantage of this tehnique is that the delay an be omputed based only on a single

paket, instead of requiring two pakets as in the RTT tehnique.
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Figure 3.3: The soures of delay in a paket exhange are divided between both the sender

and reeiver nodes.

This tehnique, depited in Figure 3.2(b), has also been used in synhronization protools

for WSNs (Maroti et al., 2004; Ping, 2003). There are several non-deterministi delays that

are variable and annot be omputed in the delay measurement. These non-deterministi

delays inrease the error in the delay estimation, whih is propagated to the time omputation

omponent and a�ets the �nal synhronization error of the nodes.

Two versions of the delay measurement tehnique an be used. The �rst is implemented in

the appliation layer, whih, as shown in Figure 3.3, is exposed to a number of error soures,

espeially the medium aess. In the seond version, the delay measurement tehnique is

implemented in the Media Aess Control (MAC) layer. In this ase, the paket is times-

tamped when it arrives at a reeiver node and when it leaves a sender node (the time when

the node has aess to the medium). Consequently, the nodes an remove a number of delays

(whih ould be soures of error) and preisely ompute the delay of a paket. In this ase,

as we an see in Figure 3.3, the soures of non-deterministi delays are propagation and node

interruptions, sine the time of transmission and reeption an be estimated based on the size

of the paket.

This tehnique is used mostly to ompute the paket delay between neighbor nodes. How-

ever, it ould also be used in a multihop environment if the paket is timestamped while it is

reeived and sent by eah of the intermediate nodes.

3.2.3 Comments About the Delay Estimation

The tehnique used to estimate the paket's trip delay between nodes will basially depend

on the required preision and the senario in whih it will be used. In order to ompute the

paket's trip delay between two nodes in a multihop ommuniation, the RTT tehnique is

usually the method of hoie. The RTT tehnique also has a better performane ompared to

the delay measurement tehnique when both are implemented in the MAC layer. However,

the ommuniation ost of the delay measurement tehnique is half the ost of the RTT

tehnique.

The delay measurement method's hoie to estimate the paket's trip delay between nodes

in a synhronization system is an important fator that in�uenes the �nal performane of the

system. Usually, as will be shown in the next setion, to ompute a time, a node basially uses

the estimated delay. Thus if the estimate delay ontains errors, it will a�et the time ompu-

tation proess and, as a onsequene, the performane of the whole synhronization system.

Thus, the method hosen for estimating delays will depend on the appliation requirements

as well as the resoures available.
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3.3 Time Computation

As mentioned in Setion 3.1.1, the lok of a node i, denoted as ti(t), is a funtion of both

o�set and drift :

1. O�set is the di�erene between t and ti, i.e., oi = t− ti. It basially shows the synhro-

nization error of a node at a given instant t.

2. Drift de�nes how the loal lok gradually deviates from t due to onditions like tem-

perature or battery voltage. Di�erent loks have di�erent drifts. The lok drift of a

node an also hange during its lifeyle.

Thus, ti an be de�ned as a funtion of t as ti(t) = dit+ oi, where oi is the o�set and di is

the drift. In order to ompute a node's synhronized time, it is important to have both o�set

and drift information. If only the o�set is available, the nodes' loks will beome highly

unsynhronized over a small period of time. When ombined with the drift information, the

time omputation an be more preise over time. For instane, Maroti et al. (2004) show that

the loks of the Mia2 motes (Crossbow, 2004) an drift up to 40µs per seond, whih means

that it would be neessary to ontinuously synhronize the nodes' loks every seond if we

wanted to keep their loks with a synhronization error in the miro-seond range. However,

if we know that a node's lok drifts 40µs per seond, we an use this information to ompute

a more preise time based both on this drift information and on the last omputed o�set.

3.3.1 O�set Computation

Basially, after reeiving a paket from a synhronized node ontaining a timestamp, and

after estimating the paket's trip delay, a node i an ompute its o�set using the following

equation:

oi = timestampRecvi − (timestampSentk + delayi,k) (3.2)

where timestampRecvi is the loal timestamp of the unsynhronized node i, timestampSentk

is the timestamp of the synhronized node k, and delayi,k is the estimated delay of the

synhronization paket. The preision of the omputed o�set is basially a�eted by the delay

estimation. Thus, a number of delay estimations are usually performed in a very small period

of time in order to ompute several o�sets. One several o�sets are available, a number of

information-fusion tehniques an be exeuted in order to obtain a more preise o�set. These

information-fusion tehniques inlude the use of average, linear regression, et. A weighted

average an also be used if the estimated delays and timestamps ome from di�erent soures

with di�erent synhronization auraies.

3.3.2 Drift Computation

Beause no lok is perfet, it is important to estimate the loks' drifts to ompute a preise

time. This is espeially important in WSNs, in whih the limited hardware results in more
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inaurate loks and the limited energy available in the nodes makes it essential to derease

the number of synhronization proedures.

Drift is omputed mostly aurately by analyzing a number of estimated o�sets over time

and observing how they slowly inrease or derease. This method is used by Maroti et al.

(2004) in the Flooding Time Synhronization Protool (FTSP � see Setion 3.4.2), in whih

linear regression is used to estimate the drift.

3.3.3 Comments About the Time Computation

Most synhronization approahes in WSNs fous on the delay estimation or synhronization

algorithm omponents. Few solutions take advantage of the available additional timing and

delay estimations to propose more e�ient time omputation tehniques. Time omputation

tehniques also need to be studied in the presene of less aurate delay and timestamp

information due to the limited hardware of the sensor nodes.

3.4 Synhronization Algorithm

The synhronization algorithm is the main omponent of a synhronization system. This

omponent determines how the information onerning the estimated delays and omputed

times will be used so that the nodes in a WSN an synhronize their loks.

In the next setions, several synhronization algorithms will be studied to show how this

omponent di�ers from the others. These algorithms are the Timing-Syn Protool for Sensor

Networks (Ganeriwal et al., 2003), the Flooding Time Synhronization Protool (Maroti et al.,

2004), Delay Measurement Time Synhronization (Ping, 2003), and Referene-Broadast Syn-

hronization (Elson et al., 2002).

3.4.1 Timing-Syn Protool for Sensor Networks � TPSN

The Timing-syn Protool for Sensor Networks (TPSN) (Ganeriwal et al., 2003) is a synhro-

nization system for WSNs that works by onstruting a hierarhial struture in the network

and performing the delay estimation and time omputation between the nodes along the edges

of the hierarhial struture. The TPSN synhronization algorithm works in two phases: the

level disovery phase and the synhronization phase (see Figure 3.4). Both phases are initi-

ated by a single speial node alled the root node. This node, usually the sink node equipped

with a GPS reeiver, is responsible for starting and oordinating the synhronization proess.

In the level disovery phase, the root node starts the proess by broadasting a level

disovery paket to its neighbors, as depited in Figure 3.4(a). A level disovery paket

always ontains the level of the node that sent it. In the ase of the root node, this level is 0.

Neighbor nodes reeiving the level disovery paket store the ID of the sender node as their

parents and assign themselves the level spei�ed in the level disovery paket inremented by

1. After a small random time (in order to avoid ollisions), eah of the root's neighbor nodes

broadasts another level disovery paket ontaining its level (Figure 3.4(b)). One a node
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Figure 3.4: Example of the Timing-Syn Protool for Sensor Networks (TPSN) algorithm:

(a), (b), and () the level disovery phase; and (d), (e), and (f) the synhronization phase.

reeives a level disovery paket, it disards further level-disovery pakets in order to save

ommuniation osts and avoid loops. This proess is repeated for every node until all nodes

have established their parents and levels (Figure 3.4()).

At this point, the root node starts the synhronization phase by broadasting a time

synhronization paket, as depited in Figure 3.4(d). The root's neighbor nodes (on level 1)

will reeive the time synhronization paket from the root node and, after a random time

(again to avoid ollisions), they will synhronize their loks with the root node. This pair-

wise synhronization is done by estimating the paket's trip delay using the RTT tehnique,

as explained in Setion 3.2.1 (Figure 3.4(e)), and then by omputing the node's time based

on the timestamp on the RTT reply paket sent by the root node. The nodes on level 2 will

overhear the RTT request paket sent by (one or more) nodes on level 1 and, after a random

timeout, will also synhronize their loks based on the already synhronized loks of their

parent nodes on level 1 (Figure 3.4(f)). This proess ontinues until all of the nodes in the

network have synhronized loks. A simpli�ed version of the FTSP algorithm is shown in

Algorithm 5.

One drawbak of TPSN is that it does not handle dynami topology hanges well, whih

is very ommon in WSNs sine these networks have node failures, ommuniation failures,

node mobility, and node state transitions due to the use of power management shemes.

Also, no proedures are proposed for omputing the nodes' lok drifts. Finally, in this kind

of synhronization algorithm, synhronization errors are easily propagated throughout the

network in suh a way that the more distant a node is from the root node, the higher will be

its synhronization error.



3. Synhronization Systems for Wireless Sensor Networks 33

Algorithm 5 Timing-syn Protool for Sensor Networks synhronization algorithm

⊲ Variables:
1: parenti; {Parent of the node.}
2: leveli; {Level of the node.}
3: sentDisci := false; {If the node has already sent a disovery paket.}
4: syncT imeri; {Timer to wait to start the synhronization.}

⊲ Input:
5: msgi = nil.
Ation:
6: if ni ∈ B then {If this node is a root node.}
7: parenti := i; leveli := 0; sentDisci := true;
8: Send levelDiscoveryPkt(i, leveli) to all nj ∈ Neigi.
9: Start syncT imeri.
10: end if

⊲ Input:
11: msgi = levelDiscoveryPkt(k, levelk).
Ation:

12: if sentDisci = false then {If this node did not sent any disovery paket.}
13: parenti := k; leveli := levelk + 1; sentDisci := true;
14: Send levelDiscoveryPkt(i, leveli) to all nj ∈ Neigi.
15: end if

⊲ Input:
16: syncT imeri timeout.
Ation:

17: if ni ∈ B then {If this node is a root node.}
18: Send timeSynchronizationPkt() to all nj ∈ Neigi.
19: else if ni ∈ N then {If this node is an unsynhronized node.}
20: T 1

i := ti;
21: Send rttRequestPkt(i, parenti, T

1
i ) to all nj ∈ Neigi.

22: end if

⊲ Input:
23: msgi = timeSynchronizationPkt() or
24: msgi = rttRequestPkt(k, parentk, T 1

k ) suh that parentk! = i.
Ation:

25: if ni ∈ N then {If this node is unsynhronized.}
26: Start syncT imeri.
27: end if

⊲ Input:
28: msgi = rttRequestPkt(k, parentk, T 1

k ) suh that parentk = i and
29: suh that T 2

i = ti.
Ation:

30: if ni ∈ N then {If this node is unsynhronized.}
31: T 3

i := ti;
32: Send rttReplyPkt(i, T 1

k , T 2
i , T 3

i ) to k.
33: end if

⊲ Input:
34: msgi = rttReplyPkt(k, T 1

k , T 2
k , T 3

k ) suh that T 4
i = ti.

Ation:
35: delay = ((T 2

k − T 1
k ) + (T 4

i − T 3
k ))/2; {Delay Estimation.}

36: offset = (T 3
k + delay)− T 4

i . {O�set Computation.}
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Figure 3.5: Example of the Flooding Time Synhronization Protool (FTSP): (a) the root

node initiating the synhronization �ooding; and (b) the nodes propagating the synhroniza-

tion �ooding.

3.4.2 Flooding Time Synhronization Protool � FTSP

As explained in Setion 3.2.2, the Flooding Time Synhronization Protool (FTSP) (Maroti

et al., 2004) omputes all delays in the paket transfer time to estimate the paket's trip

delay between the sender and reeiver nodes using only one broadast. The multihop syn-

hronization algorithm inludes a leader eletion (root node) and a �ooding-like algorithm to

propagate the timing information. Multiple �oodings an be used to ompute the lok drift.

Unlike the TPSN algorithm (see Setion 3.4.1), in FTSP, the root node is eleted and

dynamially reeleted by the network. This eletion onsists of a simple eletion proess

based on the unique IDs of the nodes. One a node is eleted as the root node, it starts

sending synhronization �oodings.

In a synhronization �ooding, the root node sends a synhronization message ontaining its

timestamp, its root ID, and a sequene number. Neighbor nodes reeiving the synhronization

message synhronize their loks using the delay measurement tehnique (see Setion 3.2.2) to

ompute the paket delay and the o�set omputation (see Setion 3.3.1) to synhronize their

loks (Figure 3.5(a)). One these nodes have synhronized their loks, they propagate the

synhronization �ooding by broadasting another synhronization message to their neighbors

ontaining their newly synhronized timestamps, the root ID that initiated the synhroniza-

tion �ooding, and the sequene number set by the root node (Figure 3.5(b)). This proess is

repeated until all nodes have synhronized their loks. A node reeiving a synhronization

message stores the root ID and the sequene number ontained in the paket. If this node

reeives another synhronization message from the same root with a sequene number equal to

or lesser than the last synhronization message reeived, it ignores the paket. This proedure

redues the ommuniation ost and avoid loops. A simpli�ed version of the FTSP algorithm

(without the leader eletion proess) is shown in Algorithm 6.

3.4.3 Delay Measurement Time Synhronization � DMTS

A very similar algorithm to FTSP is the Delay Measurement Time Synhronization (DMTS)

(Ping, 2003). Just like in FTSP, DMTS has a root node that initiates the synhronization
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Algorithm 6 The algorithmi part of the Flooding Time Synhronization Protool

⊲ Variables:
1: timestampi; {Timestamp of the node.}
2: rootIdi = MAX_INT; {Id of the root node.}
3: seqNumberi = −1; {Sequene number sent by the root node.}
4: syncT imeri; {Time between synhronization �oodings.}

⊲ Input:
5: msgi = nil.

Ation:
6: if ni ∈ B then {If this node is a root node.}
7: Start syncT imeri.
8: end if

⊲ Input:
9: syncT imeri timeout.

Ation:
10: timestampi := ti;
11: rootIdi := i;
12: seqNumberi := seqNumberi + 1;
13: Send syncPkt(timestampi, rootIdi, seqNumberi) to all nj ∈ Neigi.
14: Restart syncT imeri.

⊲ Input:
15: msgi = syncPkt(timestampk, rootIdk, seqNumberk) suh that delayi = delayEstimation(msgi).

Ation:
16: if (rootIdk = rootIdi and seqNumberi < seqNumberk) or (rootIdk < rootIdi) then {New syn.?}
17: rootIdi = rootIdk;
18: seqNumberi = seqNumberk;
19: ti = timeComputation(msgi, delayi);
20: timestampi = ti;
21: Send syncPkt(timestampi, rootIdi, seqNumberi) to all nj ∈ Neigi.
22: end if

�ooding. DMTS also uses the delay measurement tehnique to ompute the paket's trip

delay and then omputes the o�set in order to synhronize the loks.

The main di�erene between the FTSP and DMTS algorithms is in the �ooding ontrol

proess. While in the FTSP algorithm the root node sends a sequene number in order to help

the nodes detet already broadasted synhronization pakets, in the DMTS algorithm the

onept of time soure level is used. In this ase, the root node is of time soure level 0. Nodes

that synhronize their loks with the root node have level 1 and so on suh that nodes that

synhronize their loks with a level n node will have a level of n+1. In order to avoid sending

dupliate synhronization pakets, the nodes in the WSN will only re-broadast pakets that

ome from a node with a lower level, and only one for a given time period. Otherwise, they

will ignore the paket. This tehnique guarantees that eah node will broadast a timing

paket exatly one. The DMTS algorithm is shown in Algorithm 7.
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Algorithm 7 Delay Measurement Time Synhronization algorithm

⊲ Variables:
1: timestampi; {Timestamp of the node.}
2: rootIdi; {Id of the root node.}
3: leveli = MAX_INT; {Time soure level of the node.}
4: senti = false; {If the node already sent a syn. paket.}
5: syncT imeri; {Time between synhronization �oodings.}

⊲ Input:
6: msgi = nil.

Ation:
7: if ni ∈ B then {If this node is a root node.}
8: Start syncT imeri.
9: end if

⊲ Input:
10: syncT imeri timeout.

Ation:
11: if ni ∈ B then {If this node is a root node.}
12: timestampi := ti;
13: rootIdi := i;
14: leveli := 0;
15: Send syncPkt(timestampi, rootIdi, leveli) to all nj ∈ Neigi.
16: else {This node is not root.}
17: senti = false. {The node is free to forward another synhronization paket.}
18: end if
19: Restart syncT imeri;

⊲ Input:
20: msgi = syncPkt(timestampk, rootIdk, levelk) suh that delayi = delayEstimation(msgi).

Ation:
21: if (senti = false) and ((rootIdk = rootIdi and leveli < levelk) or (rootIdk! = rootIdi)) then
22: rootIdi = rootIdk;
23: leveli = levelk + 1;
24: ti = timeComputation(msgi, delayi);
25: timestampi = ti;
26: Send syncPkt(timestampi, rootIdi, leveli) to all nj ∈ Neigi.
27: senti = true;
28: Start syncT imeri;
29: end if

3.4.4 Referene-Broadast Synhronization � RBS

Referene-Broadast Synhronization (RBS) (Elson et al., 2002), is a synhronization system

in whih neighbor nodes exhange pakets to maintain relative o�sets that are used to om-

pare the loal lok of a node with its neighbors' loks. In this sheme, there is no global

synhronization but rather a set of loal synhronizations.

In this algorithm, as shown in Figure 3.6, a node broadasts a referene paket to its

neighbors (Figure 3.6(a)). Neighbor nodes reeiving the referene paket will reord their loal

timestamps indiating when the paket was reeived (Figure 3.6(b)). Afterward, the nodes

will exhange the reorded information between them, as depited in Figure 3.6(). Sine all

nodes will reeive the paket at almost the same time, after exhanging their timestamps eah

node will know the exat di�erenes between their loks and their neighbors' loks. In the
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Figure 3.6: Example of the Referene-Broadast Synhronization (RBS) algorithm: (a) a node

sending a referene broadast; (b) two other nodes reording their loal timestamps upon the

paket's arrival; and () the two nodes exhanging their timestamps.

Algorithm 8 The algorithmi part of Referene-Broadast Synhronization.

⊲ Variables:
1: timestampsi = ∅; {Set of timestamps from neighbors.}

⊲ Input:
2: msgi = nil.

Ation:
3: Send referenceBroadcast() to all nj ∈ Neigi.

⊲ Input:
4: msgi = referenceBroadcast() from node k suh that timestampi = ti.

Ation:
5: refNodei := k;
6: timestampsi := timestampsi ∪ {(refNodei, i, timestampi)};
7: Send sendT imestamp(refNodei, timestampi) to all nj ∈ Neigi.

⊲ Input:
8: msgi = timestamp(refNodek, timestampk) from node k.

Ation:
9: timestampsi := timestampsi ∪ {(refNodek, k, timestampk)};

example depited in Figure 3.6, both nodes 2 and 3 will be able to ompute the o�set between

their loks, whih is ±2.

The main advantage of the RBS algorithm is that sine the referene paket is used by the

reeiver neighbors to ompute the o�set among themselves instead of synhronizing the loks

based on the sender, this tehnique eliminates all the non-deterministi delays assoiated with

the sender side of the paket transmission. On the other hand, the exhange of timestamps

between the nodes that reeive the referene paket inreases the ommuniation ost of the

tehnique, whih limits its appliability to small and medium sized networks.

3.4.5 Comments About Synhronization Algorithms

Like a number of deisions in WSNs, hoosing the best synhronization algorithm to use de-

pends on the senario, available resoures, and requirements of the appliation, as well as on

the mean synhronization error aeptable to the nodes. For stati and less dynami networks,

algorithms based on a hierarhy (Ganeriwal et al., 2003; Ping, 2003) an be a good solution.



3. Synhronization Systems for Wireless Sensor Networks 38

On the other hand, for more dynami networks, an algorithm based on synhronization �ood-

ings (Maroti et al., 2004) an be more interesting.

3.5 Summary

This hapter has addressed the synhronization problem from the viewpoint of a WSN. We

divided the synhronization systems into three omponents. These omponents of the synhro-

nization systems are the Delay Estimation, the Time Computation, and the Synhronization

Algorithm.

The importane of suh a division into omponents results from the need to reognize

that the �nal performane of synhronization systems depends diretly on eah of these om-

ponents. For instane, a synhronization system should ahieve better results if the RTT

tehnique is used instead of the Delay Measurement to estimate delays. The same priniple

applies to the other omponents. These omponents an be seen as subareas of the synhro-

nization problem that need to be studied separately.

As expeted, in WSNs, there is no single, perfet synhronization solution that is suit-

able for every senario. This hapter has disussed a number of proposed synhronization

systems, eah of whih emphasizes a spei� senario and/or appliation. The neessity of

having di�erent solutions for di�erent appliations, as well as the high number of possible

appliations of WSNs, has greatly motivated the study and proposals of new solutions to the

synhronization problem.



Chapter 4

Loalization in Time and Spae for

Wireless Sensor Networks

4.1 Introdution

In this hapter, we de�ne and explain our uni�ed view of the loalization and synhronization

problems in WSNs, whih we refer to as the loalization in time and spae problem. In the

next setion, we brie�y de�ne the term event as well as how two events an be onsidered

di�erent from eah other. Setion 4.3 shows the importane of time and spae information

when dealing with events in WSNs. Then, in Setion 4.4, we show the similarities between

the loalization and synhronization problems by analyzing the proposed solutions for both

problems. In Setion 4.5, we extend the de�nitions of the loalization and synhronization

problems in order to ombine both into our de�nition of the loalization in time and spae

problem. Finally, in Setion 4.6, we show some work that are related to this thesis when

dealing with both time and spae information in WSNs.

4.2 De�nition of an Event

As mentioned in Chapter 1 and depited in Figure 1.1, WSNs are ommonly designed to

detet events and gather and deliver sensor data to a monitoring station. Thus, WSNs are

basially driven by events.

An event an be de�ned as �something that happens at a given plae and time� or �a

phenomenon loated at a single point in spae-time� (Fellbaum, 1998). However, multiple

theories exist onerning the exat de�nition of an event and how to properly identify two

di�erent events. In this work, we follow the de�nition given by Davidson (1980), who states

that an event is omposed of both ausal and spatiotemporal riteria:

1. Causal riterion: spei�es the type of event. Considering the main appliations of

WSNs, this riterion ould be �re, movement, and hanges of pressure or ambient light.

Regarding ausal riteria, Davidson (1980) proposed that two events be onsidered the

same if, and only if, they have the same ause and e�et.

39
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2. Spatiotemporal riterion: spei�es the event's loation in time and spae. Time an

be represented in terms of Coordinated Universal Time (UTC), while spae an be

represented by latitude, longitude, and altitude. In this riterion, two events are the

same if, and only if, they our at the same time and at the same loation.

Thus, in this de�nition, two events are the same if, and only if, they have the same

ausal and spatiotemporal riteria. Figure 4.1 depits four di�erent events for whih we

an easily identify the ausal and spatiotemporal riteria. For instane, in the �rst event,

the ausal riterion is the fire and the spatiotemporal riterion is (1.72, 2.32, 0.53,

1203351004.1981).

1 ⊲ [Time: 1203351004.1981℄ ��- "fire" deteted at (1.72, 2.32, 0.53)

2 ⊲ [Time: 1203351006.2315℄ ��- "movement" deteted at (2.21, 2.67, 0.55)

3 ⊲ [Time: 1203352163.1252℄ ��- "movement" deteted at (3.49, 0.74, 0.09)

4 ⊲ [Time: 1203352399.1622℄ ��- "no-fire" deteted at (1.72, 2.32, 0.53)

Figure 4.1: Example of four di�erent events that ourred in a WSN.

Events an also be ordered and related to eah other by the laws of ausality. Causality is

a diretional relationship between one event (the ause) and another event (the e�et) whih

is the onsequene (result) of the �rst (Flexner et al., 1998). In the example of Figure 4.1,

we ould identify that Event 2 (e.g., movement of animals) was aused by (or the e�et of)

Event 1 (e.g., �re in the forest).

4.3 Time and Position Estimation in WSN Protools

Sensor nodes in a WSN are able to identify the �rst riterion (ausal riterion) using their own

sensing devies and information-fusion tehniques. For instane, a sensor node an identify

an event as fire if this event was deteted by the sensor node using its smoke sensing devie.

On the other hand, the spatiotemporal riterion an only be identi�ed when the sensor nodes

of a WSN have synhronized loks and are able to determine their physial loation.

As mentioned in Chapter 1, most WSN appliations envision that loalization in both

time and spae is required. To better understand this issue, let us onsider two senarios in

a WSN:

1. Spae without Time: Consider a WSN senario in whih the nodes have been able to

ompute their positions but not their synhronized time. Now onsider three events

being deteted by this WSN, as depited in Figure 4.2. The following event log will be

generated by the WSN and reeived by the monitoring station at almost the same time:

1 ⊲ "fire" deteted at (1.72, 2.32, 0.53)

2 ⊲ "movement" deteted at (2.21, 2.67, 0.55)

3 ⊲ "movement" deteted at (3.49, 0.74, 0.09)

Analyzing this log, we may onlude that Events 1 and 2 are related to eah other due to

their similar loations of ourrene. We an also infer that Event 3 is an independent
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Figure 4.2: Three di�erent events being deteted in a WSN senario in whih the nodes have

been able to ompute their positions but not their synhronized time. In this Figure, `Υ'

represents an event ourring in the network.

and distant event. However, we annot say for sure whether Event 2 (movement) was

aused by Event 1 (fire), or if Event 1 (fire) was aused by Event 2 (movement). In the

�rst ase, we ould think of people running from �re, while in the seond ase we ould

think of people ausing the �re (seurity issues). This example shows the importane of

event ordering (ausality) in WSNs. However, although using the order of the pakets'

arrivals at the sink node to order events ould be enough in some ases, it is hardly true

in most WSN senarios due to a number of reasons:

a) Events may our in bursts: In a WSN, when no important events are being de-

teted, sensor nodes will basially be sending periodi updates to the sink node.

However, when an event ours it is most likely that it will trigger a number of

other events in a small period of time. For instane, a very hot and dry weather

event ould trigger a fire in a monitored forest whih ould trigger the movement

of a number of animals in that plae. These events may be deteted at almost the

same time and sent to the sink node by di�erent nodes. A simple retransmission

or a delay at one of the intermediate nodes ould invert the order of the pakets,

giving the impression that a movement aused the fire that aused the hot and

dry weather (i.e., an intentional �re).

b) Large sale networks: WSNs an be omposed of hundreds or thousands of nodes

distributed in a relatively large environment. Some sensor nodes will be near the

sink node, while other nodes will be very far. In this ase, the data from an event

at a loation near the sink node an arrive �rst in omparison to the data from an

event deteted in a loation far from the sink node even though this seond event

ourred �rst.

) Data aggregation: In order to save energy, sensor nodes may try to ombine infor-

mation sent by di�erent neighbors and then send all of the reeived data aggregated

into a single paket towards the sink node. This proess ould not only delay the

forwarding mehanism but also make the order of the several aggregated events



4. Loalization in Time and Spae for Wireless Sensor Networks 42

Figure 4.3: Three di�erent events being deteted in a WSN senario in whih nodes have been

able to loalize themselves in time but not in spae.

meaningless.

d) Sink ommuniation: Due to the use of long distant wireless ommuniation, the

sink node will also try to ombine a number of di�erent events into a single paket

before sending it to the monitoring station.

In all of these ases, the order of the pakets arriving at the sink node will probably be

di�erent from the order in whih the events really ourred.

2. Time without Spae: Now, try to think of a WSN in whih the nodes have been able to

loalize themselves in time but not in spae. Again, onsider three events being deteted

by this WSN as depited in Figure 4.3. The following event log will be generated by

the WSN and reeived by the monitoring station:

1 ⊲ [Time: 1203351004.1981℄ ��- "fire" deteted

2 ⊲ [Time: 1203351006.2315℄ ��- "movement" deteted

3 ⊲ [Time: 1203352163.1252℄ ��- "movement" deteted

Analyzing this log, we an see the order in whih the events ourred. However, it is still

impossible to ompute the ausality. Through the logs, we an say that Event 1 (fire)

happened before Event 2 (movement). However, Events 1 and 2 ould have ourred in

totally di�erent loations and ould be ompletely independent from eah other.

From these senarios, we an easily see that in event-based WSNs neither loation without

time nor time without loation represents omplete information. Thus, we need both time and

spae information in order to de�ne a deteted event ompletely, as depited in Figure 4.4.

Finally, besides being required to identify the spatiotemporal riterion of the events, the

loalization and synhronization of the sensor nodes are also required for a number of other

appliations, protools, and algorithms:

• Data fusion (or Information Fusion): Data fusion an be de�ned simply as the ombi-

nation of multiple soures to obtain improved information (e.g., heaper, greater quality,

greater relevane) (Nakamura et al., 2005a,b, 2007). In WSNs, data fusion tehniques

are usually employed to ombine and redue the data transmitted from the sensor nodes
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Figure 4.4: Three di�erent events being deteted in a WSN senario in whih the nodes have

been able to ompute both their positions and their synhronized time.

toward the sink node. However, in order to orretly fuse data from a single event de-

teted by di�erent nodes, the sensor nodes must have both synhronized loks and

knowledge of their physial positions. Figures 1.1 and 2.1 show examples of sensor

nodes using data fusion tehniques to ombine the data deteted by di�erent sensor

nodes.

• Objet traking: In objet (or target) traking (Kumar et al., 2000), the movement of

several objets (e.g., humans, animals, vehiles) is monitored and/or predited. This is

onsidered one of the most popular appliations in WSNs. However, in order to trak

orretly the movement of a target that is moving around several sensor nodes, these

nodes need not only to know their positions but also to have preisely synhronized

loks. Otherwise, the traked target might be onsidered as to be a di�erent target by

the unsynhronized nodes. Both position and timing information are also required to

estimate the veloity of the targets.

• Energy maps: An energy map shows the amount of energy available in eah part of

the network (Mini et al., 2004; Mahado et al., 2005). Position information about the

nodes is obviously required in these protools. Although proposed solutions for energy

map onstrution in WSNs do not usually require synhronized loks expliitly, most

an take advantage of synhronized loks in order to gather aurately the energy

information of the nodes and generate the energy map of the network at a single point

of the time.

• Density ontrol: Density ontrol algorithms (Xu et al., 2001) allow redundant nodes in

a WSN to be turned o�, whih inreases the network lifetime. In most ases, neighbor

nodes exhange messages in order to oordinate a shedule of awake and sleep intervals.

In order to oordinate this awake and sleep shedule e�etively, the nodes' loks need

to be synhronized. Spatial loalization information is also used by most of the solutions

to improve performane, save energy, and guarantee sensing overage.
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Figure 4.5: Relations between the omponents of the loalization and synhronization systems.

4.4 Similarities in Positioning and Synhronization Systems

As mentioned before, the features of the synhronization problem are similar to those of the

positioning problem in many aspets. If we look loser at the solutions to these problems, we

an identify a number of similarities between them as well. For instane, positioning systems,

as shown in Chapter 2, an be divided into omponents (Oliveira et al., 2005b), eah of whih

is responsible for solving a single piee of the positioning problem: the distane estimation, the

position omputation, and the loalization algorithm omponents. Synhronization systems

an also be divided into omponents, as shown in Chapter 3, whih are the delay estimation,

the time omputation, and the synhronization algorithm omponents. Thus, loalization and

synhronization systems are learly related to eah other, as shown in Figure 4.5. In the

following setions, we will desribe the similarities between eah of these omponents.

4.4.1 Data Estimation and Gathering

In the �rst omponent of both loalization and synhronization systems, the distane and

delay estimation omponents, the nodes are basially gathering and exhanging information

from and with their neighbors. In the ase of loalization systems, the distane and/or angle

between nodes is estimated, while in synhronization systems, information about the pakets'

trip delay is estimated. In both ases, neighbor nodes need to exhange one or more messages.

Thus, we an ombine the information needed for both distane and delay estimation in the

same pakets in order to save energy and improve the estimations. Considering the main

tehniques for distane estimation (RSSI and TDoA � Setion 2.2) and delay estimation

(RTT and Delay Measurement � Setion 3.2), we have four di�erent options for ombining

these tehniques:

1. RSSI + Delay Measurement: Both RSSI and Delay Measurement tehniques require the

exhange of a single paket between a sender and a reeiver. As a result, the reeiver

node would be able to estimate the distane between itself and the sender node as well

as the paket's trip delay. Sine the RSSI tehnique has inauraies, it is possible for
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the sender node to send multiple pakets so that the reeiver an make a better distane

estimation. In this seond ase, the delay estimation ould also be improved.

2. RSSI + RTT: The RTT tehnique requires the exhange of two pakets for the sender

(node that sends the �rst paket) to estimate the delay. In this ase, the reeiver node

ould also estimate the distane and send this information bak to the sender node.

Thus, the sender node would have the RTT and two distane estimations, whih would

result in a better distane estimation. If we need the reeiver node to estimate the delay

and the distane, an additional paket with time and distane estimations ould be sent

by the sender, resulting in an even better estimation, but with a total ommuniation

ost of three pakets.

3. TDoA + Delay Measurement: TDoA uses a seond, slower signal (e.g., ultrasound)

to help estimate distanes more aurately. We ould take advantage of this extra

hardware to improve the performane of the synhronization. When implemented at

the MAC layer, the main soure of errors in the delay measurement tehnique relies on

the nodes' interruptions and paket proessing. Also, the propagation delay is usually

ignored. In this ase, in order to estimate the pakets' trip delay, the reeiver node

ould prepare itself and wait for the ultrasound signal as soon as it reeives the paket's

signal ontaining the sender's timestamp. Sine the reeiver node will wait for the

ultrasound, and there is no need for paket proessing, it pratially eliminates delays

from interruptions and paket proessing. Sine the propagation of sound annot be

ignored, it ould be omputed based on the time di�erene of arrival between the paket's

signal and the ultrasound. Thus, the ultrasound delay ould be omputed preisely

whih would allow the estimation of the paket's trip delay.

4. TDoA + RTT: The tehnique of the last option ould be used here for eah paket

exhanged in the RTT tehnique, improving the performane of both distane and time

estimation.

In this thesis, we fous on the investigation of the algorithmi part of time-spae loal-

ization systems so they an be used in energy-limited large sale WSNs. Thus, although

the tehniques mentioned above an (and some will) be used to improve the performane of

proposed time-spae loalization systems, in this work we will not evaluate or ompare the

performane of these tehniques.

4.4.2 Information Computation

In the seond omponent of loalization and synhronization systems, the position and time

omputation omponents, nodes make use of mathematial analysis and tehniques to ompute

their positions or their time using the gathered data. The mathematial tehniques used for

position omputation (e.g., solving a system of equations, probabilisti approahes) an also

be used for time omputation so that memory and proessor onsumption an be minimized.
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Sine position omputation requires three or more distane estimations, multiple delays an

be estimated to improve the performane of the time omputation (that usually requires only

a single delay estimation).

4.4.3 Distributed Algorithm

Finally, in the third omponent of loalization and synhronization systems, the loalization

and synhronization algorithm omponents, position and time are omputed by the nodes

based on a set of referene nodes: the beaon nodes. This omponent will be the main fous

of the proposed solutions for time-spae loalization in this thesis. Like the other omponents,

the algorithmi omponents of both loalization and synhronization systems also share a

number of similarities. For instane, these algorithms an be lassi�ed into a few ategories:

• distributed or entralized: if the positions or time of the nodes an be omputed in a

distributed fashion by the sensor nodes (self loalization), or by a single entral node

(e.g., a more powerful node, the sink node � remote positioning);

• with or without infrastruture: if there is no need for infrastruture (i.e., ad ho random

deployment in remote areas), or if there is a need to install an infrastruture in order

to allow the operation of the loalization algorithm (e.g., manual plaement of beaon

or root nodes);

• relative or absolute data: if the omputed positions and time an be related to global

oordinates (e.g., UTC, latitude, longitude) or related to a node or point of the network;

• indoor or outdoor senarios: if the system is more appropriate for indoor or outdoor

senarios; and

• single hop or multihop ommuniation: if all unknown nodes have diret ommuniation

with the beaon or root nodes, or if a multihop ommuniation is needed.

In terms of performane evaluation, loalization and synhronization algorithms also share

a number of similarities. The following aspets an be used to evaluate the performane of

the proposed algorithms:

• mean error and onsistene: identi�es the mean error of the omputed positions and

time and also whether this mean error is repeated in similar but di�erent senarios

(onsistene of the mean). This mean error limits the usage of the proposed systems to

the appliations in whih this level of inauraies is aeptable.

• ommuniation ost: identi�es the algorithm's omplexity in terms of the messages

exhanged. Also identi�es the ost of the loalization or synhronization system to the

sensor network.
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• number of settled/synhronized nodes: de�nes the perentage of the network nodes that

were able to ompute their positions or time at the end of the algorithm. The ideal

is that all nodes should be able to ompute their positions or time; however, in many

ases this is not possible.

• number of beaon/root nodes: identi�es the number of beaon/root nodes required for

the algorithm to work. Beaon/root nodes are usually more expensive than normal

nodes, and their usage should be minimized.

Finally, ertain network harateristis an a�et the performane of both loalization and

synhronization algorithms. It is important to perform experiments for eah proposed solution

to evaluate their behavior when varying these harateristis, whih inlude the following:

• network density: in high density networks we have shorter distanes between the nodes,

whih results in smaller errors in distane estimations and also in the error of the

loalization system. In addition, the higher number of neighbors results in more infor-

mation that an be used by an unknown/unsynhronized node to better ompute its

position/time.

• network sale: inreasing the number of nodes (and keeping the network density, whih

inreases the area of the sensor �eld) results in a higher number of hops between nodes.

Usually, a higher number of hops results in more inaurate position and time ompu-

tation, inreasing the mean error of the entire loalization and synhronization system.

• number of beaon nodes: when deploying a higher number of beaon/root nodes in the

network, the mean errors of both loalization and synhronization derease and the

number of settled/synhronized nodes tends to inrease.

• GPS auray: although onsidered by many work, GPS does not provide perfet loal-

ization or synhronization, espeially in sensor networks where the sensor nodes have

limited hardware. Sine in most ases the beaon or root nodes use GPS to get their

position and time information, the GPS auray will impat the �nal errors of the

systems that depend on this servie.

4.5 Loalization in Time and Spae Problem Statement

The need for both time and spae information and the similarities between these two problems

show the importane of ombining them into a single problem: Loalization in Time-Spae.

In doing so, we save energy and network resoures, and also have the opportunity to improve

time and position estimations in ontrast to senarios in whih these problems are solved

separately.

We extend the network model introdued in Setions 2.1.1 and 3.1.1 to ombine both

spae and time information in the loalization problem. Instead of de�ning new terms to

designate the state of a node, in this work we use the terms already de�ned in Setion 2.1.1
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in the ontext of spae loalization, as well as the terms de�ned in Setion 3.1.1 regarding

time loalization:

• Unknown Nodes (U) or Unsynhronized Nodes (N );

• Settled Nodes (S) or Synhronized Nodes (C); and

• Beaon or Root Nodes (B).

The time-spae loalization problem an be stated as follows:

De�nition 9 (Loalization in Time and Spae) Given a multihop network, represented

by a graph G = (V, E), and a set of beaon/root nodes B, their positions (xb, yb), and syn-

hronized loks tb = t for all b ∈ B, we want to �nd the position (xu, yu) and time tu(t) for

all unsynhronized and unknown nodes u ∈ U .

4.6 State of The Art

As shown in Chapter 2, a number of loalization systems have been proposed for WSNs

(Oliveira et al., 2005a,b; Boukerhe et al., 2007a,,b; Bahrah and Taylor, 2005; Albow-

iz et al., 2001; Bahl and Padmanabhan, 2000; Bulusu et al., 2000; Capkun et al., 2002;

Chandrasekhar et al., 2006; He et al., 2003; Hofmann-Wellenho et al., 1997; Kaplan, 1996;

Ji and Zha, 2004; Langendoen and Reijers, 2005; Pathirana et al., 2005; Priyantha et al.,

2000; Savarese et al., 2002; Shang and Ruml, 2004; Shang et al., 2003; Sihitiu and Ra-

madurai, 2004; Ssu et al., 2005; Whitehouse, 2002; Whitehouse and Culler, 2002). Also, as

shown in Chapter 3, a number of synhronization systems have been proposed for WSNs as

well(Sundararaman et al., 2005; Sivrikaya and Yener, 2004; Romer et al., 2005; Romer, 2003,

2001; Elson and Romer, 2003; Elson, 2003; Elson et al., 2002; Elson and Estrin, 2001; Maroti

et al., 2004; Ping, 2003; Ganeriwal et al., 2003; van Greunen and Rabaey, 2003; Sihitiu and

Veerarittiphan, 2003; Shin et al., 2006; Sekhar et al., 2005; Mills, 2006). Although the lo-

alization and synhronization problems are strongly related to eah other and required by

almost all WSNs, these problems have been investigated basially as two di�erent problems

requiring di�erent solutions, algorithms, tehniques, and protools. For this reason, urrent

solutions for synhronization and positioning in WSNs are ompletely independent of eah

other.

The Global Positioning System � GPS (Kaplan, 1996; Hofmann-Wellenho et al., 1997) is

a good example of a time-spae loalization system. GPS is omposed of 24 satellites that

operate in orbit around the earth. Eah satellite irles the earth at a height of 20,200 km

and makes two omplete rotations every day. The orbits have been de�ned in suh a way that

eah region of the earth an �see� at least four satellites in the sky.

A GPS reeiver is a piee of equipment that is able to reeive the information onstantly

being sent by the satellites. It uses this information to estimate its distane to at least four

known satellites using the Time of Arrival (ToA) tehnique (as explained in Setion 2.2.2),
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and, �nally, omputes its position using trilateration (as explained in Setion 2.3.1). One

these proedures have been exeuted, the reeiver is able to know its latitude, longitude and

altitude. GPS reeivers have a loalization error of ±10 to 30m.

Regarding the synhronization part, GPS reeivers are able to synhronize their loks

with a very high auray. Real world GPS reeivers usually have a preision of nearly 200 ns

(Elson and Estrin, 2001) or 1µs in the ase of the GPS module used by the MiaZ nodes

(Crossbow, 2004). Sine GPS reeivers ompute their distanes to the satellites based on

the Time of Arrival (ToA) of the signals, their loks must be highly synhronized with the

satellites' loks. Also, eah GPS satellite has an atomi lok whih is able to maintain an

auray of 10−9 seonds per day. Although GPS satellites use GPS time (whih does not

math the rotation of the Earth), they send to GPS reeivers a orretion that shows the

di�erene between the GPS time and UTC.

One of the solutions for the loalization in time and spae problem in WSNs is to equip

eah sensor node with a GPS reeiver. One of the main advantages would be the relatively

small loalization and synhronization error, sine all nodes would have similar and orrelated

errors. However, this solution has many disadvantages (Bulusu et al., 2000; Doherty et al.,

2001; Niulesu and Nath, 2001; Savvides et al., 2001), suh as the inreased ost and size

of the sensor nodes, the fat that it annot be used when no satellite is visible (e.g., indoor,

underwater, and underground senarios, severe limati onditions, spae exploration, dense

foliage, eletroni interferene), and the fat that the extra hardware onsumes energy. Due

to these disadvantages, the usage of GPS is usually limited to a small fration of the nodes

(e.g., beaon nodes).

To the best of our knowledge, the work of Romer and Mattern (2005) and Romer (2005)

are the �rst to address both the loalization and synhronization problems in WSNs as related

to eah other. However, no integrated solution is proposed in their work. As we do in this

thesis, Romer and Mattern (2005) and Romer (2005) proposed a four dimensional timespae

vetor spae in whih any point p ould be spei�ed by its oordinates (p1, p2, p3, p4) where

(p1, p2, p3) is the three-dimensional physial spae and p4 is the one-dimensional physial

time. Then, under these assumptions, both the spatial and temporal distanes between two

timespae points p and q are de�ned as:

spatial distane =
√

(p1 − q1)2 + (p2 − q2)2 + (p3 − q3)2 ; and

temporal distane = |p4 − q4| .

However, as mentioned earlier, in the work of Romer and Mattern (2005) and Romer (2005),

no uni�ed solution for the timespae loalization problem is proposed. Their purpose is

mainly to make this a�nity expliit in order to better understand both the loalization and

synhronization domains.

The uni�ed view of spae and time has also been studied in other areas suh as in physis

(i.e., spae-time ontinuum), general relativity, and mathematis. However, to the best of our

knowledge, this work is the �rst to go further in treating the loalization in time and spae

problem in WSNs as well as the �rst to propose uni�ed solutions for the problem.
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4.7 Summary

This hapter de�ned and showed the importane of our uni�ed view of loalization and syn-

hronization in WSNs. In the next three hapters of this thesis, we will design and evaluate

the performane of three di�erent solutions for the loalization in time and spae problem to

be used in di�erent WSN senarios. In eah hapter, the proposed solutions are explained

along with the omplete proposed time-spae loalization algorithm. Then, the performane

of the solutions is evaluated through simulations.



Chapter 5

A DV-Hop algorithm for Time-Spae

Loalization in WSNs

5.1 Introdution

One of the ontributions of this thesis is the design and performane evaluation of the Synapse

algorithm (SYNhronization And Positioning for SEnsor networks), our �rst solution to the

time-spae loalization problem in WSNs. The Synapse algorithm is based on the idea of the

Ad Ho Positioning System (APS � Niulesu and Nath, 2003). It obeys the same priniples

and ommuniation pattern as the APS algorithm, resulting in the same loalization features

and ommuniation overhead. However, our algorithm is also apable of loating the sensor

nodes in time i.e., performing synhronization. Also, this synhronization is aomplished at

the same time as the positioning.

The main idea of our Synapse algorithm relies on the fat that beaon nodes (GPS-

equipped nodes that help in loating other nodes � see Setion 2.1.1) already have synhronized

loks, sine they reeive their timing information from GPS. Synhronized loks loated in

di�erent parts of the network are able to estimate the times at whih a paket leaves a beaon

node and arrives at another beaon node through multihop ommuniation. Based on both

this timing information and the number of hops between the beaon nodes, we an ompute

the average time of a hop. A regular node synhronizes its lok by onsidering the average

time of a hop and the number of hops between itself and every beaon node in the network.

Simulation results show that our Synapse algorithm an synhronize the nodes' loks with a

preision of a few miroseonds when using the MAC layer to timestamp the pakets, or of a

few milliseonds when we use only the appliation layer to timestamp the pakets.

In this hapter, we will explain the details of our proposed Synapse algorithm as well as

evaluate its performane. The remainder of this hapter is organized as follows. In the next

setion, we desribe the funtioning of our proposed sheme. In Setion 5.3 we evaluate the

performane of the proposed algorithm and, �nally, in Setion 5.4 we present our onlusions

and disuss the pros and ons of our proposed algorithm when applied to WSNs.

51
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5.2 Synapse - A Time-Spae Loalization System

In this setion, we present our proposed time-spae loalization system: Synapse (SYNhro-

nization And Positioning for SEnsor networks). This algorithm an be divided into two parts

that operate at the same time, spei�ally the loalization and synhronization omponents.

The loalization part is essentially the APS DV-Hop algorithm proposed by Niulesu and

Nath (2003) and disussed in Setion 2.4.1 (on page 17). The synhronization part, on the

other hand, obeys the same priniples as the loalization algorithm, but is modi�ed and

extended to deal with time estimations. Then, these two parts are ombined into a single

algorithm, whih is shown in Setion 5.2.2.

5.2.1 The Synhronization Part of the Synapse Algorithm

The essential strategy of our Synapse algorithm is to use the already synhronized loks of

the beaon nodes (i.e., that are equipped with GPS) to ompute the average time of a single

hop. Then, unsynhronized nodes an synhronize their loks based on the time at whih

the beaon nodes send their synhronization �ooding throughout the network as well as on

the number of hops to these beaon nodes.

To illustrate the Synapse algorithm, let us onsider the example in Figure 5.1. In the �rst

phase of the algorithm, all beaon nodes1 send a synhronization �ooding through the network

ontaining their timestamps and their unique IDs (Figure 5.1(a)). For eah synhronization

�ooding, every intermediate node that forwards a paket will store the beaon's ID, the

paket's timestamp, the loal timestamp when the paket arrives at the urrent node, and

the number of hops to the beaon that started the �ooding. To redue ongestion in the

aess medium, a node an wait for a random time and save this time in the pakets before

forwarding them (so that this random time does not a�et the �nal synhronization).

When the beaon nodes reeive the timing pakets from the other beaon nodes' synhro-

nization �oodings, the seond phase of the Synapse algorithm begins (Figure 5.1(b)). In this

phase, every beaon node omputes the average time of a hop:

avgHopTimei =

P

b∈B

(timeArrivedi
b − timeSentb)

P

b∈B

hopsi
b

(5.1)

where B is the set of beaon nodes, timeArrived i
b is the time at whih the paket from beaon

b arrives at beaon i, timeSentb is the time at whih beaon b started the �ooding, and hops i
b

is the number of hops between the beaons b and i.

In the third phase (Figure 5.1()), the beaon nodes send their estimated average hop times

to the network in a ontrolled �ooding, whih is a �ooding in whih the intermediate nodes

forward only the �rst paket reeived from the �ooding reeived �rst. When an unsynhronized

node reeives the average hop time sent by the nearest beaon node, it synhronizes its lok

based on this reeived average value and the information about hops and timestamps reorded

1The positioning part of the Synapse algorithm requires three or more beaon nodes to allow normal nodes
to ompute their position in 2D, as explained in Setion 2.4.1.
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Beacon node Unsync node

Sync node

3 Hops, 0.00288s

2 Hops, 0.00180s

4 Hops, 0.00380s

AvgHopTime =
(0.00288+0.00380)/(3+4)

= 0.000954s

AvgHopTime =
(0.00288+0.00180)/(3+2)

= 0.000936s

AvgHopTime =
(0.00180+0.00380)/(2+4)

= 0.000933s(a) (b)

(c)

0.000933s

0.000933s

0.000954s

0.000954s

0.000936s 0.000936s

0.000936s

Figure 5.1: Example and phases of the Synapse synhronization part: beaon nodes (a)

sending the synhronization �oodings, (b) omputing the average time of a hop, and ()

sending the omputed average time of a hop to the unsynhronized nodes using a ontrolled

�ooding.

in the �rst phase of the algorithm. Thus, a node an estimate its own o�set by omputing

o�seti =
1

|B|
X

b∈B

(loalTmi
b − (tmSentb + avgHop× numHopsb)) (5.2)

where loalTmi
b is the loal time at whih a paket from beaon b arrives at node i, tmSentb is

the time at whih beaon b started the �ooding, avgHop is the reeived average time of a hop,

numHopsb is the number of hops between the node i and beaon b, and |B| is the size of B,

i.e., the number of beaon nodes. Essentially, equation (5.2) omputes the time at whih the

paket should arrive and subtrats this value from the loal time at whih the paket atually

arrives at the node.

5.2.2 The Complete Synapse Algorithm

The omplete Synapse algorithm is the ombination of the loalization and synhronization

omponents. Sine both omponents share the same priniples as well as the same ommu-

niation pattern, we need only to inlude both the position and timing information into the

pakets. Aordingly, in the �rst phase of the algorithm (lines 4�8 of Algorithm 9), the bea-

on nodes aess and �ood their position and time information that is then stored by the

intermediate nodes (lines 9�17). In the seond phase (lines 18�21), the beaon nodes estimate

the average size and time of a hop, and send this information in a ontrolled �ooding. In the

third phase (lines 22�28), when the remaining nodes reeive the average size and time of a

hop, they estimate their positions and synhronize their loks using the stored information.
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Algorithm 9 The Complete Synapse Algorithm

⊲ Variables:
1: beaonsInfoi ← ∅; {Set of beaon positions and timing}
2: avgHopSizei ← −1; {Average size of a hop omputed/reeived}
3: avgHopTimei ← −1; {Average time of a hop omputed/reeived}

⊲ Input:
4: msgi = nil.

Ation:
5: if ni ∈ B then {If this node is a beaon node}
6: (xi, yi, ti)←getGpsTimeAndPosition();
7: Send beaonInfo(i, xi, yi, ti, 0) to every nj ∈ Neigi.
8: end if

⊲ Input:
9: msgi =beaonInfo(k, xk, yk, tk, hk) at time ak.

Ation:
10: if k /∈ Ri then {If this node did not already reeive this paket}
11: Ri ←Ri ∪ {k};
12: beaonsInfoi ← beaonsInfoi ∪ {(xk, yk, tk, ak, hk)};
13: if ni ∈ B then {If this is a beaon node, wait for more pakets}
14: [Re℄Start waitTimer.
15: end if
16: Send beaonInfo(k, xk, yk, tk, hk+1) to every nj ∈ Neigi.
17: end if

⊲ Input:
18: waitTimer timeout. {Exeuted only by the beaon nodes}

Ation:

19: avgHopSizei ←
P

√
(xi−xj)2+(yi−yj)2

P

hj
∀j ∈ beaonsInfoi;

20: avgHopTimei ←
P

(aj−tj)
P

hj
∀(aj , tj , hj) ∈ beaonsInfoi;

21: Send orretion(avgHopSizei, avgHopTimei) to all nj ∈ Neigi.

⊲ Input:
22: msgi = orretion(avgHopSizek, avgHopTimek).

Ation:
23: if ni ∈ U then {If this node is an unknown node}
24: hj ← hj× avgHopsizek for all hj ∈ beaonsInfoi;
25: (xi, yi)←positionComputation(beaonsInfoi);

26: o�set i =
P

(aj−(tj+avgHopTimek×hj))

|beaonsInfoi|
∀(aj , tj , hj) ∈ beaonsInfoi;

27: Send correction(avgHopSizek, avgHopT imek) to every nj ∈ Neigi.
28: end if

5.3 Performane Evaluation

In this setion, we evaluate the synhronization part of our proposed sheme, Synapse. We

will not evaluate the loalization part of Synapse, sine it is already evaluated in the original

APS DV-Hop paper (Niulesu and Nath, 2003).
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Parameter Value

sensor �eld 70×70m2

number of nodes 144 nodes (disturbed grid)
number of beaons 8 nodes (randomly hosen)

density 0.03 nodes/m2

ommuniation range 15m
bandwidth 250 kbps

GPS auray 1µs
non-deterministi errors 5µs

Table 5.1: Default senario on�guration for the simulations performed in order to evaluate

the performane of the Synapse algorithm.

(a) Disturbed grid (b) Regular grid

Figure 5.2: Deployment obeys a disturbed grid, avoiding large onentrations of nodes (a)

and without forming a regular grid (b).

5.3.1 Methodology

The evaluation is performed through simulations using the NS-2 simulator (MCanne and

Floyd, 2005). In all results, the urves represent the average values while the error bars

represent the symmetri on�dene intervals based on the Gaussian distribution for 95% of

on�dene from 33 di�erent instanes (seeds). The simulation parameters are based on the

MiaZ sensor node (Crossbow, 2004), whih uses the 802.15.4 standard. The ommuniation

range is �xed at 15m for all nodes. The default parameters for the experiments are presented

in Table 5.1.

Regarding the network topology, we assume that the node deployment obeys a disturbed

grid (Figure 5.2(a)), that is, a grid in whih the loation of eah node is disturbed by a random

zero-mean Gaussian error with variane of 3m. Therefore, nodes will tend to oupy uniformly

the sensor �eld, avoiding large onentrations of nodes and without forming a regular grid

(Figure 5.2(b)). We also avoided nodes and events outside the sensor �eld area.

Two versions of the Synapse Synhronization are evaluated. The �rst one is implemented

in the appliation layer, whih, as explained in Setion 3.2.2 and shown in Figure 3.3 (on

page 29), is exposed to a number of error soures, espeially the aess medium. This is

not a good senario for our sheme, sine the Synapse algorithm uses the average time of

a hop, whih an beome erroneous due to variations in the soure of delays. In its seond

version, the Synapse algorithm is implemented in the MAC layer. In this ase, the paket

is timestamped when it arrives at a reeiver node and when it leaves a sender node (right
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Figure 5.3: Cumulative error of the Synapse algorithm implemented in the (a) Appliation

Layer and (b) MAC Layer.

before the node has aess to the medium). The node reeiving the paket an ompute its

exat delay based on the two loal timestamps stored in the paket. Consequently, beaon

nodes an remove suh delays and ompute preisely the average time of a hop. In this ase,

as we an see in Figure 3.3, the soures of non-deterministi delays are propagation and node

interruption, sine the time of transmission and reeption an be estimated based on the size

of the paket.

Our proposed sheme, as shown in Setion 5.2.2, uses the average time of a hop and the

average o�set from all beaons. We also evaluate two additional variations of this sheme.

In the �rst (alled �Nearest�), we take the average time of a hop provided by the nearest

beaon node (in addition to taking the average of all beaons). The o�set of the nodes is also

omputed using only the nearest beaon node. The seond variation (alled �Farthest�) follows

the same priniple, but uses the farthest beaon node in the omputation. The reason for

these extra experiments is to assess the behaviour of the proposed algorithm in suh senarios

and also to show that the original proposal (alled �Average�) atually obtains the best results.

Thus, the emphasis of our omments will be on the original proposal.

5.3.2 Error Analysis

The distribution of synhronization errors among the sensor nodes is depited in Figures 5.3(a)

� using the appliation layer � and 5.3(b) � using the MAC layer. The umulative error

identi�es the perentage of nodes (y-axis) with an error smaller than a parametrized value (x-

axis). A steep urve means that the majority of nodes has a small error. We an see that the

best results are ahieved by the original Synapse algorithm (�Average�) in both layers. Also,

we an see learly how the proposed sheme an be a�eted by non-deterministi delays.

While the MAC version of the algorithm results in errors of miroseonds, the appliation-

layer version results in greater errors of milliseonds. Finally, in the MAC version of Synapse,

almost 80% of the nodes synhronized their loks with an error smaller then 10µs, whih

shows how the proposed algorithm an synhronize the nodes with a high degree of auray.
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Figure 5.4: In�uene of the number of beaon nodes on the Synapse algorithm implemented

in the (a) Appliation Layer and (b) MAC Layer.

5.3.3 Inreasing the Number of Beaons

Figures 5.4(a) and 5.4(b) depit the average synhronization error of the nodes when the

number of beaon nodes inreases. Intuitively, we expet to derease errors by inreasing

the number of beaon nodes sine we use the average from all beaons in the estimations.

This is exatly what happens when Synapse is implemented in the MAC layer. However,

when the algorithm is implemented in the appliation layer, the synhronization error tends

to inrease. The reason is that the aess medium is more intense in the �rst phase of the

algorithm, sine all beaon nodes start �ooding the network. When the number of beaons

inreases, the ommuniation medium gets ongested, inreasing the non-deterministi delays

in this appliation version of Synapse. This also ours in the MAC version, but the delays

are known and an be removed when omputing the time of a hop in the average version.

5.3.4 The Impat of the Network Sale

Salability is evaluated by inreasing the network size from 144 to 256 to 512 nodes with

a onstant mean density of 0.03 nodes/m2. Thus, the sensor �eld is resized aording to the

number of sensor nodes. Figures 5.5(a) and 5.5(b) depit the average synhronization error

of the nodes when the number of nodes inreases. In the appliation layer, the greater the

number of hops, the greater the non-deterministi delays and, onsequently, the greater the

synhronization error will be. However, in the MAC version, the synhronization error remains

almost the same, whih means that the proposed algorithm sales with the number of nodes

without inreasing the synhronization error.

5.3.5 GPS and Non-deterministi Errors

In this setion, we evaluate the proposed algorithm under some real world inauraies. Two

aspets that an a�et the performane of the algorithm are evaluated: GPS inauray and

non-deterministi errors. Real world GPS reeivers usually have a preision of nearly 200 ns



5. A DV-Hop algorithm for Time-Spae Loalization in WSNs 58

 0

 10

 20

 30

 40

 50

 60

 70

 80

 200  250  300  350  400  450  500

S
y
n
c
h
ro

n
iz

a
ti
o
n
 E

rr
o
r 

(m
S

e
c
)

Number of Nodes

Application: Average
Application: Nearest 
Application: Farthest

(a)

 0

 10

 20

 30

 40

 50

 200  250  300  350  400  450  500

S
y
n
c
h
ro

n
iz

a
ti
o
n
 E

rr
o
r 

(u
S

e
c
)

Number of Nodes

Mac: Average
Mac: Nearest 
Mac: Farthest

(b)

Figure 5.5: In�uene of the number of nodes on the Synapse algorithm implemented in the

(a) Appliation Layer and (b) MAC Layer.
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Figure 5.6: Simulation results in the Appliation Layer: (a) Impat of the GPS error; and

(b) Impat of the non-deterministi errors.

(Elson and Estrin, 2001) or 1µs in the ase of the GPS module used by MiaZ nodes (Cross-

bow, 2004). Still, to understand better how GPS a�ets the �nal synhronization error of the

proposed algorithm, we inreased the GPS auray from 0 to 12µs. The results, depited in

Figures 5.6(a) and 5.7(a), show that in the appliation layer, GPS barely a�ets the algorithm

at all, sine delays in the aess medium are the most evident soures of synhronization er-

rors. On the other hand, in the MAC version of Synapse we an see a small inrease in the

synhronization error, however, this inrease is muh smaller than the GPS inauray.

Finally, we evaluated the proposed algorithm under some non-deterministi delays. These

non-deterministi delays inlude interruptions, system alls, ontext exhanges, and other

inter-node proessing delays that an vary from 5 to 30µs (Maroti et al., 2004). Figures 5.6(b)

and 5.7(b) depit the results of this experiment. Just like in the previous experiment, the

introdued delay is not enough to hange the synhronization error obtained by the appliation

version of Synapse. However, when using the MAC version, the synhronization error inreases

more quikly, sine this error is introdued in every hop of a paket. But even under a high
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Figure 5.7: Simulation results in the MAC Layer: (a) Impat of the GPS error; and (b) Impat

of the non-deterministi errors.

non-deterministi error of 30µs, the nodes still get an aurate time estimation, thus indiating

that the proposed algorithm an be used in real world appliations.

5.4 Summary

In this hapter, we proposed the Synapse (SYNhronization And Positioning for SEnsor net-

works) algorithm, a time-spae loalization algorithm for WSNs. The loalization part of

Synapse is similar to the APS DV-Hop algorithm. The novelty of this algorithm is the syn-

hronization omponent, as well as the fat that two problems are solved together, thus saving

resoures. In this ase, the main idea of our Synapse algorithm is to use the already synhro-

nized loks of the beaon nodes to ompute the average time of a hop. Based on this onept,

regular nodes an synhronize their loks in relation to the beaon nodes.

When implemented in the MAC layer, our proposed algorithm synhronizes the loks of

the nodes with an auray of miroseonds. The algorithm an also be implemented in the

appliation layer, obtaining an auray of milliseonds. Synapse was also shown to tolerate

the real world inauraies of GPS reeivers and the non-deterministi delays inside the nodes.

Some of the advantages of the Synapse algorithm are the following: �rst, it is suitable for

sparse networks; seond, its positioning part is immune to RSSI inauraies; and third, it

requires a small number of beaon nodes (it an work using only three beaons). On the other

hand, the main drawbak of the Synapse algorithm is its ommuniation ost. As a DV-Hop

algorithm, the ommuniation omplexity of this algorithm is determined by the total number

of beaon and regular nodes, whih is O(nb), where n is the number of nodes in the network

and b is the number of beaon nodes. Thus, this relatively high ommuniation ost in the

Synapse algorithm limits its usage to small to medium sized WSNs.

In terms of the appliability of our Synapse algorithm, we an say that the proposed

algorithm is more suitable for sparse, small to medium sized WSNs in whih there is the need

for minimizing the number of deployed beaon nodes (due to hardware ost or inability to
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deploy additional beaon nodes). The obtained results show that the proposed algorithm an

synhronize the loks of the sensor nodes with a good auray of a few miroseonds, whih

is suitable for performing most tasks that require synhronized loks suh as data fusion,

objet or target traking, events ordering, et.

However, the positioning part of Synapse, whih is based on the APS algorithm, results in

relatively high and unpreditable loalization errors of about 70% of the ommuniation range.

This loalization error a�ets most protools and appliations that depends on loalization

to work properly (Oliveira et al., 2005b). On the other side, a number of work have been

proposed to derease this loalization error of APS (Savarese et al., 2002; Niulesu and Nath,

2004; Cheng et al., 2005) and all of them an be used in the proposed Synapse algorithm. For

instane, the Hop-Terrain algorithm, proposed by Savarese et al. (2002), has been designed

to derease the �nal loalization error of APS by adding a re�nement phase to the algorithm.

Sine we still have the salability issue of Synapse, in order to deal with the senarios of

larger WSNs, in the next hapter we propose the Lightness algorithm, a more salable and

e�ient time-spae loalization system for use in large sale WSNs.



Chapter 6

A Lightweight Algorithm for

Time-Spae Loalization in WSNs

6.1 Introdution

In order to deal with large sale WSNs, lightweight and salable algorithms are required.

With this fat in mind, we have proposed a new and lightweight time-spae loalization

algorithm for WSNs whih we refer to as the Lightness algorithm (Lightweight Time and

Spae loalization).

Our proposed Lightness algorithm has some key aspets. First, the positioning omponent

is based on Reursive Position Estimation (RPE � Albowiz et al., 2001), a well-known and

salable positioning system for sensor networks that requires only 5% of the nodes to be GPS-

enabled beaon nodes. Seond, this algorithm assumes that the beaon nodes already have

synhronized loks, sine they an get their timing information from GPS. Third, both timing

and positioning information are propagated in the network with only a O(n) ommuniation

ost, being n the number of nodes. Finally, we use the paket delay measurement, shown in

Setion 3.2.2, to estimate the delay of a paket and synhronize neighbor nodes using only

one broadast. Simulation results show that our Lightness algorithm an sale to thousands

of nodes while keeping a synhronization error of a few miroseonds and dereasing the

positioning error (ompared to the original RPE algorithm).

In this hapter, we will explain the details of our proposed Lightness algorithm and eval-

uate its performane. The remainder of this hapter is organized as follows. In the next

setion we desribe our proposed lightweight algorithm, the Lightness algorithm. The perfor-

mane evaluation of the algorithm is shown in Setion 6.3. Finally, Setion 6.4 presents our

onlusions and the pros and ons of this solution.

61
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6.2 Lightness - A Novel Lightweight Algorithm for Time and

Spae Loalization

In this setion, we propose a new time-spae loalization algorithm: the Lightness algo-

rithm (Lightweight Time and Spae Loalization). Just like our Synapse algorithm explained

in Chapter 5, the Lightness algorithm an be divided into two parts that work at the same

time, spei�ally the positioning and synhronization omponents. The positioning part is

essentially the RPE algorithm proposed by Albowiz et al. (2001), whih is disussed and ex-

plained in Setion 2.4.2 (on page 18). The synhronization part obeys both the same priniple

and ommuniation pattern as the positioning algorithm, but it is modi�ed and extended to

deal with time estimations. Then, these two parts are ombined into a single algorithm, whih

is shown in Setion 6.2.2.

6.2.1 The Synhronization Part of the Lightness Algorithm

The essential strategy of the Lightness algorithm synhronization omponent is to use the

additional previously synhronized beaon nodes required by the positioning part to improve

the synhronization performane. The positioning part requires 5% of the nodes to be GPS-

enabled beaon nodes (Albowiz et al., 2001). Sine these beaon nodes are equipped with

GPS reeivers, they are already synhronized with Coordinated Universal Time. Thus, the

synhronization reursion1 an start from di�erent parts of the network at the same time.

Also, the position omputation in the loalization part requires at least three referene nodes

to ompute the position of a node (e.g., using trilateration). Thus, we take advantage of

this behavior in the synhronization part by taking the average time estimation from eah

referene node to improve the synhronization performane even further.

Consider the example in Figure 6.1. In the �rst phase of the algorithm, all beaon nodes

broadast a timing paket to their neighbors so that the beaon nodes an be used as referene

nodes (Figure 6.1(a)). This timing paket ontains the timestamp of the sender node i (tmSti),

among other information. Neighbor nodes, suh as node 8 in the example, measure the paket

delay (explained in Setion 3.2.2), whih an provide the time of the pakets' trip with very

good preision, and store this delay estimation (di), the paket information, and the loal

time of the paket's arrival (tmArri), in a loal set timesi (Figure 6.1(b)).

When a node has the timing information of at least three referene neighbors (whih is

required by the positioning algorithm) it an ompute its o�set, whih is the average of the

individual o�sets in timesi,

o�set i =

∑

k∈timesi
[tmArrk − (tmStk + dk)]

|timesi|
, (6.1)

This node an then beome a synhronized node as depited in Figure 6.1().

In the fourth phase (Figure 6.1(d)), the reently synhronized node beomes a referene

1See Setion 2.4.2, on page 18, for information about the loalization reursion and position omputation.
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Figure 6.1: Example and phases of the Lightness synhronization omponent: (a) beaon

nodes starting the synhronization reursion from di�erent parts of the network; and (b) an

unsynhronized node estimating the pakets' delays, () omputing its synhronized time, and

(d) beoming a referene node.

node and sends a timing paket to its neighbors. This timing paket ontains two values that

are used to rank the referenes' information: the number of hops to beaons � hi � and the

residual value � rti:

• Number of hops to beaons � hi: an estimation of the number of hops to the beaon

nodes. Sine the beaon nodes are spread through the network, this number of hops is

an average of the number of hops of the node's referene neighbors omputed by the

following equation:

hi =

∑

k∈timesi
hk

|timesi|
, (6.2)

where hk is the estimated number of hops of the k-th node in the timesi set. The greater

this number, the farther a node is from the beaon nodes. Beaon nodes have hi = 0,

and every time a node reeives a paket from a neighbor it inreases the number of hops

(hk) and stores it in its timesi set.

• Residual value � rti: is the di�erene between the omputed o�set and the individual

o�sets in the timesi set:

rti =
∑

k∈timesi

(o�set i − o�setk), (6.3)

where o�setk = tmArrk − (tmStk + dk). This value shows the sum of the di�erene

between the omputed o�set and the individual o�sets in timesi. The greater this

number, the more inonsistent is the omputed o�set, sine it means that the �nal

o�set was omputed based on very di�erent individual o�sets.

The unsynhronized nodes sort the referenes by hoosing the referenes loser to the

beaons �rst (using the hops to beaons value) and using the residual value as a tiebreaker.

As a result, the unsynhronized nodes are able to hoosing for storage only the best referenes
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saving, thus, memory. The deision to use the hops to beaons value for ranking the referenes

was based on the simulation results (shown in Setion 6.3.7).

Algorithm 10 The Complete Lightness Algorithm

⊲ Variables:
1: positionsi = ∅ {Set of reeived positions}
2: timesi = ∅ {Set of reeived timestamps}
3: xi, yi, rpi {Position and residual of positioning}
4: tmSti, rti, hi {Timestamp, residual of syn., and hops}
5: tmAri, offseti {Time of a paket arrival, omp. o�set}
6: neighi {Set of neighbors nodes - broadast}
7: waitT imeri {Timer to wait for more pakets}

⊲ Funtions:
8: getGpsPosition {Returns the nodes' GPS loation}
9: distanceEstimation {Pkts' travel distane estimation}
10: positionComputation {Computes the nodes' position}
11: delayMeasurement {Pkts' travel delay estimation}
12: timeComputation {Computes the nodes' o�set}

⊲ Input:
13: msgi = nil.

Ation:
14: if ni ∈ B then {If this node is a beaon node}
15: (xi, yi) := getGpsPosition(); rpi := 0.0;
16: tmSti := ti; {Gets the loal time}
17: rti := 0.0; hopsi := 0;
18: Send lightness(xi, yi, rpi, tmSti, rti, hi) to neigi.
19: end if

⊲ Input:
20: msgi = lightness(xk, yk, rpk, tmStk, rtk, hk) suh that

distk = distanceEstimation(msgi),
delayk = delayMeasurement(msgi), and

Ation:
21: if ni ∈ U then {If it is an un(known/syn) node}
22: positionsi := positionsi ∪ {(xk, yk, distk, rpk)};
23: timesi := timesi ∪ {(tmStk, delayk, ti, rtk, hk + 1)};
24: [Re℄Start waitT imeri.
25: end if

⊲ Input:
26: waitT imeri timeout.

Ation:
27: if size(positionsi) >= 3 then {Enough positions?}
28: (xi, yi, rpi) := positionComputation(positionsi); {Beomes a settled node}
29: (offseti, rti, hi) := timeComputation(timesi); {Beomes a synhronized node}
30: Send lightness(xi, yi, rpi, tmSti, rti, hi) to neigi. {Beomes a referene node}
31: end if

6.2.2 The Lightness Algorithm

The omplete Lightness algorithm is the ombination of the positioning and synhronization

omponents. Sine both parts share the same priniple and the same ommuniation pat-

tern, we need only to ombine both the position and timing information into the pakets.
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Aordingly, in the �rst phase of the algorithm (lines 13�19 of Algorithm 10), the beaon

nodes aess and broadast their position and time information that is stored by the neighbor

nodes in addition to the estimated paket delay and distane information (lines 20�25). In

the third phase (lines 28�31), the unsynhronized nodes estimate both their positions (as in

the RPE algorithm) and their o�sets (as in Equation 6.1). Finally, these newly estimated

times and positions are broadasted to the neighbors to assist these other nodes in beoming

synhronized and settled nodes (lines 32 and 33).

6.3 Performane Evaluation

In this setion, we evaluate the synhronization part of our proposed sheme, the Lightness

algorithm. We will not evaluate the positioning part of Lightness, sine it has already been

evaluated in the original RPE paper (Albowiz et al., 2001).

6.3.1 Methodology

In order to evaluate the performane of our proposed protool, we have arried out an extensive

set of simulation experiments using the NS-2 simulator (MCanne and Floyd, 2005). In all

of our results, the urves represent the average values, while the error bars represent the

symmetri on�dene intervals for 95% of on�dene from 33 di�erent instanes (seeds). The

simulation parameters are based on the MiaZ sensor node. The ommuniation range is �xed

in 15m for all nodes. The default parameters for the experiments are presented in Table 6.1.

Regarding the network topology, we assume that the node deployment obeys a disturbed

grid, that is, a grid in whih the loation of eah node is disturbed by a random zero-mean

Gaussian error. Therefore, nodes will tend to oupy the sensor �eld uniformly, avoiding large

onentrations of nodes and without forming a regular grid.

Two versions of the Lightness algorithm are evaluated. In the �rst version, o�sets are

omputed using all of the available information, as explained in the last setion (Average).

The seond version of the algorithm stores only the 8 best referene neighbors in timesi

(Best 8). In this ase, the number of hops to beaons (hi) is used to rank the referenes, and

the residual value (rti) is used as a tiebreaker. We ompare the Lightness algorithm with a

�ooding-like synhronization algorithm in whih only one node is the time referene (root or

master node). This type of algorithm is used by synhronization systems like the Flooding

Time Synhronization Protool (FTSP) (explained in Setion 3.4.2, on page 34) and Delay

Measurement Time Synhronization (DMTS) (explained in Setion 3.4.3, on page 34).

6.3.2 Error Analysis

The distribution of synhronization errors among the sensor nodes is depited in Figure 6.2(a).

As mentioned before, the umulative error identi�es the perentage of nodes (y-axis) with an

error smaller than a parametrized value (x-axis). Thus, a steep urve means that the majority

of nodes has a small error. We an see that the best results are ahieved by the Lightness
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Parameter Value

sensor �eld 92×92m2

number of nodes 256 nodes (disturbed grid)
number of beaons 5% of nodes (randomly hosen)

density 0.03 nodes/m2

ommuniation range 15m
GPS auray 1µs

one hop syn auray 4µs (Maroti et al., 2004; Ping, 2003)

Table 6.1: Default senario on�guration for the simulations performed to evaluate the per-

formane of the Lightness algorithm.
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Figure 6.2: Simulation results for the Lightness algorithm: (a) Cumulative error and (b)

Impat of the network sale.

algorithms, for whih 50% of nodes have a synhronization error smaller than 12µs and almost

all nodes have a synhronization error smaller than 20µs. Also, we an see that by using only

the 8 best referenes, we an redue the memory usage without inreasing the synhronization

error.

6.3.3 The Impat of the Network Sale

In order to investigate how salable our algorithm is, we inreased the size of our network from

144 to 256, 512, 1024, and to 2048 nodes with a onstant density of 0.03 nodes/m2 while also

keeping the onstant beaon onentration (5%) required by the positioning algorithm. Thus,

both the sensor �eld and the number of beaons are resized aording to the number of sensor

nodes. Figure 6.2(b) depits the average synhronization error of the nodes when the number

of nodes inreases. In the �ooding-like synhronization, the one hop inauray is propagated

and inreases every hop. However, in the Lightness algorithm, the inreased number of beaon

nodes spread throughout the network and the average omputed o�set an maintain the

synhronization error at about 11µs for any number of nodes, whih shows how the proposed

algorithm an sale with the number of nodes without inreasing the synhronization error.

It is important to note that our Lightness algorithm also sales in terms of message exhange

sine its ommuniation ost is only one �ooding, i.e., O(n), being n the number of nodes.
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Figure 6.3: The impat of the beaons sale on the Lightness algorithm.

6.3.4 Inreasing the Number of Beaons

Figure 6.3(a) depits the average synhronization error of the nodes when the number of

beaon nodes inreases. As we an see, by inreasing the number of beaons, we an redue

the synhronization error. Partiularly, when we inrease the number of beaons from 5% to

10%, the synhronization error dereases greatly (nearly 50%), and it ontinues dereasing

(at a lesser rate) with the inreasing number of beaon nodes. This behavior is not possible

in a �ooding-like algorithm beause it aepts only one node as the synhronization referene.

It is important to note that inreasing the number of beaons also redues the positioning

error (Oliveira et al., 2005a,b; Oliveira, 2005). The main reason for this enhaned performane

in our algorithm is that the greater the number of beaon nodes, the lesser the number of

hops in the algorithm's reursion and, thus, the lesser will be the error propagation.

6.3.5 GPS Inauray

Unlike the other synhronization algorithms, our Lightness algorithm an be in�uened by the

GPS inauray. Real world GPS reeivers usually have an auray of nearly 200ns (Elson

and Estrin, 2001) or 1µs in the ase of the GPS module used by the MiaZ nodes. Thus,

to understand how GPS a�ets the �nal synhronization error of the proposed algorithm, we

have inreased the GPS inauray from 0 to 12µs. The results, depited in Figure 6.4(a),

show that this in�uene is not ritial. In the worst ase, when we have a GPS inauray

of 12µs, the synhronization error is smaller than 2µs, whih an be explained by the small

onentration of beaon nodes (5%) and the average omputed o�set.

6.3.6 One Hop Synhronization Inauray

The one hop synhronization auray tells us how well a pair of nodes an synhronize to eah

other. Several one hop synhronization tehniques have been proposed in literature, inluding

round-trip time (explained in Setion 3.2.1), referene broadasts (Setion 3.4.4), and delay

measurement (Setion 3.2.2). Delay measurement is the tehnique used by our Lightness
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Figure 6.4: Impat of real world inauraies in the Lightness algorithm: (a) Impat of the

GPS inauray and (b) Impat of one hop synhronization inauray.

algorithm sine it requires only one paket to be exhanged in order to work. It has a preision

of about 2-4µs in Maroti et al. (2004) and 2-32µs in Ping (2003). To evaluate the e�ets of the

one hop synhronization inauray, we have inreased this inauray from 0 to 45µs. The

results, depited in Figure 6.4(b), show that both Lightness and the �ooding synhronization

are in�uened by this inauray. However, ompared to the �ooding synhronization, the

errors in the Lightness algorithm are smaller and less a�eted by this inauray.

6.3.7 Deduing a Node's Synhronization Error

As previously disussed in Setion 6.2.1, in the Lightness algorithm we ompute the hops to

beaons value (hk) and residual value (rtk) so that these values an be used by the nodes

to rank their individual o�sets. However, these values an also be used to dedue a node's

synhronization error, as shown in Figures 6.5(a) and 6.5(b). From these �gures, we an see

that the hops to beaons value is more reliable in a ertain range (1-4 hops), more onsistent,

and has a smaller on�dene interval, all of whih makes it a good indiator of a node's

synhronization error.

6.3.8 Improving the Position Computation

In synhronization systems, the lok drift of a node is omputed based on several synhro-

nizations to estimate how the urrent hardware lok di�erentiates from the referene lok

(see Setion 3.3.2). In this ase, the synhronization algorithm must be exeuted a number

of times. When this drift omputation is required, we an take advantage of the extra om-

muniation to improve the initial position estimation of the nodes. Figure 6.6 depits the

positioning error as several synhronizations are exeuted. We tested three di�erent position

omputations. In the �rst ase (Total Avg), we save eah individual position omputation

in a set and take the average of all omputed positions. In the seond ase (Best 3 Avg)

we only take the average of the three best positions omputed (sorted by the residual value

- rpi), thus dereasing the memory usage. The third ase is the same, but uses the eight
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Figure 6.5: Deduing a node's synhronization error in the Lightness algorithm: (a) Hops to

beaons as an error indiation and (b) Residual value as an error indiation.
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in the drift omputation.

best omputed positions. As we an see in Figure 6.6, in some ases the positioning error

dereases to about one third of the initial position. Using only the best estimations atually

results in better position estimations, as the worse estimations are disarded from the �nal

position omputation. Though the di�erene is not signi�ative at the 95% level, the graph

suggests that using the Best 3 Avg strategy is onstantly more aurate that the Best 8 Avg

one. Being the former also more e�ient in terms of memory usage, it seems as the best of

the onsidered options.

6.4 Summary

In this hapter, we have proposed a new and lightweight time-spae loalization algorithm for

wireless sensor networks, whih we refer to as the Lightness algorithm (Lightweight Time and

Spae loalization). The positioning part of Lightness is similar to the RPE algorithm. The

novelty of this solution is the synhronization part of the proposed algorithm, as well as in

the fat that two problems are solved together, thus saving resoures and resulting in better

performane for both problems. In partiular, the main idea of Lightness is to use the already
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synhronized loks of the beaon nodes, whih are spread throughout the sensor �eld, to

start the synhronization proess at the same time. In this solution, we also showed that the

extra hardware required for position estimation an be used to better synhronize nodes, and

that the extra ommuniation used in synhronization an result in more aurate position

estimations.

The proposed algorithm an sale to thousands of nodes, synhronizing their loks with

a preision of nearly 10µs in any ase. In terms of the ommuniation ost, the proposed

algorithm is also very salable resulting in a ommuniation ost of only O(n), being n the

number of nodes, whih means that eah node will send only one paket in order to loalize

itself in both time and spae. The inrease in the beaon nodes from 5% to 10% dereases the

synhronization error by half, whih also improves the positioning (Oliveira et al., 2005a,b;

Oliveira, 2005). The GPS inauray is not a problem and the proposed algorithm is less

a�eted by the one hop synhronization inauray. Finally, we show that the positioning

error an be dereased by taking advantage of the synhronization drift omputation.

One drawbak of the proposed solution is that it annot work in low density networks. In

normal or high dense networks, the inrease in density results in more neighbors for the nodes

and, potentially, more referene points for estimating the node's position and time. On the

other hand, in low density networks, the number of settled nodes (nodes that have estimated

their positions) and synhronized nodes dereases sine the nodes do not have enough referene

neighbors to estimate their own positions (and thus they do not beome referenes). When a

node does not have at least three neighbors, it will not ompute its position and then it will

not be able to forward the loalization and synhronization reursion, whih will make the

algorithm stop before all nodes have estimated their time-spae information.

Considering these harateristis of the Lightness algorithm, we an say that this proposed

algorithm is more appliable for large sale, dense, and outdoor WSNs in whih there is the

possibility of deploying at least 5% of the nodes equipped with a GPS reeiver (to exeute the

role of beaon nodes). The results obtained in the synhronization part are slightly higher than

that of the Synapse algorithm. However, the Lightness algorithm still synhronizes the lok

of the nodes in a WSN with a few miroseonds of error, whih is suitable for performing most

tasks that require synhronized loks suh as data fusion, objet or target traking, events

ordering, et.

The positioning part of the Lightness algorithm, whih is based on the RPE algorithm,

results in medium loalization errors of about 50% of the ommuniation range. This loal-

ization error an still a�et most protools and appliations that depends on loalization to

work properly (Oliveira et al., 2005b). However, some tehniques, suh as a direted reur-

sion (Oliveira et al., 2005a), an be implemented to derease these loalization errors and

make them somewhat preditable.

Our previously proposed time-spae loalization algorithm, the Synapse algorithm, is able

to work in low density networks. However, both the Synapse and Lightness algorithms require

the entire network to be visible to GPS satellites in order to work, sine the beaon nodes are

randomly deployed in the network. In a number of WSN senarios this requirement is not
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possible. For instane, in underwater WSNs, submerged nodes do not have aess to GPS

information. Also, in other onstrained senarios, speial GPS-equipped beaon nodes ould

simply be unavailable due to hardware limitations (e.g., ost, size, and energy onsumption

of all sensor nodes). For these ases, we have designed another time-spae loalization system

that we refer to as the Mobilis algorithm. This algorithm will be the topi of the next hapter.



Chapter 7

A Mobile Beaon Approah for

Time-Spae Loalization in WSNs

7.1 Introdution

In our previous Synapse and Lightness algorithms, we proposed the �rst two algorithms for

time-spae loalization in WSNs. In this hapter, we take a step further and propose a new

approah to solving this problem: using a mobile beaon. A mobile beaon is a node that is

aware of its time and position (e.g. equipped with a GPS reeiver) and that has the ability to

move around the sensor �eld. This beaon an be a human operator, an unmanned vehile,

an airraft, or a robot.

A mobile beaon has been suessfully applied to solve the positioning problem; however,

to the best of our knowledge, the urrent work is the �rst to address the use of a mobile

beaon in synhronization and time-spae loalization problems. The use of a mobile beaon

allows the algorithms to deal with ases in whih it is not possible to deploy GPS-equipped

nodes in the network.

The proposed time-spae loalization algorithm, whih we refer to as the Mobilis (Mobile

Beaon for Loalization and Synhronization) algorithm, an synhronize nodes by using the

paket delay measurement (explained in Setion 3.2.2) or the paket round-trip time (RTT

� explained in Setion 3.2.1). In the �rst ase, synhronization an be improved by the

extra pakets required for loation disovery (trilateration), while in the seond ase, loation

information an be improved by the extra pakets required for synhronization (RTT delay

estimation).

In this hapter, we will explain the details of our proposed Mobilis algorithm and evaluate

its performane. The remainder of this hapter is organized as follows. Setion 7.2 desribes

our proposed Mobilis algorithm, whih is then evaluated in Setion 7.3. At the end of this

hapter, in Setion 7.4, we present our onlusions and the pros and ons of the Mobilis

algorithm.

72
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7.2 Mobilis � A Mobile Beaon Approah for Loalization in

Time and Spae

In this setion, we propose a new approah for time-spae loalization: the Mobilis algorithm

(Mobile Beaon Loalization and Synhronization). As with our previous algorithms, the Mo-

bilis algorithm an also be divided into two parts that work at the same time: the positioning

and synhronization parts. The positioning part is based on the Mobile Beaon Loalization,

an algorithm proposed by Sihitiu and Ramadurai (2004) and disussed in Setion 2.4.4. The

synhronization part obeys the same priniple as the positioning part, but is extended to deal

with time estimations. Then, these two parts are ombined into a single algorithm. We are

proposing two shemes for the Mobilis algorithm. In the �rst sheme we use the delay mea-

surement tehnique to synhronize nodes, while in the seond sheme we use the round-trip

delay time tehnique.

7.2.1 First Sheme: Using Delay Measurement

In this sheme, shown in Algorithm 11, one the nodes are deployed, the mobile beaon travels

onstantly moving in a non self-interseting trajetory through the sensor �eld broadasting

messages that ontain its urrent oordinates and timestamp (lines 15�20 of Algorithm 11).

When an unsynhronized node reeives a paket from the mobile beaon, it an estimate the

paket travel delay time using the Delay Measurement tehnique and, based on the timestamp

stored in the paket, the node an also estimate its own o�set (lines 21�23). Also, when an

unknown node reeives at least three messages from the mobile beaon, it an estimate its

position based on the reeived oordinates and on the RSSI distane estimates (lines 24�27).

Sine the nodes will require at least three pakets for positioning, synhronization an be

improved by omputing the average o�set of all pakets. An advantage of this sheme is that

the ommuniation ost of loalizing and synhronizing regular nodes is null, sine these nodes

do not need to send any pakets.

7.2.2 Seond Sheme: Using RTT

In the seond sheme of our proposed algorithm, we will use the RTT tehnique to estimate the

pakets' delay. As in the �rst sheme, depited in Figure 7.1, the mobile beaon travels through

the sensor �eld broadasting messages that ontain its urrent oordinates and timestamp.

However, in this sheme, the mobile beaon will wait for replies to its advertisement from

the regular nodes so the round-trip delay time an be omputed. This sheme, shown in

Algorithm 12, uses a variation of the RTT tehnique (depited in Figure 7.2) and an be

divided into four phases:

1. When moving through the sensor �eld, the mobile beaon stops and sends an Advertise-

ment Paket ontaining its position and timestamp (T1) � Figure 7.1(a) and lines 15�19

of Algorithm 12.
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Algorithm 11 First sheme of the Mobilis algorithm

⊲ Variables:
1: positionsi = ∅ {Set of position information.}
2: timesi = ∅ {Set of reeived timestamps.}
3: advT imeri {Timer to send advertisement pakets.}
4: xi, yi, ti {Position and Time information.}

⊲ Funtions:
5: getGpsPosT ime {Returns the nodes' GPS info.}
6: distanceEstimation {Pkts' travel distane estimation}
7: positionComputation {Computes the nodes' position}
8: delayMeasurement {Pkts' travel delay estimation}
9: timeComputation {Computes the nodes' o�set}

⊲ Input:
10: msgi = nil.

Ation:
11: if ni ∈ B then {If this node is a beaon node.}
12: StartMoving();
13: Start advT imeri.
14: end if

⊲ Input:
15: advT imeri timeout.

Ation:
16: StopMoving();
17: (xi, yi, ti) := getGpsPosT ime();
18: Send position(xi, yi, ti) to all nj ∈ Neigi.
19: StartMoving();
20: Restart advT imeri.

⊲ Input:
21: msgi = position(xk, yk, tk) suh that

distk = distanceEstimation(msgi), and
delayk = delayMeasurement(msgi).

Ation:
22: positionsi := positionsi ∪ {(xk, yk, distk)};
23: timesi := timesi ∪ {(tk, delayk, ti)};
24: if size(positionsi) >= 3 then {Enough referenes?}
25: (xi, yi) := positionComputation(positionsi);
26: end if
27: ti = timeComputation(timesi);

2. Every unknown node that reeives the Advertisement Paket stores the paket arrival

time (T2) using its loal lok, waits for a random small time (to avoid ollisions), and

sends a RTT Request Paket ontaining its loal timestamp (T3) � Figure 7.1(b) and

lines 20�22 of Algorithm 12.

3. For every Request Paket reeived, the mobile beaon stores the paket arrival time (T4)

and then, after a timeout, sends a single Reply Paket ontaining all of the stored times

(with orresponding node ID) and its urrent timestamp (T5) � Figure 7.1() and lines

23�28 of Algorithm 12.

4. Upon reeiving a Reply Paket, a regular node stores the arrival time (T6) so that it
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Algorithm 12 Seond sheme of the Mobilis algorithm

⊲ Variables:
1: positionsi = ∅ {Set of position information.}
2: timesi = ∅ {Set of reeived timestamps.}
3: advT imeri {Timer to send advertisement pakets.}
4: waitT imeri {Timer to wait for request pakets.}
5: xi, yi, ti {Position and Time information.}

⊲ Input: {Only the Mobile Beaon}
6: msgi = nil.

Ation:
7: if ni ∈ B then {If this node is a beaon node.}
8: StartMoving();
9: Start advT imeri.
10: end if

⊲ Input: {Only the Mobile Beaon}
11: advT imeri timeout.

Ation:
12: StopMoving();
13: (xi, yi, t

1
i ) := getGpsPosT ime();

14: Send advPkt(xi, yi, t
1
i ) to all nj ∈ Neigi.

15: Start waitT imeri.

⊲ Input: {Regular Nodes}
16: msgi = advPkt(xk, yk, t1k) suh that t2k = ti and

distk = distanceEstimation(msgi)

Ation:
17: positionsi := positionsi ∪ {(xk, yk, distk)};
18: Send rqstPkt(ti) to Mobile Beaon.

⊲ Input: {Only the Mobile Beaon}
19: msgi = rqstPkt(t3k) suh that t4k = ti

Ation:
20: timesi := timesi ∪ {(k, t3k, t4k)};

⊲ Input: {Only the Mobile Beaon}
21: waitT imeri timeout.

Ation:
22: Send replyPkt(timesi, ti) to all nj ∈ Neigi.
23: StartMoving();
24: Start advT imeri.

⊲ Input: {Regular Nodes}
25: msgi = replyPkt(timesk, t5k) suh that t6k = ti

Ation:
26: timesi := timesi ∪ {(t1k, t2k, t3k, t4k, t5k, t6k)};
27: if size(positionsi) >= 3 then {Enough referenes?}
28: (xi, yi) := positionComputation(positionsi);
29: end if
30: ti = timeComputation(timesi);
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Figure 7.1: Example and phases of the seond sheme of the Mobilis Algorithm: (a) beaon

node sending an advertisement paket; (b) unsynhronized nodes sending a request paket;

and () the beaon node sending a reply paket.

Figure 7.2: Mobilis variation of the RTT tehnique.

will have the sending and arrival time of all three exhanged pakets. It then omputes

the paket delay (lines 29�34 of Algorithm 12) as follows:

d1 =
(T4 − T1) − (T3 − T2)

2
, (7.1)

d2 =
(T6 − T3) − (T5 − T4)

2
, (7.2)

d =
d1 + d2

2
. (7.3)

As we an see, this algorithm is a slightly di�erent and more aurate version of the RTT

tehnique, sine we have the time information of an additional paket. For the positioning

omponent, after reeiving (and replying to) three advertisements from the beaon, the nodes

will be able to estimate their positions. However, in this ase, the nodes will have three

di�erent distane estimations for eah advertisement (one estimation for the Advertisement

Paket, another for the Request, and another for the Reply). The nodes an take the average

of these estimations. Sine distane estimations are the most ommon soure of errors for the

position estimation, this tehnique will result in a better performane of the positioning part

of the Mobilis algorithm. Sine the delay measurement tehnique used in the �rst sheme

of the Mobilis algorithm is implemented in the MAC layer, the version of RTT used in this

seond sheme is also implemented in the MAC layer (pakets are timestamped immediately

before being sent and immediately after being reeived).
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Parameter Value

sensor �eld 92×92m2

number of nodes 256 nodes (disturbed grid)
density 0.03 nodes/m2

ommuniation range 15m
number of beaons 1 (mobile beaon)
beaon veloity 20m/s

advertisement time 0.5 s
GPS syn. inauray 1µs

one hop syn inauray 5µs (Maroti et al., 2004; Ping, 2003)
RSSI inauray 20% of ommuniation range

Table 7.1: Default senario on�guration for the simulations performed to evaluate the per-

formane of the Mobilis algorithm.

This sheme has other advantages as well. Sine the mobile beaon reeives a response

from the nodes, the mobile beaon an itself ompute the position of the nodes. It is also

possible for the mobile beaon to reate a map of the network ontaining the position of all

nodes. The presene of a mobile beaon and the knowledge of its position by the nodes an

also be used to alibrate the presene and movement sensors in these nodes. Lastly, the mobile

beaon an also be used in this seond sheme to provide a routing struture for the network.

As we an see, with only one response paket being sent from the nodes to the mobile beaon

a number of other systems ould be improved, whih is a positive aspet of this sheme.

7.3 Performane Evaluation

In this setion, we will show the results obtained by our performane evaluation of the syn-

hronization part of our urrent proposed sheme, the Mobilis algorithm.

7.3.1 Methodology

In order to evaluate the performane of our proposed protool, we have arried out an exten-

sive set of simulation experiments using the NS-2 simulator (MCanne and Floyd, 2005). In

all results, the urves represent the average values, while the error bars represent the on�-

dene intervals for 95% of on�dene from 33 di�erent instanes (seeds). As with the other

simulations, the urrent simulation parameters are based on the MiaZ sensor node. The

ommuniation range is �xed at 15m for all nodes. To simulate the RSSI inauray, eah

range sample is disturbed by a Gaussian distribution with the atual distane as the mean and

20% of this distane as the standard deviation. The default parameters for the experiments

are presented in Table 7.1.

Regarding the network topology, as in the other senarios we assume that the node de-

ployment obeys a disturbed grid, that is, a grid in whih the loation of eah node is disturbed

by a random zero-mean Gaussian error. Therefore, nodes will tend to oupy the sensor �eld

uniformly, avoiding large onentrations of nodes and without forming a regular grid.

Both shemes of the Mobilis algorithm are evaluated. In the �rst sheme the delay mea-
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surement is used to synhronize loks, while in the seond sheme the RTT tehnique is

used. Also, we evaluate two di�erent trajetories for the mobile beaon (Figure 7.3): a simple

sinusoidal path (Figure 7.3(a)); and a spiral path (Figure 7.3(b)). In our simulations of both

trajetories, the mobile beaon is traveling with a veloity of 20m/s. In the seond sheme,

as shown in Algorithm 12, the mobile beaon stops and wait for request pakets from nearby

nodes. Thus, in both shemes, the veloity of the beaon does not interfere on the �nal results.
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Figure 7.3: Evaluated trajetories for mobile beaon: (a) a simple sinusoidal path; and (b) a

spiral path.

7.3.2 Error Analysis

7.3.2.1 Positioning Error

The distribution of position errors among the sensor nodes is depited in Figure 7.4(a). As

mentioned before, the umulative error identi�es the perentage of nodes (y-axis) with a

positioning error smaller than a parametrized value (x-axis). A steep urve means that the

majority of nodes has a small error. We an see that the best results are ahieved by the seond

sheme of the Mobilis algorithm sine this sheme has a more reliable distane estimation

(average from all pakets required by RTT). This graph also shows that spiral trajetories

result in better positioning, sine these trajetories are less retilinear.

7.3.2.2 Synhronization Error

The distribution of synhronization errors among the sensor nodes is depited in Figure 7.4(b).

In this ase, the umulative error identi�es the perentage of nodes (y-axis) with a synhro-

nization error smaller than a parametrized value (x-axis). Again, a steep urve means that

the majority of nodes has a small error. We an see that the best results are ahieved by the

seond Mobilis sheme sine it uses the RTT tehnique implemented in the MAC layer, whih

is more aurate than the delay measurement. In this seond sheme, 90% of the nodes have

a synhronization error smaller than 2µs and almost all nodes have a synhronization error

smaller than 4µs.
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Figure 7.4: Error analysis of the Mobilis algorithm: (a) Positioning umulative error; (b)

Synhronization umulative error.

7.3.3 Impat of GPS Inauray

7.3.3.1 Positioning Inauray

GPS reeivers do not provide perfet positioning. In this setion, we evaluate the proposed

Mobilis algorithm by introduing errors in the omputed position of the mobile beaon. As

we an see in Figure 7.5(a), the Mobilis algorithm an be a�eted by this GPS inauray.

However, unlike the results in a number of other loalization systems (Albowiz et al., 2001;

Oliveira et al., 2005a), these errors do not propagate to the other nodes sine all sensor nodes

ompute their positions based only on the information provided by the mobile beaon.

7.3.3.2 Synhronization Inauray

Unlike other synhronization algorithms, the Mobilis algorithm an be in�uened by the GPS

inauray. Commerial GPS reeivers usually have an auray of nearly 200ns (Elson and

Estrin, 2001) or 1µs in the ase of the GPS module used by the MiaZ nodes. Thus, to

understand how GPS a�ets the �nal synhronization error of the proposed algorithm, we

have inreased the GPS synhronization inauray from 0 to 10µs. The results, depited in

Figure 7.5(b), show that this in�uene is not ritial. In the worst ase, when we have a GPS

inauray of 10µs, the synhronization error is smaller than 3µs in the seond sheme of

Mobilis. We do not evaluate the impat of the GPS Positioning inauray in the positioning

part of Mobilis beause nearby GPS omputed positions have orrelated errors. Thus, the

positioning error of the nodes always inreases in the same way as the GPS positioning error.

7.3.4 Impat of RSSI Inauray

Distane estimations using RSSI measurements are not aurate. Depending on the envi-

ronment, suh an inauray may lead to signi�ative errors in the estimated positions. We

evaluate this impat by adding some noise to the real distanes. This noise follows a Gaus-

sian distribution with the atual distane as the mean and a perentage of this distane as
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Figure 7.5: Impat of GPS inauray on the resulted (a) loalization errors and (b) synhro-

nization errors.

the standard deviation. Figure 7.6(a) ompares the inrease of the standard deviation of the

Gaussian distribution (used to simulate the noise) from 0 to 30% of the atual distane for

both Mobilis algorithms. This graph shows that the seond sheme of the Mobilis algorithm,

i.e. spiral, is more robust to RSSI inauraies, resulting in errors of almost 12% of the om-

muniation range when the RSSI inauray is about 30%. In this ase, we an see learly how

the positioning part takes advantage of the synhronization part to improve its performane,

whih shows the importane of solving both problems jointly.

7.3.5 Impat of One Hop Synhronization Inauray

The one hop synhronization auray tells us how well a pair of nodes an synhronize to

eah other using the delay measurement tehnique. In this tehnique, there is a number of

non-deterministi delays that is variable and annot be omputed in the delay measurement.

This inreases the synhronization error of this tehnique, resulting in a preision of about 2-

4µs in Maroti et al. (2004) and 2-32µs in Ping (2003). To evaluate the e�ets of this one

hop synhronization inauray, we have inreased this inauray from 0 to 15µs. The

results, depited in Figure 7.6(b), show that these non-deterministi delays an a�et the

synhronization of the �rst sheme of Mobilis. Sine the RTT tehnique does not have this

problem, the seond sheme of Mobilis is not a�eted.

7.4 Summary

In this hapter, we designed and evaluated the performane of a new solution for the time-

spae loalization problem: the Mobilis algorithm (Mobile Beaon for Loalization and Syn-

hronization). By using a mobile beaon, all sensor nodes were able to loalize themselves

both in time and spae. We proposed two shemes for the Mobilis algorithm. In the �rst

sheme, only the beaon node sends pakets and all regular nodes are able to synhronize and

ompute their positions with a zero ommuniation ost algorithm. In the seond sheme, a
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Figure 7.6: Impat of real world inauraies on the Mobilis algorithm: (a) Impat of the

RSSI inauray on the loalization part; and (b) Impat of the one hop synhronization

inauray on the synhronization part.

modi�ed version of the RTT tehnique is used to estimate the pakets' delay and synhronize

the nodes. In this last ase, we also take advantage of the additional paket exhange to

improve the performane of the positioning part. In the best option, the proposed algorithm

shows the importane of ombining both positioning and synhronization into a single uni�ed

problem of loalization in time and spae. By doing so, the proposed algorithm manages to

improve synhronization in the �rst sheme and loalization in the seond sheme, in ontrast

to the senarios in whih these problems are solved separately. In both ases, ommuniation

and proessing resoures an be redued, thus saving energy and network resoures.

In terms of the appliability of our Mobilis algorithm, we an say that the proposed al-

gorithm is more suitable for outdoor or underwater WSNs where there is the possibility of

deploying a mobile beaon node. The proposed algorithm does not have any salability nor

density issues in terms of the obtained results and ommuniation overhead. Both synhro-

nization and loalization errors are the lowest in omparison to the other proposed solutions.

Our performane evaluation shows an average synhronization error of only 2-4µs and also a

loalization error of about 10% of the node's ommuniation range, whih makes the Mobilis

algorithm suitable for most protools and appliations that require timing and/or positioning

information to funtion properly.

The main drawbak of our proposed Mobilis algorithm is that it requires the use of a

beaon node apable of moving throughout the network. Also, depending on the veloity of

the mobile beaon some nodes will have to wait for a long time before they beome able to

loalize themselves. However, aside from these disadvantages, the use of mobile beaons is still

onsidered the only solution available for some senarios suh as underwater WSNs (Chan-

drasekhar et al., 2006). Thus, the proposed solution an be used to loalize nodes in time and

spae in a number of senarios in whih the urrent proposed solutions are unable to work.



Chapter 8

Conlusions

8.1 Final Remarks and Summary of Contributions

Wireless Sensor Networks are basially guided by events. An event by itself an be de�ned

as being omposed of a ausal riterion and a spatiotemporal riterion. The �rst riterion

spei�es the type of event, while the seond spei�es the loation in time and spae where

the event ourred. A sensor node is able to identify the �rst riterion easily by using its

own sensing devies. The spatiotemporal riterion, on the other hand, an only be identi�ed

when the sensor nodes of a WSN have synhronized loks and are able to determine their

physial loation. Time and spae information is also required by a number of algorithms and

protools in WSNs suh as data fusion, objet traking, energy maps, and density ontrol.

Thus, synhronization and positioning for WSN-based appliations are hallenging problems

that need to be addressed.

In this thesis, we propose that synhronization and positioning in WSNs are atually two

parts of the same problem: loalizing the nodes in a network in both time and spae. Neither

loation without time nor time without loation is a omplete set of information in these

networks. The similarities between these problems also suggest that they an and should be

addressed as a single problem. From our perspetive, time an be seen as another dimension

of spae. In onsequene, we need to solve a 4D positioning problem. By treating these

problems in this way, network resoures an be onserved and both problems an show better

performane.

The wide range of appliability of WSNs as well as the di�erent senarios in whih their

deployment is envisioned result in a very well-known harateristi of these networks: there is

no single solution for a problem in WSNs. As a result, di�erent solutions are proposed for the

same problem in WSNs. Eah of these solutions is designed to target a spei� senario suh as

dense or sparse networks; small, medium, or large sale networks; stati, low or highly mobile

networks; underwater, underground, indoor, or outdoor networks; et. Thus, in WSNs, the

hoie of whih protools and algorithms to use to provide the network infrastruture (e.g.,

aess media, routing, synhronization, and loalization) will depend on both the senario in

whih the nodes will be deployed and the envisioned network appliations.

82
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Due to this inability to produe a single solution to a problem in WSNs, in this thesis we

propose three di�erent solutions for the loalization in time and spae problem: the Synapse,

Lightness, and Mobilis algorithms.

• The Synapse Algorithm: The Synapse algorithm (SYNhronization And Positioning for

SEnsor networks � shown in Chapter 5) is a time-spae loalization algorithm designed

for use in small to medium sized WSNs. The Synapse algorithm is based on the APS

(Ad Ho Positioning System) loalization system (Niulesu and Nath, 2001). It obeys

the same priniples as the APS, resulting in the same loalization features and om-

muniation overhead, but with the additional apability of loating nodes in time (i.e.,

synhronization). The main idea of this algorithm relies on the fat that beaon nodes

(GPS-equipped nodes that help to loate other nodes) already have synhronized loks,

sine they get their timing information from the GPS. Synhronized loks loated in

di�erent parts of the network are able to estimate the times at whih a paket leaves

a beaon node and arrives at another beaon node. Based on this information, we an

ompute the average time of a hop. A regular node synhronizes its lok by onsidering

the average time of a hop and the number of hops between itself and eah beaon node.

Our simulation results show that the Synapse algorithm an synhronize the nodes'

loks with a preision of a few miroseonds.

• The Lightness Algorithm: The Lightness algorithm (Lightweight Time and Spae loal-

ization � shown in Chapter 6) has some key aspets. First, the positioning omponent

is based on Reursive Position Estimation (RPE) (Albowiz et al., 2001), a well-known

and salable positioning system for sensor networks that requires only 5% of the nodes

to be GPS-enabled beaon nodes. Seond, this algorithm assumes that beaon nodes

already have synhronized loks, sine they an get their timing information from GPS.

Third, both timing and positioning information are propagated in the network with an

O(n) ommuniation ost. At last, we use the paket delay measurement (Maroti et al.,

2004; Ping, 2003) to estimate the delay of a paket and synhronize neighbor nodes us-

ing only one broadast. Simulation results show that the Lightness algorithm an sale

to thousands of nodes, while keeping a synhronization error of a few miroseonds and

dereasing the positioning error (ompared to the original RPE algorithm).

• The Mobilis Algorithm: The Mobilis algorithm (Mobile Beaon for Loalization and

Synhronization � shown in Chapter 7) is a step further in the propose of a new ap-

proah for solving the time-spae loalization problem: the use of a mobile beaon. A

mobile beaon is a node that is aware of its time and position (e.g. equipped with a GPS

reeiver) and that has the ability to move around the sensor �eld. This beaon an be

a human operator, an unmanned vehile, an airraft, or a robot. A mobile beaon has

been suessfully applied to solve the positioning problem; however, to the best of our

knowledge, this is the �rst algorithm to address the use of a mobile beaon in synhro-

nization and time-spae loalization problems. The proposed time-spae loalization
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Algorithm
Number
of bea-
ons

Provides
Position-
ing?

Provides
Synhro-
nization?

Absolute
or Rela-
tive?

Infra-
stru-
tured?

Multi-
hop?

Comm.
Complex-
ity

RPE 5% nodes yes no Absolute no yes O(n)

DPE 4 yes no Both no yes O(n)

APS ≥3 yes no Absolute no yes O(nb)

MBL 1 mobile yes no Absolute no yes none

FTSP 1 no yes Relative no yes O(l + n)

DMTS 1 no yes Relative no yes O(l + n)

GPS 24 sat. yes Absolute yes no �

Synapse ≥3 yes Absolute no yes O(nb)

Lightness 5% nodes yes Absolute no yes O(n)

Mobilis 1 mobile yes Absolute no yes none or O(n)

Table 8.1: Comparison of algorithms. In terms of ommuniation omplexity, O(l) refers to

the omplexity of the leader eletion and O(b) is the number of beaon nodes.

algorithm, whih we refer to as the Mobilis algorithm, an synhronize nodes by using

the paket delay measurement (Maroti et al., 2004; Ping, 2003) or the paket round-trip

time (RTT). In the �rst ase, synhronization an be improved by the extra pakets

required for loation disovery, while in the seond, loalization an be improved by the

extra pakets required for synhronization.

Depending on the WSN senario and appliations envisioned, eah of our proposed algo-

rithms has its pros and ons. In Table 8.1, we ompare some of the main harateristis of

our proposed algorithms with respet to other known work found in the literature.

Finally, our proposed solutions on�rm a new trend in WSNs: integrated solutions. In

integrated solutions, multiple problems are solved jointly to provide heaper and better solu-

tions. Reent work on�rms this new trend of algorithms in WSNs. For instane, Nakamura

et al. (2005b) proposed a solution in whih the routing problem is solved with a data fusion

system in an on demand role assignment algorithm. Boukerhe et al. (2007b) proposed an

algorithm that solves both loalization and routing problems at the same time. In all of these

ases, the proposed integrated algorithms were able to save resoures in terms of ommuni-

ation ost, memory onsumption, and proessor usage when ompared to the solutions in

whih the problems are solved separately.

8.2 Diretions for Future Researh

The results obtained in this thesis are very promising. The solutions proposed in the urrent

work usually take advantage of both the additional hardware required for loalization to

improve the performane of synhronization and the additional ommuniation required for

synhronization in order to improve the performane of loalization. In the end, we have a

time-spae loalization system with improved results for both loalization and synhronization

with a ommuniation ost lower or, in the worst ase, equal to the ase where loalization

and synhronization are solved by di�erent and independent solutions. However, during the
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progress of this thesis work, we also notied some issues that an be arried out in future work

and projets.

In the Synapse algorithm, future studies will inlude its implementation in a testbed om-

posed of MiaZ nodes. We also plan to use the RSSI (Reeived Signal Strength Indiator �

available in the nodes and also used by the loalization systems) to estimate the propaga-

tion time of the pakets in order to derease even further the non-deterministi delays and,

onsequently, the synhronization errors as well. This last experiment ould be also arried

out using the TDoA tehnique as explained in Setion 4.4.1. In this last ase, the available

information of both distane (omputed throw TDoA) and signal strength ould also be used

to detet obstales between two nodes, whih ould be useful for other appliations suh as

robot guidane.

In the Lightness algorithm, as mentioned, the positioning part of the proposed system

does not work well in sparse networks sine the positioning reursion of suh a system an

stop or not start at all, both of whih will stop the synhronization. Another possible solution

is to make the synhronization reursion ontinue even if the loalization reursion stops due

to lak of referene nodes. In this last ase, synhronization would not be a�eted. In the

synhronization part of the Lightness algorithm, we an investigate using better one hop

synhronization tehniques suh as the RTT. In this ase, the inreased ommuniation ost

of the synhronization ould be used to redue the positioning error. Finally, a study should

be done on how to remove the GPS dependeny of the Lightness algorithm, sine it limits the

algorithm's usability to outdoor senarios.

In theMobilis algorithm, the trajetory of the mobile beaon needs to be planned arefully.

If there are parts of the network that are not overed by the mobile beaon's trajetory, the

nodes in that area will not be able to ompute their positions and synhronize their loks. One

solution to this problem is to ombine the Mobilis algorithm with another kind of algorithm

suh as the reursive or DV-Hop algorithms used in our previous solutions. In this ase, any

nodes not overed by the trajetory of the mobile beaon ould estimate their positions based

on the positions and times of the nodes that have been able to estimate their positions and

synhronize their loks using the pakets sent by the mobile beaon. Another solution is to

make the nodes keep trak of the routes to the urrent loation of the mobile beaon and

make the unknown and unsynhronized nodes send a trajetory request to the mobile beaon

after some time. In this ase, the mobile beaon ould be headed toward the �rst intermediate

node with a known position in the trajetory request. Finally, the trajetory of the beaon

node ould be dynamially traed as a funtion of the network information suh as nodes'

density and energy maps.
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Appendix A

Glossary of Terms

AHLoS Ad-ho Loalization System

AoA Angle of Arrival

APS Ad ho Positioning System

DMTS Delay Measurement Time Synhronization

DoA Diretion of Arrival

DPE Direted Position Estimation

FTSP Flooding Time Synhronization Protool

GAF Geographial Adaptive Fidelity

GEAR Geographial and Energy Aware Routing

GPS Global Positioning System

MAC Media Aess Control

MBL Mobile Beaon Loalization

NS Network Simulator

NTP Network Time Protool

RBS Referene-Broadast Synhronization

RPE Reursive Position Estimation

RSSI Reeived Signal Strength Indiator

RTT Round Trip Time

TDoA Time Di�erene of Arrival

ToA Time of Arrival

ToF Time of Flight

TPSN Timing-Syn Protool for Sensor Networks

UTC Coordinated Universal Time

WSN Wireless Sensor Network
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