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Resumo 

Efeitos galvânicos desempenham um papel importante no mecanismo de oxidação de 

sulfetos minerais. A pirita (FeS2) é o sulfeto mineral mais abundante na Terra e, na 

presença de arsenopirita (FeAsS), sua oxidação diminui. Consequentemente, a taxa de 

oxidação de arsenopirita é aumentada, liberando as espécies As(III) e As(V) no meio. Estas 

espécies são um perigo para o meio ambiente e podem se tornar um problema de saúde 

nas regiões de mineração. Nesta tese reportamos a investigação do par galvânico gerado 

pela interface pirita/arsenopirita a partir de cálculos DFT/ondas planas (Capítulo 3). Para 

construir os modelos de interface, inicialmente testou-se a comensurabilidade entre a 

superfície (100) de pirita (superfície de pirita com maior ocorrência na natureza) com as 

doze superfícies de arsenopirita relatadas na literatura. Dentre todas as superfícies 

avaliadas, foram construídas as interfaces mais estáveis e avaliadas a sua estabilidade 

junto com suas propriedades eletrônicas. Como a pirita e arsenopirita apresentam 

diferentes (i) distâncias de ligação e (ii) parâmetros das redes cristalinas, não é possível 

combinar perfeitamente as fases. Como consequência, sítios octaédricos distorcidos e 

tensões estruturais são formados na região interfacial. Esta observação está de acordo 

com a análise do trabalho de adesão estimado e com os cálculos de energia de formação. 

Ambos os parâmetros sugerem que a formação da interface pirita/arsenopirita não é 

termodinamicamente favorável. Isto está de acordo com o que é observado em amostras 

naturais. 

A reatividade local das interfaces foi avaliada a partir da adsorção de água (Capítulo 4). 

Foram encontrados valores de adsorção comparáveis entre as três interfaces FeS2/FeAsS 

e as fases isoladas (FeS2 e FeAsS). Isto sugere que a possível formação da interface ocorre 

sem modificar as propriedades ácido-base de Lewis dos sítios ativos na ruptura do 

material. Cálculos de Band Offset (Capítulo 5) mostraram que seus valores de band gap 

das interfaces são pelo menos três vezes menores que os valores encontrados para a pirita 

ou a arsenopirita isoladas. Uma vez que os sulfetos minerais são materiais 

semicondutores que podem participar de reações eletroquímicas, a diminuição do band 

gap facilita a transferência de elétrons ao longo de sua estrutura. Este fato contribui para 

explicar por que as interações galvânicas aumentam a oxidação de arsenopirita na 

presença de pirita. O presente estudo ressalta a importância de efeitos galvânicos para 

entender o mecanismo de oxidação da arsenopirita na presença de pirita. 
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Foi desenvolvida uma metodologia capaz de simular a interface água/pirita (capítulo 6). 

É sabido na literatura que o método DFTB2 não descreve bem propriedades estáticas e 

dinâmicas da água líquida. Por isso foi feito a reparametrização dos parâmetros DFTB2 a 

partir de uma correção empírica da energia de repulsão DFTB2 construindo os 

parâmetros nomeados nesta tese como water-matsci. Funções radiais do tipo O-O e O-H 

foram descritas com ótimo acordo com dados experimentais. Além disso, os novos 

parâmetros são capazes de descrever a tetraedralidade das moléculas de água nas 

temperaturas de 298 e 254 K. Finalmente, foi observado que a modificação dos 

parâmetros não modifica a energia de adsorção de água na superfície (100) da pirita. 

Os cálculos de uma nova rota para a oxidação da espécie adsorvida SO2 amplia a 

compreensão do mecanismo de oxidação da pirita (Capítulo 7). Até o momento apenas as 

etapas iniciais do processo de oxidação da pirita foram feitas a partir de cálculos teóricos. 

De acordo com os nossos cálculos, observa-se que a dissociação da espécie SO2 pode 

ocorrer sobre a superfície (100) da pirita. A energia de ativação (0.44 eV) foi estimada em 

aproximadamente metade do valor da energia de ativação da etapa limitante da reação 

global (0.80 eV), o que sugere que esta espécie pode ser formada na superfície da pirita. 

Além do mais, a espécie SO2 leva a formação dos intermediários SO3 e SO4 com energias 

de ativação menores que 0.16 eV (valor 5 vezes menor que a etapa limitante). Outro 

aspecto importante do mecanismo proposto por nossos cálculos é o fato que a molécula 

de oxigênio é capaz de reagir com a espécie SO2 na superfície. Esse tipo de reação sobre a 

superfície da pirita ainda não tinha sido explorado por cálculos teóricos, porém já tinha 

sido sugerido com análises experimentais. A rota investigada de oxidação do SO2 

adsorvido pelo oxigênio molecular foi denominada reações do Tipo III que ocorrem na 

superfície da pirita. 

Palavras-chave: Sulfetos minerais, pirita, arsenopirita, pares galvânicos, interfaces, DFT, 

DFTB. 
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Abstract 

Galvanic effects play an important role in the oxidation mechanism of sulfide minerals. 

Pyrite (FeS2) is the most common sulfide mineral in the Earth, and in the presence of 

arsenopyrite (FeAsS) its oxidation is delayed and the oxidation rate of arsenopyrite is 

increased, releasing As(III) and As(V) species in the medium. These arsenic ions are an 

environment hazards and become health problem in the vicinities of the mining regions. 

We report a DFT/plane waves study of the pyrite/arsenopyrite galvanic cell (Chapter 3). 

To build the interface models we tested the commensurability of the pyrite (100) surface 

(the pyrite surface with highest occurrence in the nature) with the twelve arsenopyrite 

surfaces reported in the literature. Among all evaluated surfaces the most stable 

interfaces were built, and their structure, stability, and electronic properties were 

evaluated. As pyrite and arsenopyrite have different (i) bond distances and (ii) crystal 

lattice parameters, it is not possible to perfectly match the phases, and distorted 

octahedral sites are formed in the interfacial region. Consequently, strained structures are 

observed. This structural observation agrees with the word of adhesion and the formation 

energy analysis. Both parameters suggest that the formation of FeS2/FeAsS interface is 

not favourable. This is in agreement with what is observed in natural samples. 

The local reactivity of the interfaces was evaluated by water adsorption energies (Chapter 

4). Comparable adsorption values were found among the interfaces (FeS2/FeAsS) and 

isolated phases (FeS2 and FeAsS). This suggests that the possible interface formation 

would occur without modifying the Lewis acid-base properties of the active sites in the 

event of material rupture. Band offset (Chapter 5) calculations for the most stable 

interfaces showed that their band gap values are at least three times lower than the values 

found for the pure pyrite or arsenopyrite. Since sulfide minerals are semiconductor 

materials that can participate in electrochemical reactions, the decrease in the band gap 

thus facilitates electron transfer at the pyrite/arsenopyrite interface. This fact contributes 

to explain why the galvanic interactions increase the oxidation of arsenopyrite in the 

presence of pyrite. The present study underlines the importance of galvanic effects to 

understand the oxidation mechanism of arsenopyrite in the presence of pyrite. 

It was developed a methodology capable of simulating the water/pyrite interface (chapter 

6). It is known in the literature that the DFTB2 method does not describe well static and 
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dynamic properties of liquid water. Therefore, the DFTB2 parameters were 

reparametrized from an empirical correction of the DFTB2 repulsion energy by 

constructing the parameters labelled in this thesis as water-matsci. Radial functions of 

type gO-O and gO-H were described in agreement with experimental data. In addition, the 

new parameters are capable of describing the tetrahedrality of the water molecules at 

temperatures 298 and 254 K. Finally, it was observed that the modification of the 

parameters does not modify the water adsorption energy at the pyrite surface (100). 

All calculations of a new route for the adsorbed SO2 oxidation extend the knowlegment 

about the pyrite oxidation mechanism (Chapter 7) As far as we know, only the initial 

stages of the pyrite oxidation process have been made from theoretical calculations. 

According to our calculations, it is observed that the dissociation of SO2 species can occurs 

on the surface. The activation energy (0.44 eV) was estimated to be approximately two 

times the activation energy of the limiting step of the global reaction (0.80 eV), suggesting 

that this species can be formed on the pyrite surface. Moreover, the SO2 species leads to 

the formation of adsorbed SO3 and SO4 species on the surface with activation energies 

lower than 0.16 eV (this value is 5 times less than the rate limiting step). Another 

important aspect of the mechanics proposed by our calculations is the fact that oxygen 

molecule is capable to react with the SO2 species on the surface as it was suggested by 

experimental analyses, but up to date, it was not theoretically calculated. The investigated 

route for the adsorbed SO2 oxidation by the molecular oxygen was labelled as Type III 

reactions that occur on the pyrite surface. 

Key-words: Sulfide Minerals, pyrite, arsenopyrite, galvanic couples, interfaces, DFT, 

DFTB. 
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Chapter 1 – Sulfide minerals and galvanic interactions 

Preamble: Noble and base metals of economic importance are normally associated to 

metal sulfides (pyrites) and their extraction may imply in important environmental 

impact, mostly due to the acid rock drainage (ARD). When exposed to atmosphere and 

humidity, sulfide minerals are oxidized to form sulfuric acid in the medium. In addition, 

the oxidation of mineral sulfides directly affects soil quality, since toxic metals and 

metalloids (such as Hg, As and Cd) are released in the environment. Several factors act 

accelerating oxidation processes of these minerals, and the association of two or more 

minerals in galvanic pairs greatly aggravates the rate of dissolution of these minerals. This 

work aims to study the galvanic interaction between pyrite and arsenopyrite. Pyrite is the 

most abundant sulfide mineral and it is mostly responsible for the formation of ARD 

products. Arsenopyrite is also associated with gold, copper ores, among others, and in 

nature and its dissolution process releases arsenic into the environment. 

  

Sulfide minerals and acid rock drainage 

Sulfide minerals are considered the most diverse minerals in terms of its physical, 

chemical, and structural properties (Figure 1). Such diversity originates from their more 

complex crystal and electronic structures when compared to other class of materials.[1, 

2] The main reasons are found in the variety of oxidation states, coordination numbers, 

symmetry, density and stoichiometry. Furthermore, sulfide minerals can participate in 

both acid–base and redox reactions, thus their exposed surfaces can be the place where 

different reaction mechanisms can occur. Accordingly to Vaughan et al.,[3] the electrical 

and magnetic properties of metal sulfides are arguably the most diverse found in any 

group of materials. They are diamagnetic insulators (e.g. ZnS), diamagnetic 

semiconductors (e.g. FeS2, PbS, and FeAsS), antiferromagnetic semiconductors (e.g. 

CuFeS2), and even magnetic and non-magnetic metallic conductors (e.g. Fe7S8 and Fe9S10). 

Recently, new developments have been achieved in superconductor synthesis, such as 

CuS.[4, 5] On this sense, several new technological materials are synthesized exploring 

the properties of these minerals. Their applications are broad: production of solar and 

photochemical cells, solid batteries, superconductors and in heterogeneous catalysis.[6] 
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Another important point is the fact that it has been argued that sulfide minerals can 

catalyze reactions responsible for the origin of life on Earth.[7, 8] 

 

Figure 1- Sulfide minerals and crystallographic structures. 

Sulfide minerals form one of the most important classes of minerals and are source 

of non-ferrous metals on Earth, hence different processes of metal extraction are used in 

the mining industry.[9] There are two possible routes for obtaining the metals from the 

sulfide minerals. Traditionally, the preferred route is the pyrometallurgical. Although 

widely used, the pyrometallurgical process is currently less attractive due to the lower 

copper content in the available ore in nature, increasing the extracting cost of the desired 

metals. An alternative to the pyrometallurgical extraction procedure, is the 

hydrometallurgical process. The latter process is based on ore leaching, which consist in 

extracting an element component through their dissolution in a solution. The advantage 

of the hydrometallurgical route is that it is able to treat ores with low metal content, 

making it more economically viable than the pyrometallurgical route. 

Besides the industrial/economic importance of the sulfide minerals, they have 

been studied due to the consequences of their spontaneous oxidative dissolution when 

they are exposed to the environment.[10, 11] The technological and environmental 

importance of this phenomenon makes it an important subject of research from both 

fundamental and industrial perspectives. Particularly, sulfide minerals when exposed to 

atmospheric air and humidity are oxidized to form sulfuric acid in the medium. This 
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phenomenon is called Acid Rock Drainagei (ARD) and has several consequences for the 

balance of biological and chemical systems found in the environment.[9] The ARD 

solutions carry significant environmental problems because ARD waters can be harmful 

to humans and other life forms.[10, 12] A major problem related to ARD is the 

acidification of aquifers near mining areas. This directly disturbs all the biodiversity 

around the affected areas. In addition, the oxidation of mineral sulfides directly affects soil 

quality, since toxic metals (such as Hg, As and Cd) are released to the environment. 

The ARD chemical reactions can be explained considering the pyrite oxidative 

process. It is the most abundant sulfide mineral and a reference for studying other 

important mineral sulfides.[13] The pyrite oxidation reactions are given in Eqs. (1.1)–

(1.5). The initial step is described in Eq. (1.1), where the dissolution of the mineral occurs, 

forming the SO42-, Fe2+, and H+ ions in the medium. After the oxygen molecule reacts with 

pyrite releasing Fe2+(aq), acid and sulfates, the Fe2+(aq) ions are subsequently oxidized to 

Fe3+ (Eq. (1.2)). As the concentration of Fe3+ increases, the oxidation proceeds following 

the reaction described by Eq. (1.3) increasing the pH of the medium. As the concentration 

of dissolved Fe3+ decreases with increasing pH, parallel Fe3+ precipitation reactions occur 

forming hydroxides (Fe(OH)3) and oxy-hydroxides (FeOOH), following the Eq. (1.4) and 

Eq. (1.5), respectively. 

FeS2 + 7/2O2 + H2O = Fe2+ + 2SO42- + 2H+ (1.1) 

Fe2+ + 1/4O2 + H+ = Fe3+ +1/2 H2O (1.2) 

FeS2 + 14Fe3+ + 8H2O = 15Fe2+ + 2SO42- + 16H+ (1.3) 

Fe3+ + 3H2O = Fe(OH)3 + 3H+ (1.4) 

Fe3+ + 2H2O = FeOOH + 3H+ (1.5) 

Comparing the oxidation reactions of the different mineral sulfides, it is possible 

to comprehend the general reactions of the process as a self-catalytic cycle. Taking again 

pyrite as a reference, Figure 2 shows a simple scheme that summarizes the oxidative 

process of sulfide minerals. Initially, the oxidation occurs by the O2 and H2O agents. In 

aqueous media or even in direct contact with the air, both molecules are present, and can 

oxidize any sulfide mineral. The former reaction release ions in the medium (in the case 

                                                        
i When associated to mining industry, it is also called as Acid Mine Drainage (AMD). 
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of pyrite, it releases ferric ion in the medium). The ferric ions (Fe(III)) act as oxidant 

agents of the pyrite surface forming ferrous (Fe(II)) ions. The ferrous ions react with the 

oxygen molecule and the hydronium to form again the ferric ion. A Fe2+/Fe3+ cycle 

between the iron species occurs until the oxidation reaction finishes. 

Numerous factors can affect the oxidation kinetics of the mineral sulfides. 

Generally, sulfides dissolution oxidation are accelerated (or retarded) by several factors 

including pH,[14] oxidant type (eg. O2 and Fe3+),[15-17] oxidant concentration,[15-17] 

grain size,[18, 19] and non-sulfide minerals (the most common is the SiO2). Oxidation is 

further complex since the electrochemical nature of sulfides are affected by trace element 

contents such as Cu, Zn, Ni, Co, Ag, As, Ti, Mg, Mn, Al and Si. Then,  the exact chemical 

composition of the sample will dictate the specific oxidation pathway.[20-24] ARD is a 

spontaneous process, nevertheless its production is also catalyzed in the presence of the 

bacterial species: Acidithiobacillus ferrooxidans, Acidithiobacillus thiooxidans and 

Leptospirillum ferrooxidans. Different reaction pathways are also observed in the 

presence of these microorganisms. 

 

Figure 2- Self-catalytic oxidation of pyrite. The initial process of pyrite dissolutive 
oxidation is shown. 

Chemical, biological and physical factors added to intrinsic characteristics of each 

mine make ARD highly variable site-to-site. Furthermore, there are no standardized 

methods for measure or reducing the risk of ARD in the environment.[10] Likewise, the 

separation of sulfide minerals (generally pyrite from the other minerals) by flotation and 

leaching methods increases the costs for mining industry.[10, 18] It has been reported 



5 
 

[18] that the cost to treat and remediate ARD mining concentrates in the word are more 

than 100 billion dollars. New approaches for predicting and mitigating the ARD can only 

be envisaged if its mechanism is understood in detail at a molecular level. 

  

Galvanic effects on sulfide minerals oxidation  

In addition to the factors mentioned above, it is extremely important to consider 

that sulfide minerals are associated forming galvanic pairs. In nature, sulfurous ores are 

complex solid mixtures and, consequently, their structural, mechanical and especially 

their electrochemical properties are difficult to be assessed. Nowadays, 

hydrometallurgical routes are also considered for treating low-grade ores instead of 

pyrometallurgical processes. However, the secondary reactions provoked by the galvanic 

interactions between associated minerals within the concentrates can prevent the 

recovery of noble metals. In aqueous leaching or bioleaching systems the galvanic 

interaction substantially increases the oxidative dissolution of one or both of the minerals 

that constitute the galvanic cell.[25-39] This will depend on the electrochemical 

characteristics of the minerals and on the occurrence of the distinct sulfides contained in 

the soils, sediments, substrates and ore concentrates. Since pyrite is ubiquitous mineral 

in Earth’s, it is commonly found associated with other important minerals, such as: 

sphalerite,[40]  galena,[25, 26, 37] marcasite,[25] covellite,[25, 40] bornite,[25, 40] 

chalcopyrite[40-47] and arsenopyrite.[48-55] 

Table 1- Rest potential for different sulphide minerals at pH 4. Values quoted from 
Ref. [25]. 

Mineral Formula unit RP,
 
V vs. SHE 

Pyrite FeS2 0.66 
Marcasite FeS2 0.63 
Chalcopyrite CuFeS2 0.56 
Spharelite ZnS 0.46 
Covelite CuS 0.45 
Bornite Cu5FeS4 0.42 
Galena PbS 0.40 
Argenite Ag2S 0.28 
Stibnite Sb2S3 0.12 

Molybdenite MoS2 0.11 
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The contact of distinct sulfide minerals initiates the galvanic effect in the presence 

of an electrolyte. One mineral will act as anode promoting the oxidation reaction and the 

other as cathode, in which the reduction reaction occurs.[29, 56] The reactivity of 

minerals forming mixtures or solid solutions can be measured from its rest potential (RP), 

see Table 1.[25, 29, 30, 36, 38] As previously defined,[25] the RP of a mineral electrode is 

the potential difference across the mineral–solution interface when the mineral surface is 

at electrical equilibrium with respect to electrochemical processes. Pyrite has the highest 

RP among the sulfides, thus, pyrite is the least reactive sulfide minerals, and, 

consequently, it will rule the oxidation process of the other associated minerals.[25, 33] 

Consequently, pyrite acts as a cathode in the oxidative process and more reactive sulfides 

as an anode (see Table 1). 

 

Figure 3- Dissolution rate (mol.m-2.s-1) for single and two phases system. Obtained 
from Ref. [40]. 

One might argue that the ideal formula is not found naturally for any mineral, and 

trace element contents are responsible to vary the absolute value of pyrite RP. 

Notwithstanding, electrochemical measurements for a large number of samples from a 
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variety of geological environments showed a slight variation in the rest potentials 

measurements.[30, 38, 57] The data suggest that the rest potentials are more affected by 

the galvanic processes due to the associated minerals than by its elemental composition. 

Therefore the galvanic processes are the most important effect governing the dissolution 

rate of sulfide minerals in hydrometallurgical and natural systems.[57] 

Abraitis et al.[40] studied the kinetics of metal sulfides oxidation in acidic medium 

(pH 2.5 and 25 °C) monitoring the cation products (Zn2+, Fe2+, Cu+ and Pb2+) by ICP-AES 

(Inductively Coupled Plasma- Atomic Emission Spectroscopy).  In order to compare the 

oxidative behaviour of the target minerals and measure the influence of the galvanic 

effects in the reaction, the author studied at the same conditions the oxidation of the 

isolated phases and their oxidation in the presence of pyrite. The studied systems were 

galena/pyrite, chalcopyrite/pyrite, sphalerite/pyrite, pyrite, galena, and chalcopyrite. 

The oxidation rates obtained after 200 min of reaction are shown in Figure 3. The results 

showed that in the presence of pyrite the dissolution of sulfides mixed-mineral systems 

can be dramatically affected by galvanic effects, and the rates can increase by factor as 

greater than 3 or 5 times if compared with the isolated phases in the same experimental 

conditions. By analysing in detail the results shown in Figure 3, it is possible to observe 

that the galena/pyrite galvanic pair presented an anomalous result, being the dissolution 

rate of the interface around 30 times greater than the oxidation of the isolated phases. 

  

Pyrite/arsenopyrite galvanic pair  

In the study of the galvanic interactions between sulfide minerals, a better 

understanding of the pyrite/arsenopyrite galvanic interaction is important by many 

reasons. Arsenopyrite (FeAsS) is an important mineral because it is primarily associated 

with other sulfide minerals and valuable metals (e.g., copper, silver, and gold). In certain 

ores, it has considerable economic significance since it carries the major portion of gold 

in the ore. Its exposition to the environment leads to acid rock drainage releasing arsenite 

[As(III)] and arsenate [As(V)] in addition to acid and heavy metals, which is hazardous for 

the environment. Also, arsenopyrite environmental problems have been a major concern 

in the mineral industry. 
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Natural arsenopyrite samples are always associated with pyrite, and in its 

composition generally it is found large randomly contact domains of pyrite distributed in 

its structure.[58-61] In several studies the galvanic pair formed by arsenopyrite and 

pyrite minerals increases the dissolution oxidation process.[48-55] Urbano et al.[55] 

carried out a voltammetric study of arsenopyrite containing 11.84% of pyrite 

mineralogical impurity and compared the results to the oxidation of a natural pyrite 

mineral containing 98.96% of purity. The authors concluded that the reactivity in the 

presence of galvanic effects are electrochemically modified, and the pyrite oxidation is 

delayed when it is associated to the arsenopyrite. Consequently, the oxidation process of 

arsenopyrite is enhanced with larger production of arsenic in the medium. 

 

Figure 4- Scheme showing the oxidation of arsenopyrite in the presence of pyrite. 

The electrochemical behaviour of pyrite and arsenopyrite minerals in contact to 

each other has been intensely investigated.[30, 54] It has been found that oxidation of the 

pyrite/arsenopyrite is similar to the isolated pyrite or arsenopyrite, and a large quantity 

of sulfate is produced. However, the reaction mechanism has not been identified. Other 

authors[25, 48, 53, 55] found that pyrite oxidation proceeds via a complex sequence of 

series and parallel reaction steps which can be proposed from the electrochemical data. 

Briefly, the oxidation of arsenopyrite in the presence of pyrite can be understood 

according to the scheme shown in Figure 4, where a sequence of cathodic and anodic 

reactions is shown. 
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Objective 

The knowledge about the surface chemistry of these minerals and their chemical 

reactivity is the first step to understand and determine the oxidation mechanism of the 

mineral sulfides. Its relevance is related to the development of improved methods for 

controlling the ARD and for metal extraction with better environmental performance are 

present. Many studies on the reactivity of mineral sulfides are available in the 

literature.[45, 48, 55] The reactivity of the minerals is directly related to their atomic 

structure, composition, geometry and its electronic properties. Computer simulation of 

this intricate reactions can provide insights about the reaction mechanism at a molecular 

level and help to interpret the large experimental data reported in the literature. The 

development of efficient computational methods makes computational chemistry an 

important tool for investigating the microscopic behaviour of these mineral surfaces. 

Density Functional Theory (DFT) is widely used for investigating reactions and is 

particularly important in the study of solid phase materials. The DFT enables accurate 

estimates of the chemical properties in a reasonable calculation time. Recently, modelling 

the oxidation mechanism of pyrite[62, 63] and arsenopyrite[64] in the presence of oxygen 

and water has been subject of investigations. However, to the best of our knowledge, no 

tentative to model the pyrite inlay in arsenopyrite has been modelled.  

The main objective of this thesis is to provide initial insights on structural and 

electronic properties of the pyrite/arsenopyrite interface and its comparison with the 

results for the isolated pyrite and arsenopyrite are provided. To achieve this goal, the 

following steps were pursued: 

1. To study the crystalline phases of pure pyrite and arsenopyrite minerals, and then 

identify their most favoured surfaces exposed in nature (chapter 3). 

2. To propose a model of the pyrite associated with arsenopyrite (Chapter 3). 

3. To study the stability and the electronic structure of the pyrite/arsenopyrite 

interface and compare to the electronic structure of the isolated phases of pyrite 

and arsenopyrite (Chapter 3). 

4. To evaluate the local reactivity of slabs based on the interface-bulk structures 

obtained in chapter 3 (Chapter 4).  
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5. To study the galvanic interaction of pyrite/arsenopyrite by means of the Band 

Offset (Chapter 5). 

 

In parallel, two other topics were studied in this thesis.ii 

 

6. To develop DFTB (more details in Chapter 2) parameters in order to describe 

liquid water in contact with pyrite (100) surface (Chapter 6). 

7. To extend our understanding of the oxidation mechanism of pyrite to include the 

formation of S-containing species (Chapter 7). 

  

                                                        
ii Topic 6 and 7 will be better introduced in their respective chapters. 
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Chapter 2 - Simulation techniques 

Preamble: Density functional theory (and its approximation DFTB) has been used with 

remarkable success in many fields and it is the first-choice method for investigating the 

solid state. The simulation codes can calculate a vast range of structural, electronic, 

chemical, and thermodynamic properties. In this Chapter, we present an overview of the 

fundaments of DFT and its applications. Not all the theoretical aspects will be approached 

in this work, additional discussions can be found in the quoted references. 

  

Density functional theory  

The development of quantum mechanics in the early twentieth century made 

feasible the estimation of structural, electronic, electrical, and mechanical properties of 

solids and molecules. Although the analytical solution of the Schrödinger equation is 

limited to systems containing only one electron, approximate numerical methodologies 

allow the solution of a multielectron problem with an acceptable level of accuracy. Among 

these methodologies, the Hartree-Fock (HF) method stands out, although the electronic 

correlation is neglected. The correlation energy is important to describe many chemical 

processes, and can be included in the calculations by the so-called post-Hartree-Fock[65-

68] (such as: Møller–Plesset perturbation, coupled-cluster, and configuration interaction) 

methods, and alternatively, by the Density Functional Theory (DFT). When compared to 

post-Hartree-Fock methods, the DFT method has lower computational cost, and because 

of that in the last decades DFT has been widely used to describe the electronic structure 

of large systems containing hundreds of atoms. Particularly, the DFT approach has been 

broadly used in the study of solids, surfaces, and interfaces. Therefore, in this work the 

DFT was chosen as a base methodology to perform the computations. 

The practice of using the electronic density, 𝜌(𝒓) , as a basic variable was first 

performed by Drude[69, 70] in early twentieth century. According to Drude,[71] the 

electron behaviour in a metal can be described as an homogenous gas and apply the 

kinetic theory of gas. Such approximation permitted to describe the thermal and electric 

conduction properties providing numbers with the same order of magnitude as the 
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experimental values. Starting from Drude’s ideas different models have been 

developed,[71, 72] however, the use of 𝜌(𝒓) as a basic variable was only validated as an 

exact theory with the publication of two theorems by Hohenberg and Kohn (HK) in 

1964.[73] These two theorems provided the fundamentals of the modern DFT. The HK 

theorems proves that the ground state of an electron system is a functional of the electron 

density, and in principle with the knowledge of the electron density only it is possible to 

calculate all the properties of the system. The first theorem of HK states that the external 

potential, 𝜈(𝒓), is a unique functional of the electronic density. In other words, it shows 

that the electron density of a system determines the external potential, 𝜈(𝒓)  and the 

number of electrons, N: 

𝑁 = ∫ 𝜌(𝒓)𝑑𝒓. (2.1) 

The Hamiltonian, 𝐻̂, of the system is given by: 

𝐻̂ =   𝑇̂ + 𝑉̂𝑒 + 𝑈̂. (2.2) 

In Eq. (2.2) 𝑇̂ is the kinetic energy operator, 𝑉̂𝑒  is the repulsion operator related to the 

electron-electron classical and non-classical interactions. 𝑈̂ is the electron-core operator 

defined by the atomic nucleus charge, 𝑍𝐴, atomic position, 𝑹𝛼, and electron position, 𝒓𝒊: 

𝑈̂ =  ∑ ∑ −
𝑍𝛼

|𝑹𝛼 −  𝒓𝒊|

𝑀

𝐴

𝑁

𝑖

=  ∑ 𝜈(𝒓𝒊)

𝑁

𝑖

. (2.3) 

The second HK theorem establishes the DFT variational principle. Since the exact 

electronic density describing the system is not known, an approximate electron density 

𝜌̃(𝒓) will provide an energy equal to or greater than the exact energy of the system, 

(𝐸[𝜌̃] ≥ 𝐸[𝜌] =  𝐸0). 

In 1965, Khom and Sham[74] developed a methodology that allows the DFT 

calculations as it is done currently. Accordingly to Levy,[75] the Kohn-Sham equations can 

be interpreted as the solution of a non-interacting electron system that lead to the 

electron density of the interacting system. The Hamiltonian has an effective local 

potential, 𝜈𝑒𝑓𝑓(𝒓) , which generates the electron density of the interacting electron 

system: 
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𝐻𝐾𝑆 =  −
1

2
𝛻𝑖

2 +  𝜈𝑒𝑓𝑓(𝒓). (2.4) 

To obtain the fundamental state of this reference system, 𝛹𝐾𝑆, the wave function 

is approximated by an antisymmetric-product of N Kohn-Sham orbitals of an electron, 

𝜓𝑖
𝐾𝑆(𝒓𝒊), represented by Slater's determinant: 

 𝛹𝐾𝑆= 
1

√𝑁!
||

𝜓1
𝐾𝑆(𝒓𝟏) 𝜓2

𝐾𝑆(𝒓𝟏) … 𝜓𝑁
𝐾𝑆(𝒓𝟏)

𝜓1
𝐾𝑆(𝒓𝟐) 𝜓2

𝐾𝑆(𝒓𝟐) … 𝜓𝑁
𝐾𝑆(𝒓𝟐)

⋮
𝜓1

𝐾𝑆(𝒓𝑵)
⋮

𝜓2
𝐾𝑆(𝒓𝑵)

⋱ ⋮
… 𝜓𝑁

𝐾𝑆(𝒓𝑵)

||. (2.5) 

The one electron Kohn-Sham orbitals, 𝜓𝑖
𝐾𝑆 , and their eigenvalues, 𝜀𝑖, are obtained 

from the Schrödinger-like equation: 

(−
1

2
𝛻2 + 𝜈𝑒𝑓𝑓) 𝜓𝑖

𝐾𝑆(𝒓𝒊) =  𝜀𝑖𝜓𝑖
𝐾𝑆(𝒓𝒊), (2.6) 

and the electron density of the reference system can be calculated as a function of 𝜓𝑖
𝐾𝑆(𝒓𝒊) 

by the Eq. (2.7). 

ρ(𝐫) =  ∑ 𝑛𝑖|𝜓𝑖
𝐾𝑆(𝒓𝒊)|

2
𝑁

𝑖

, (2.7) 

The effective potential is local potential that is defined according to the following 

equation: 

𝜈𝑒𝑓𝑓(𝒓) =  𝜈(𝒓) +  ∫
𝜌(𝒓𝟏)

|𝒓 − 𝒓𝟏|
𝑑𝒓𝟏 +  𝜈𝑥𝑐(𝒓), (2.8) 

where the second term on the right side represents the Coulomb potential, and 𝜈𝑥𝑐(𝒓) is 

the potential due to the exchange-correlation energy, 𝐸𝑥𝑐[𝜌]. The former potential can be 

defined as the functional derivative of 𝐸𝑥𝑐[𝜌] with respect to 𝜌(𝒓), as indicated in the Eq. 

(2.9). 

𝜈𝑥𝑐(𝒓) =  
𝛿𝐸𝑥𝑐[𝜌]

𝛿𝜌(𝒓)
 (2.9) 
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Briefly, the KS method consists of using a reference system in which the electrons 

do not interact, but which has the same electron density of the real system. This reference 

system is solved through the Schrödinger equation, Eq. (2.6), which includes a local 

effective potential. The solution of this equation follows the protocol to solve the equation 

of the Hartree-Fock method, and the wave function must be expressed by a Slater 

determinant, Eq. (2.5). Since the effective potential, 𝜈𝑒𝑓𝑓(𝑟), depends on the electronic 

density, 𝜌(𝑟), the KS equations are solved by means of the Self-Consistent Field (SCF) 

procedure, Figure 5. 

 

Figure 5- Illustration showing the SCF procedure for DFT methods. 

Finally, the KS scheme allows to calculate the total electronic energy of the ground 

state: 

𝐸0[ρ(𝐫)] = ∑ 𝜀𝑖

𝑁

𝑖

−
1

2
∫

ρ(𝐫)ρ(𝐫′)

|𝒓 − 𝒓′|
𝑑𝒓𝑑𝒓′ + 𝐸𝑥𝑐 − ∫ ρ(𝐫)𝜈𝑥𝑐(𝒓)𝑑𝒓. (2.10) 

Since the exact analytical form of the 𝜈𝑥𝑐  potential is not known, Eq. (2.9), these XC 

functionals are constructed from different approximations. Several works have been 

devoted to the development and test of the different approximations of the Exchange-

correlation functional.[76-78] Basically, three approaches are mostly used for DFT 

quantum calculations: Local Density Approximation (LDA, references [79, 80]), 
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Generalized Gradient Approximation (GGA, references [81-86]) and hybrid functional[65, 

87-92] are some of the most used XC functionals. 

  

Plane waves 

The inherent symmetry features of the solids is normally used to decrease the 

computer efforts and the number of atoms explicitly treated in the structure.[6] From a 

microscopic point of view, a crystalline solid can be represented as a minimum set of 

lattice points in a periodically-repeating environment, termed unit cell.[72] Since the 

macroscopic solid is defined by the translation of the unit cell, we can define a translation 

vector R in real space. The Hamiltonian that describes the electrons in a crystalline solid 

is divided into the kinetic energy of the electrons, and the potential energy that obeys the 

following property: 𝑉(𝒓 + 𝑹) = 𝑉(𝒓) . This is periodic boundary condition that is 

reinforced to assure the periodicity of the crystalline solid. Bloch's theorem[71, 72] states 

that the eigenvectors can be written in the form of a plane wave (𝑒𝑖𝑲.𝒓) multiplied by the 

periodic function 𝑢𝑛,𝒌(𝒓), as established in: 

𝜓𝑛,𝒌(𝒓 + 𝑹) =  𝜓𝑛,𝒌(𝒓) =  𝑒𝑖𝑲.𝒓 𝑢𝑛,𝒌(𝒓), (2.11) 

here K are vectors in reciprocal space and 𝑢𝑛,𝒌(𝒓)  Bloch orbitals have the following 

property: 𝑢𝑛,𝒌(𝒓) =  𝑢𝑛,𝒌(𝒓 + 𝑹), consequently 𝜓𝑛,𝒌(𝒓 + 𝑹) = 𝜓𝑛,𝒌(𝒓). The term “n” in Eq. 

(2.11), is known as the band index,[71] and for each K-point the Schrödinger equation is 

solved to obtain a set of eigenvectors and eigenvalues. The set of “n” eigenvalues for the 

different K-points is known as the band structure. 

To solve Schrödinger’s equations, it is convenient to expand the wave function into 

a set of basis functions. For these systems, the 𝑢𝑛,𝑘(𝒓) is expanded into plane wave basis 

sets (∑ 𝐶𝑖,𝑮𝑒𝑖𝑮.𝑟
𝑮 ), where G is a vector in the reciprocal space (i.e. a G-vector is the 

representation of a R-vector in the Brillouin zone). Hence, the Eq. (2.11) is written as: 

𝜓𝑛,𝒌(𝒓) =  ∑ 𝐶𝑖,𝒌+𝑮𝑒𝑖(𝒌+𝑮).𝒓,

𝐺

 (2.12) 
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This expansion is normally truncated based on a kinetic energy cutoff (calculated by the 

expression: (−1 2⁄ )|𝒌 + 𝑮|2)).  

Substituting the Eq. (2.12) in the Kohn-Sham expression, Eq. (2.6), we arrive at the 

following expression: 

(−
1

2
𝛻2 + 𝜈𝑒𝑓) ∑ 𝐶𝑖,𝒌+𝑮𝑒𝑖(𝒌+𝑮).𝒓

𝐺

=  𝜀𝑖 ∑ 𝐶𝑖,𝒌+𝑮𝑒𝑖(𝒌+𝑮).𝒓

𝐺

. (2.13) 

By multiplying Eq. (2.13) by 𝑒−𝑖(𝒌+𝑮′).𝒓 and integrating over the coordinate space, 𝒓, we 

arrive at a particular form of the Kohn-Sham equation,[93] as shown in Eq. (2.14), 

∑ [
1

2
|𝒌 + 𝑮|2𝛿𝑮𝑮′ +  𝑉𝑖𝑜𝑛(𝑮 − 𝑮′) + 𝑉𝐻(𝑮 − 𝑮′) +  𝑉𝑥𝑐(𝑮 − 𝑮′)]

𝐺

 =  𝜀𝑖𝐶𝑖,𝒌+𝑮, (2.14) 

where the first term on the left is the kinetic energy, being 𝛿𝑮𝑮′  represented by the 

following integral: 

𝛿𝑮𝑮′ =  ∫ 𝑒𝑖(𝑮−𝑮′).𝒓 𝑑𝒓. (2.15) 

The electron-core attraction, 𝑉𝑖𝑜𝑛(𝑮 − 𝑮′) , coulombian electron-electron repulsion, 

𝑉𝐻(𝑮 − 𝑮′), and the exchange/correlation, 𝑉𝑥𝑐(𝑮 − 𝑮′), potentials are defined in terms of 

their Fourier transform, as indicated in Eq. (2.16). 

𝑉𝑮−𝑮′ =  ∫ 𝑉(𝒓) 𝑒𝑖(𝑮−𝑮′).𝒓𝑑𝒓 (2.16) 

The resolution of Eq. (2.14) is done by diagonalizing the 𝐻𝐾+𝐺,𝐾+𝐺 Hamiltonian matrix, 

which elements are given on bracketed terms of Eq. (2.14). 

  

Pseudopotentials 

Expanding the wave function of a periodic system in a set of plane waves is a 

challenge by two main reasons. First, because heavy atoms have a very large number of 

electrons to be treated, which requires many plane waves to describe the electronic 



17 
 

structure of the systems. Second, the wave function oscillates very much in the core 

region, which also requires a very large number of plane waves for a correct description 

of this wave function in the valence. Thus, this problem can be overcome using 

pseudopotentials to describe the core electrons.[94, 95] In the pseudopotential technique, 

the core electrons are replaced by a potential that, when added in the Hamiltonian 

provides a pseudopotential that is felt by the valence electrons. Let’s define 𝜓𝒌
𝑣(𝒓) and 

𝜓𝒌
𝑐(𝒓) as the self-states that describe, respectively, the valence and core electrons and 

consider 𝜙𝒌
𝑣(𝒓) as a new set of valence state functions that relates to 𝜓𝒌

𝑣(𝒓) by the Eq. 

(2.21). 

𝜓𝒌
𝑣(𝐫) = 𝜙𝒌

𝑣(𝐫) − ∑ (∫ 𝑑𝒓′𝜓𝑘
𝑐∗(𝒓′) 𝜙𝑘

𝑣(𝒓′)) 𝜓𝑘
𝑐 (𝒓).

𝑐

              (2.17) 

The core states are projected out by the second term on the right side of Eq. (2.17). 

Applying the Hamiltonian operator, 𝐻̂, in the valence self-states, 𝜓𝒌
𝑣(𝒓), and replacing the 

valence wave function with the expression of Eq. (2.17) we get the Eq. (2.18). 

𝐻̂𝜙𝑘
𝑣 − ∑ (∫ 𝑑𝑟′𝜓𝑘

𝑐∗ 𝜙𝑘
𝑣) 𝐻̂𝜓𝑘

𝑐

𝑐

= 𝜀𝑣 [𝜙𝑘
𝑣 −  ∑ (∫ 𝑑𝑟′𝜓𝑘

𝑐∗ 𝜙𝑘
𝑣) 𝜓𝑘

𝑐

𝑐

] (2.18) 

Using the 𝐻̂𝜓𝑘
𝑐 = 𝜀𝑐𝜓𝑘

𝑐   relation and manipulating algebraically the Eq. (2.18), we arrive 

at the Eq. (2.19): 

(𝐻̂ + 𝑉𝑅)𝜙𝑘
𝑣 =  𝜀𝑣𝜙𝑘

𝑣 , (2.19) 

where 𝑉𝑅 is the operator defined as: 

𝑉𝑅𝜙𝑘
𝑣 = ∑ (𝜀𝑣 − 𝜀𝑐)𝑐 (∫ 𝑑𝑟′𝜓𝑘

𝑐∗ 𝜙𝑘
𝑣)𝜓𝑘

𝑐 . (2.20) 

 Eq. (2.19) is an eigenvalue problem in which the valence electrons feel a potential 

given by: 𝑉̂𝑃𝑆 =  𝑉̂ + 𝑉𝑅 . Since the energy of the valence electrons, 𝜀𝑣, is greater than the 

energy of the core electrons region, 𝜀𝑐 , the 𝑉𝑅𝜙𝑘
𝑣  term, Eq. (2.20), will be a positive 

contribution to the potential. The latter term acts as if it were "displacing" the valence 

electrons out of the core region. This new wave function describing the system, 𝜙𝑘
𝑣(𝑟), is 
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smoother in the core region ( 𝑟 <  𝑟𝑐 ) and maintains the same characteristics of the 

original wave function in the valence region (𝑟 >  𝑟𝑐), see Figure 6. 

 

Figure 6- Construction of the pseudo wave function 𝝓(𝒓)  by the pseudopotential 
method. Figure quoted from Reference [95]. 

  

The DFT+U method 

Even with its limitations and well-known problems to describe the correct 

electronic interaction in complex systems,[96-98] the DFT still represents the main 

computational tool to perform electronic structure calculations. The efficiency of DFT is 

related to the possibility to express all the ground state properties of an electronic system 

as a functional of its electronic density. However, the exact expression of its total energy 

is unknown and approximations are needed in order to perform DFT calculations. As 

discussed before, in the DFT scheme the electron–electron interaction energy is written 

as shown in Eq. (2.8), where the effective potential, 𝜈𝑒𝑓𝑓(𝒓), depends on the sum of the 
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classical Coulomb term ( ∫ 𝜌(𝒓𝟏) |𝑟 − 𝑟1|⁄ 𝑑𝑟1 ) and the XC term, 𝜈𝑥𝑐(𝒓) . By the DFT 

formalism, the 𝜈𝑥𝑐(𝒓)  term is supposed to contain all the electronic corrections not 

included in the Coulomb term. Due to the approximations in the 𝜈𝑥𝑐(𝒓), the DFT functional 

commonly provide a poor representation of the N-electron many-body-interaction of the 

ground state. For these reasons, correlated systems (the systems that depend significantly 

on the 𝜈𝑥𝑐(𝒓) term) are still a challenge on its electronic description. 

An alternative to avoid this problem of the DFT is based on the Hubbard theory.[96, 

97] Initially such theories were used to correct the LDA DFT XC functional. It was initially 

called LDA+U, but, with the XC functional developments and implementations, it started 

to be used also with GGA methods (the so-called GGA+U). In this work, it will be called as 

DFT+U, since this nomenclature contemplates both LDA+U and GGA+U methods.  

The basic idea behind the DFT+U method is to treat the Coulomb interaction with 

an additional Hubbard model.[98] The Coulomb interactions are particularly strong for 

localized d and f electrons, but can be also important for p localized orbitals. In general, 

the DFT+U method modifies the frontiers orbitals (the orbital close to Fermi level), the 

core orbitals are treated by the standard DFT method (without the Hubbard correction). 

The strength of the interactions is usually described by parameters U (for the Coulomb 

term) and J (for the exchange term), including both terms the DFT+U total energy is given 

by: 

𝐸𝐷𝐹𝑇+𝑈 = 𝐸𝐷𝐹𝑇 +
𝑈𝑒𝑓𝑓

2
∑ 𝑇𝑟(𝜌𝑎 − 𝜌𝑎𝜌𝑎)

𝑎

, (2.22) 

where 𝐸𝐷𝐹𝑇 is the GGA (or LDA) DFT total energy and  𝑈𝑒𝑓𝑓 = (𝑈 − 𝐽). 𝜌𝑎  is the atomic 

orbital occupation matrix. The parameters U and J can be previously extracted from ab-

initio calculations, but, as it will be shown in Chapter 3, these parameters can be obtained 

empirically. It is necessary to create a grid and evaluate the best (𝑈 − 𝐽) parameter that 

will describe the target property.  

In the present work, the (𝑈 − 𝐽)  parameter was optimized to describe the 

electronic properties of the interfaces (see Figure 8, at Chapter 3 and Figure 22, at Chapter 

5). 
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Topological analysis of the electron density 

In order to understand the nature of the bonds present in the interfaces it was 

evaluated the ELF analysis,[99-104] which is the topology analysis of the electron pair 

localization function. For a single-determinantal wave function built from Kohn-Sham 

orbitals, 𝜑𝑖, ELF is calculated on a grid in three-dimensional space by the equation: 

𝐸𝐿𝐹(𝒓) =  [1 +  (
𝐷(𝒓)

𝐷ℎ(𝒓)
)

2

]

−1

, (2.23) 

where 𝐷(𝒓) is the density of the excess kinetic energy for the corresponding system:  

𝐷(𝒓) =  ∑|𝛻𝜑𝑖(𝒓)|2 −

𝑖

1

4

|𝛻𝜌(𝒓)|2

𝜌(𝒓)
, (2.24) 

and 𝐷ℎ(𝒓) is the kinetic energy for the homogenious electron gas with spin-density equal 

to the local value of 𝜌(𝒓): 

𝐷ℎ(𝒓) =  
3

5
(6𝜋2)2/3𝜌(𝒓)5/3. (2.25) 

The space defined by the electron density, 𝜌(𝒓) , is partitioned in electronic basins 

corresponding to bonds (B), lone pair (LP) and atomic core shells (CS), which is consistent 

with Lewis’ valence bond theory. The electron density integration over B, LP and CS basins 

volume are well known to follow the expected values and tendencies from the aufbau 

principle and the valence shell electron pair repulsion (VSEPR) theory. ELF is defined to 

restrict the possible values to the range of 0 < 𝐸𝐿𝐹(𝒓) < 1, with the upper limit 𝐸𝐿𝐹(𝒓)= 1 

corresponding to a complete localization of the electron, and 𝐸𝐿𝐹(𝒓) =   means an 

electron-gas-like pair probability, which is characteristic for metallic systems [𝐷(𝒓) = 

𝐷ℎ(𝒓)]. 

  

Density-functional tight-binding theory 

  Even though DFT methods have been successfully applied for systems of 

increasing complexity and size, methods which can describe large atomic-system at 
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quantum level are still required. The Density-functional tight-binding (DFTB) is an 

approximated DFT method that describes the electronic properties of large systems 

with relatively low computational cost.[68] The main idea behind this method is to 

describe the Hamiltonian eigenstates with an atomic-like basis set and replace the 

Hamiltonian with a parameterized Hamiltonian matrix whose elements depend only 

on the internuclear distances and orbital symmetries. The DFTB2 total energy is 

described by the Eq. (2.26): 

𝐸 = 𝐸𝑏𝑛𝑑 + 𝐸𝑆𝐶𝐶  + 𝐸𝑟𝑒𝑝, (2.26) 

where 𝐸𝑏𝑛𝑑 is the band (or electronic) energy and it is evaluated by the sum of the 

molecular orbital eigenvalues according to the Eq. (2.27). 

𝐸𝑏𝑛𝑑 = ∑ 𝜀𝑖,

𝑀

𝑖=1

 (2.27) 

M is the number of electrons and e𝒊 is the i-th occupied molecular orbital energy. In 

order to calculate 𝐸𝑏𝑛𝑑, one has to build the tight-binding Kohn-Sham like Hamiltonian 

for the system. Then, for an electronic system, the Hamiltonian is described according 

to Eq. (2.28). 

𝐻𝜇𝜈
0 = {

 𝜀𝜇
free atom,                 𝜇 = 𝜈,

    〈𝜙𝜇|𝑇 + 𝜐𝐾𝑆[𝜌0
𝐴, 𝜌0

𝐵]|𝜙𝜈〉,                𝜇 ∊ {𝐴}, 𝜈 ∊ {𝐵}, 𝐴 ≠ 𝐵

                                                 0,              𝜇 ≠  𝜈 ∊ {𝐴} 𝑜𝑟 ∊ {𝐵}.

, (2.28) 

𝜇 and 𝜈 are the indexes of the valence atomic basis function centred on the atoms A 

and B, respectively. Then, it is evaluated the generalized eigenvalue problem: 𝐻0𝐶 =

𝑆𝐶𝜀 in order to obtain all 𝜀𝑖 states.[105] 

  The self-consistent charge (SCC) contribution[106] to the energy ( 𝐸𝑆𝐶𝐶 ) is 

computed based on Eq. (2.29): 

𝐸𝑆𝐶𝐶 =  
1

2
∑ g

𝐴𝐵
𝑁
𝐴,𝐵 D𝑞𝐴

D𝑞𝐵
, (2.29) 

where N is the number of atoms in the system and g
𝐴𝐵

 is the gamma matrix obtained 

from functions that depend on the Hubbard parameter of the atoms UA and UB, for 
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instance. The Hubbard parameter is related to the hardness of the atoms and drives 

how the electron density is distributed between the atoms. The qA is obtained from 

Mulliken population analysis.  

  The SCC contribution to the Hamiltonian is given by: 

𝐻𝜇𝜈
1 = −

1

2
𝑆𝜇𝜈 ∑ (g

𝐴x
+ g

𝐵x
)𝑁

x D𝑞x
, (2.30) 

The overlap matrix of the confined atomic orbitals is 𝑆𝜇𝜈. The final DFTB2 Hamiltonian 

is evaluated by: 

𝐻𝜇𝜈 = 𝐻𝜇𝜈
0 + 𝐻𝜇𝜈

1 , (2.31) 

where the secular equation 𝐻𝐶 = 𝑆𝐶𝜀  is solved by the general eigenvalue 

problem.[105, 106] One can observe that the Hamiltonian ( 𝐻𝜇𝜈 ) depends on the 

charges, which are calculated using the molecular orbital coefficients C. Therefore, a 

self-consistent procedure is necessary for solving the problem. 

  The repulsion energy (Erep) contribution corresponds to the repulsion energy 

between the nuclear charges and corrects the tight-binding approximation of 

neglecting the three-centered integrals. Within the DFTB2 approximations, the 

Hamiltonian only depends on the superposition of electron densities of neutral atoms. 

Hence, Erep is calculated using a set of adequate reference systems according to Eq. 

(2.32) and fitted to a polynomial. 

𝐸𝑟𝑒𝑝(𝑅𝐴𝐵) = 𝐸𝐷𝐹𝑇(𝑅𝐴𝐵) − (𝐸𝑏𝑛𝑑(𝑅𝐴𝐵) + 𝐸𝑆𝐶𝐶(𝑅𝐴𝐵)). (2.32) 

In fact, by representing Erep as a diatomic potential fitted to DFT values, errors arising 

from the approximations used in DFTB2 might be partially compensated. The quality 

of this parameterization is important to ensure the accuracy of the DFTB2 potential 

energy surface and gradients. 
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CI-NEB calculations 

An important issue in theoretical chemistry and condensed matter physics is how 

to calculate transition states (TS) and estimate the rate law for chemical reactions and 

diffusion processes in solids and surfaces. By the chemical point of view, a precise 

determination of the activation energy and transition state structure is one of the major 

challenges of computational today. Mainly because to define the TS, not only the initial 

and final states of the processes should be taken into account, it is necessary to map the 

relevant points along the potential energy surface (PES). In other words, it is necessary to 

determine the most relevant transition state (i.e. with the lowest activation energy) that 

connect the two reference states.  

 

Figure 7- Minimum energy path illustration and force decomposition in NEB 
calculations. Figure adapted from Ref. [107]. 

The NEB (Nudged Elastic Band) is an efficient method to find the minimum energy 

pathway (MEP) between the initial and final states of a given chemical reaction.[107-111] 

In NEB, the MEP is found by constructing a set of images that define the reaction path. 
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Among two adjacent images, a spring interaction is added artificially to ensure continuity 

of the path, representing what would be an elastic band. NEB optimization involves 

minimizing forces acting on all images, bringing all images to the MEP. Figure 7 shows the 

decomposition of the forces acting on a NEB calculation. To decompose the forces, it is 

required to estimate the tangent (𝝉̂𝑖) with respect to the reaction path in each image. In 

this procedure, the elastic approximation is used to define the position of the atoms along 

the interaction, but the energy calculation must be done for every image. The energy 

derivative in the coordinate space will define the real force of the system. Real and spring 

forces are decomposed into two components, parallel and perpendicular to the reaction 

path. Only the perpendicular component of the real force of the system, ∇𝐸(𝑰𝑖)|⊥, and the 

parallel component of the spring force, 𝑭𝑖
𝑠|‖ , are used for minimization. Based on the 

elastic interaction model, the spring force is only needed to control the distance among 

the images along the path.  

A calculation using N+1 images will form a set of I images, [I0, I1, I2, ..., IN], where 

the initial and final points, I0 and IN, are kept fixed, giving the energy values of the initial 

and final states. In NEB scheme, the total force, 𝑭𝑖, acting under an image 𝑖, is the sum 

between the spring force, 𝑭𝑖
𝑠|‖, parallel to the tangent, 𝝉̂𝑖, and the real force, −∇𝐸(𝑰𝑖)|⊥, 

perpendicular to 𝝉̂𝑖. In Eq. (2.33) is shown the definition for 𝑭𝑖. 

𝑭𝑖 =  𝑭𝑖
𝑠|‖ −  ∇𝐸(𝑰𝑖)|⊥ (2.33) 

The real force is given by: 

∇𝐸(𝑰𝑖)|⊥ =  ∇𝐸(𝑰𝑖) − ∇𝐸(𝑰𝑖). 𝝉̂𝑖, (2.34) 

where 𝐸 is the total energy of the system as a function of all the atomic coordinates of 𝑰𝒊. 

𝝉̂𝒊 must be a normalized vector, to ensure that vector subtraction on the right side of Eq. 

(2.34) is the perpendicular component of the total force. The spring force is given by Eq. 

(2.35), where 𝑘 is the spring constant. 

𝑭𝑖
𝑠|‖ = 𝑘( |𝑰𝑖+1 − 𝑰𝑖|  −  |𝑰𝑖 − 𝑰𝑖−1| ). 𝝉̂𝑖, (2.35) 

 

Typically in a NEB calculation, none of the images move to near the saddle point, 

the saddle point is defined by interpolation between the two images with the highest 

energy value. This means that the resolution of the value found near the TS is poor, and 

the estimation of the value for the TS is subjective and inexact. One way to avoid numerical 
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issues is to use the CI-NEB (Climbing Image - Nudged Elastic Band) method. The CI-NEB 

establishes a small modification of the NEB. All the information about the MEP is retained, 

but a strict convergence for the TS is obtained. Also, the change does not add any 

computational cost to the calculation. After some interactions with the NEB method, the 

image with the highest energy, 𝑖𝑚𝑎𝑥, is identified. The force on this image will no longer 

be defined by Eq. (2.33), but instead will be described as: 

𝑭𝑖𝑚𝑎𝑥
=  −∇𝐸(𝑰𝑖𝑚𝑎𝑥

)+ 2∇𝐸(𝑰𝑖𝑚𝑎𝑥
)|

‖

=  −∇𝐸(𝑰𝑖𝑚𝑎𝑥
) + 2∇𝐸(𝑰𝑖𝑚𝑎𝑥

). 𝝉̂𝑖𝑚𝑎𝑥
𝝉̂𝑖𝑚𝑎𝑥

, 
(2.36) 

where 𝑭𝑖𝑚𝑎𝑥
 is the force along the path of the reaction. Qualitatively, 𝑰𝑖𝑚𝑎𝑥

 will move 

upward along the reaction path and, at the same time, it will move downward on the 

energy curve perpendicular to that defined by the MEP. In CI-NEB the other images serve 

to define what degree of freedom the energy maximization will take place. In other words, 

they will not let 𝑰𝑖𝑚𝑎𝑥
 move out of the MEP. As the CI-NEB converges, 𝑰𝑖𝑚𝑎𝑥

 will converge 

to the TS location in MEP.  

  

Final considerations 

This Chapter aimed to present the methodological aspects required in this work. 

More details can be seen in the articles and book Chapters quoted along this Chapter. For 

a deeper understanding of DFT and its different functional and implementations, there 

are reviews[65, 67] and textbooks[66, 77, 112] dealing with the complete description of 

the method. All of these methods have been extensively tested and are considered 

reference for theoretical calculations. Concerning to the crystallographic aspects of solids 

we suggest the Ashcroft[72] and Kittel[71] books. On the plane waves method and the 

pseudopotential implementation we suggest the Payne et al.[93] paper. For the DFTB2 

method, we recommend to read the papers of the developers and the reviews about the 

theory.[105, 106, 113-118] For CI-NEB understanding, we recommend the articles quoted 

in this Chapter.[107, 109-111] 

Calculation procedures, and additional computational techniques and protocols 

will be presented in the next Chapters. 
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Chapter 3 – Pyrite/arsenopyrite interface formationiii  

Preamble: The Pyrite/arsenopyrite interface was investigated by means of the DFT 

approach. To build the interface models we tested the commensurability of the pyrite 

(100) surface with the twelve arsenopyrite surfaces reported in the literature.[119] 

Among these interfaces, the three most stable surfaces were built, and its structure, 

stability and electronic properties were evaluated. The projected density of states (PDOS), 

electronic band structure and electron localization function (ELF) analysis of the 

interfaces were compared with the results reported in the literature for pyrite and 

arsenopyrite mineral phases. This comparison showed that the interface shares structural 

and electronic characteristics with the pyrite and arsenopyrite isolated mineral structure. 

Even with the strains caused by the interface formation, the As-S and S-S bonds still have 

covalent character (ELF=0.7). In contrast, the Fe-S and Fe-As bonds present an ionic 

behave (ELF=0.3), as expected when compared with the same bonds in pyrite and 

arsenopyrite minerals. The electron band structures show that the interface formation 

changes the density of states close to the Fermi level, shifting the valence states upwards 

and decreasing the band gap of the interfaces. The microstructure of the interaction of 

pyrite and arsenopyrite was evidenced by means of the work of adhesion and the 

formation energy of the interfaces. It has been shown that the adhesion and miscibility of 

the two phases are not thermodynamically favourable. This instability agrees with the 

structural analysis, where is observed the formation of distorted octahedron sites in the 

interface normal plane. 

  

Introduction 

Interface is the commonest microstructures in solids, and it has a pivotal role in 

various physical and chemical properties, such as in mechanics, electrics, carrier 

transports, corrosion and catalysis reaction.[120-160] Many important properties of 

                                                        

iii The results presented in this chapter were published at Dos Santos, E.C., et al., J. 

Phys. Chem. C, 121, 8042-8051 (2017). DOI: 10.1021/acs.jpcc.7b02642. 
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materials are affected by the presence of interfaces. In addition, the physical properties 

and chemical reactivity of such material may be modified significantly in the interface. 

Interface imposes more difficulty to investigate if compared with other macroscopic 

aspects of the materials. However, the combination of experiments with computer 

techniques has permitted to analyse in details the interface. Actually, atomistic 

simulations are, in some cases, the only choice for exploring some aspects of the solid 

interfaces behaviour at a molecular level and indispensable for interpreting 

unambiguously the experiments.[161] In view of the characteristics of the solid-solid 

interface, the common tools for theoretical investigations are the electronic calculations 

based on density functional theory.  

Galvanic interaction is a well-known phenomenon, however, the mechanisms of 

this process at an atomic level are not thoroughly understood for the sulfides. In this 

Chapter, the vicinities of the pyrite/arsenopyrite interface were investigated using the 

DFT approach aiming to provide better understanding of its structure, stability, electronic 

and mechanical properties at a molecular level. We believe that this is the first step to 

understand the influence of the inlaid arsenopyrite in the pyrite oxidation mechanism. 

 

Computational details 

It was studied the stability and electronic properties of the interfaces formed 

between pyrite and arsenopyrite minerals. To our knowledge, this is the first attempt to 

investigate the pyrite/arsenopyrite interface properties. All calculations were evaluated 

with QUANTUM-Espresso software.[162] All DFT calculations were performed using the 

Perdew-Burke-Ernzerhof (PBE) GGA functional[163] with spin polarization approach. 

The results reported in this work correspond to the most stable spin state of each 

structure. Geometry optimization were carried out by Damped dynamicsiv method[164] 

using Parrinello-Rahman extended Lagrangian,[165] and the forces on ions were 

converged to within 10-3 Ry.Bohr-1. For all calculations, Kohn-Sham electronic orbitals 

were expanded in a plane-wave basis set up to a kinetic energy cutoff of 50 Ry (or 680 

eV). A Gaussian smearing of 0.02 eV for the Fermi-Dirac distribution function was used 

                                                        
iv Damped dynamics method was used in order to avoid bond-breaking along structural optimizations. 
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for all systems. Norm-conserving pseudopotential with: Fe (3s23p64s23d64p0), S 

(3s23p43d0), and As (4s24p34d0) valence electron configuration were used. Following the 

Monkhorst-Pack scheme, different K-points meshes were used in order to obtain a good 

description of the electronic structure of the systems. For bulk calculations, we used a 

4x4x4 grid in optimizations and from the optimized structure, a single point calculation 

was made in the mesh of 10x10x10 to get a better description of the wave function. We 

also tested the cutoff and K-points meshes convergence for pyrite and arsenopyrite bulk 

(see Figure A1, Figure A2, Figure A3, and Figure A4), and for both systems the total energy 

converged in 1 mRy.atom-1. As the size of the systems reflects inversely in the periodic 

integration along Brillouin zone, for the interface models we used the 4x4x2 K-points 

meshes in the optimizations and 10x10x6 for post-processes. From the obtained wave 

function, the projected density of states calculations (PDOS), electronic band structure, 

and electron localization function (ELF) analysis were evaluated. 

 

Figure 8- Pyrite and arsenopyrite calculated band gaps as function of the Hubbard 
(U-J) parameter. Black and red dashed lines represent the experimental band gap for 
pyrite[166, 167] (0.90 eV) and arsenopyrite[119, 168] (0.82 eV), respectively. 

The Hubbard parameter (U-J) has been shown to be crucial to study sulfide 

minerals[169, 170] and particularly for interfaces.[120, 126, 141, 143, 145] For bulk and 

interface structures, the iron electronic states dominate both the valence and the 
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conduction band, so we tested the influence of the (U-J) parameter in all iron atoms. As 

we are interested in the minimal energy structures, stability, bond formation and 

electronic properties of the interface, we evaluated the Hubbard parameters to describe 

the band gap (BG), formation energy and structural parameters of both isolated phases.  J 

was set to be equal to 0.0 eV and the U value was varied as U = [1.0, 1.5, 2.0, 2.5 and 3.0 

eV]. As one can see in Figure 8, Hubbard value of 1.5 eV can describe the band gap of pyrite 

and arsenopyrite with a difference of approximately 0.2 eV for both systems. For this 

reason, in PDOS, band structure and ELF investigations a (U-J) value equals to 1.5 eV was 

set. As shown in Table 2, to use the (U-J) parameter for the systems do not improve the 

results for the formation energy (calculated by the Eq. (3.3)), thus for total energy 

calculations the Hubbard parameter were not used. 

Table 2: Formation energy, Ef, for pyrite and arsenopyrite phases. |Δ| represents the 
percentage error between the calculated value and the experimental value. 

Bulk System (U-J), eV Ef, eV.(formula unit)-1 |Δ| 

Pyrite 

0.0 -1.512 13 

1.5 -1.432 17 

Exp.[171] -1.735 --- 

Arsenopyrite 

0.0 -1.309 11 

1.5 -1.135 23 

Exp.[172] -1.468 --- 

The unit cell used to start the pyrite bulk calculations was obtained by Brostigen 

and Kjekshus from crystallographic refinement data.[173] At Room Temperature, pyrite 

crystalizes in a face-centered cubic system (Pa3 space group) and presents four FeS2 units 

in the primitive unit cell. The lattice parameter was determined experimentally to be 

5.418 Å, and the Fe-S and S-S chemical bonds lengths 2.262 and 2.177 Å, respectively. 

Arsenopyrite exhibits a monoclinic cell and has a P21/c space group with four FeAsS units 

per unit cell. Its cell parameters were recently determined by Bindi et al.,[174] being: a= 

5.761 Å, b= 5.684 Å, c= 5.767 Å, β= 111.72°, and α=γ= 90.00°. At our theoretical level, the 

percent error found for the lattice parameters and bond lengths are around 2%. It shows 

how the DFT/PBE/plane wave methodology applied in this work can describe the bulk 

atomic structure of pyrite and arsenopyrite. Consequently the interfaces structure will 
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also be well described. Therefore, the results presented do not take into account the (U-J) 

parameter. 

From the optimized bulk, it was built the pyrite and arsenopyrite surfaces, and 

from these surfaces we built the interfaces. For each surface, it was built a supercell in the 

stacking direction and the atomic-layer thickness were chosen in a way that the two 

interface distances were greater than 11 Å, which allowed non-physical interactions 

between the interface regions and to preserve bulk properties in the inner layer. All the 

structures presented in this Chapter share the feature that all of them are stoichiometric 

structures, and no defects were simulated. 

 

Pyrite/arsenopyrite coherent interface construction 

The construction of the interface models followed the same protocol presented in 

several papers in literature,[120-160] where two different approaches have been used in 

order to decrease the mismatch of the interacting phases. The first one is the coherent 

model, where a (1x1) bulk base unit cell is used and the lattice parameters are built and 

optimized to find the best match that increases the overlap area, 𝑆𝐴/𝐵 , between the 

surfaces A and B in contact. Then, the A(1x1)/B(1x1) interface is formed, see Figure 9. 

This model is widely used for ab initio calculations of interface model, and can be used for 

stacked surfaces with a relatively small mismatch.[120, 122, 124-126, 129-131, 133, 135-

137, 140, 141, 143-154, 156, 158, 159] The second approach is the incoherent (also 

known as semi-coherent) model, and it is generally used to minimize the interfacial stress 

where it is not possible to achieve by a coherent model.[128, 151] This approach consist 

in minimizing the size difference of the a and b lattice parameters of the phases building 

two A(nxn) and B(mxm) supercells that presents a large number for 𝑆𝐴/𝐵 , forming the 

A(nxn)/B(mxm) interface. Therefore, in the last model, the stress energy needed for the 

construction of the interface is minimized and the interface built from two phases with 

larger difference in their lattice parameters can be investigated. Nevertheless, such 

interface models are huge with large number of atoms, hence it may not be suitable to run 

first principles calculations. Both approaches have been evaluated and compared,[151] 

and, despite the coherent model be less realistic than the semi-coherent model, this is 
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usually used to describe the adhesion and electronic properties of the interfaces. 

Accordingly, we chose the coherent model to build the pyrite/arsenopyrite interfaces. 

Generally, the lattice parameters of two heterogeneous phases cannot be perfectly 

matched, thus it is necessary to evaluate the commensurability of the phases. Only in some 

cases, it is conceivable to build interfaces with the same crystalline phase and surface area 

via a unit-cell transformation,[143] nevertheless it is not the case of pyrite/arsenopyrite 

interfaces. So, since a new lattice parameter is necessary in the calculations for coherent 

solid-solid interface models, stress regions are naturally formed along the atomic 

structure. 

 

Figure 9- Scheme showing how to construct a coherent interface model that 
increases the overlapping area, 𝑺𝑨/𝑩, between phase A and B. 

To build a relevant and realistic interface model it is necessary to evaluate the 

mismatch, ξ, between A and B, which is in this case the pyrite (A) and arsenopyrite (B) 

phases. For ξ reads: 

ξ = 1 −  
2𝑆𝐴/𝐵

𝑆𝐴 +  𝑆𝐵
, (3.1) 

where 𝑆𝐴 and 𝑆𝐵 are the surface areas and 𝑆𝐴/𝐵 is the overlapping surface area shown in 

Figure 9. 

The pyrite (100) cleavage plane was used due to its highest occurrence in nature, 

in all pyritic soils, sediments, and substrates. Also, it has been largely investigated by 

experimental and theoretical techniques.[175] The choice of the arsenopyrite mineral 
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cleavage planes is, however, not straightforward.[119, 176] Recently, Silva et al. [119] 

reported a detailed investigation of arsenopyrite cleavage planes by means of GGA/DFT 

calculations. They investigated twelve possible cleavage surfaces and their surface energy 

estimates were very close in energy and reproduced in Table 3. The differences are no 

larger than 0.73 J/m2. Furthermore, no preferential cleavage planes are observed in 

nature and X-ray diffractogram data identify different cleavage planes depending on the 

sample. 

Table 3: Pyrite and arsenopyrite mismatch parameter, 𝜉, calculation. All the 𝜉 values 
were calculated considering the (100) surface of pyrite. In brackets are the surface 
energy values for the surfaces related to the most stable interfaces estimated by our 
theoretical level. 

Arsenopyrite  
Surfaces 

Surface energy,*  
J.m-2 

𝜉, % 

(001) 1.05 [0.96] 5.5 
(100)-As 1.07 [1.04] 5.5 
(100)-S 1.09 [1.00] 5.5 

(010)-triclinic 1.06 6.2 
(010)-orthorhombic --- 41.2 

(011) 1.30 22.8 
(101) 1.47 29.8 
(110)-S 1.52 21.1 
(110)-As 1.57 21.1 
(111) 1.51 38.2 
(210)-1 1.44 42.9 
(210)-2 1.78 42.9 

* Values obtained from Ref. [119]. The surface energy for the pyrite (100) surface is 1.06  J.m-2, Ref. 
[177]. The pyrite (100) surface energy estimated by our calculation is 1.03 J.m-2. 

The interface plane between the phases was chosen to determine the stacking 

direction by the evaluation of the mismatch parameter, 𝜉. Experimentally is shown that a 

low value for 𝜉 is related to a stable interface formation. As one can see in Table 3, the 

mismatch with pyrite (100) surface and the arsenopyrite surfaces varies a lot for the 

twelve arsenopyrite surfaces considered in this work. The surfaces (011), (101), (110)-S, 

(110)-As, (111), (210)-1, and (210)-2 present large number for ξ (from 21.1 to 42.9%), it 

clearly shows that these surfaces do not mismatch with the pyrite to form a stable 

interface. The (010) surface could interact with the pyrite surface, but it is a triclinic cell, 

and as pyrite surface presents an orthorhombic cell, so it is necessary to evaluate a 

crystallographic transformation from the arsenopyrite(010) triclinic surface to an 

equivalent orthorhombic cell. This transformation, see Figure A5 for illustration, occurs 
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maintaining the size of the a-lattice parameter, instead the b-lattice parameter increases 

in size. This difference is sizeable and makes the ξ parameter change to 41.2%, which is 

very large to form a coherent interface. Finally, the surfaces (001) and (100) presented a 

relatively small mismatch, 5.5%, and these surfaces was used to prepare the three most 

stable interfaces formed from pyrite and arsenopyrite surfaces: FeS2(100)/FeAsS(001), 

FeS2(100)/FeAsS (100)-As, and FeS2(100)/FeAsS(100)-S. 

  

Structure and electronic properties 

It was evaluated the structural, electronic, and local bonding properties of the most 

stable interfaces. From the Figure 10, it is possible to see that the interfaces are formed 

by a sequence of atomic layers composed of iron, sulfur, and arsenic, totalling 24 atomic 

layers for each structure in z-direction. Along the pyrite side (also labelled in this work as 

“pyrite region” or “pyrite phase”), the interface is formed by consecutives sulfur and iron 

layers, and the sequence of sulfur-iron-sulfur owns the same FeS2 stoichiometry of the 

pyrite bulk structure. In the arsenopyrite side (also called in this work as “arsenopyrite 

region” or “arsenopyrite phase”), a sequence of sulfur-iron-arsenic-arsenic-iron-sulfur 

forms two FeAsS stoichiometry units of arsenopyrite. Each structure is formed by four 

FeS2-layers in the pyrite region and four FeAsS-layers in the arsenopyrite side, and the 

average of the total eight interlayer distances was predicted by our calculations to be: 

2.688 Å for FeS2(100)/FeAsS(001), 2.693 Å for FeS2(100)/FeAsS(100)-As, and 2.684 Å for 

FeS2(100)/FeAsS(100)-S. All the values are in a small range of 2.688 to 2.697 Å. This range 

is comparable with the layer distances in the pyrite and arsenopyrite in the same 

crystalline direction. One-to-one, the bulk interlayer distances in FeS2(100), FeAsS(001) 

and FeAsS(100) plane directions are 2.690, 2.656 and 2.625 Å. 

As discussed by Wang and Smith,[151] optimize the interfacial unit cell is a good 

strategy to reduce the mismatch strain at the interface point, then a full optimization 

procedure was done in the calculations. To find the best cell parameter for the interfaces 

we optimized the systems in two steps. First, all the interfaces were optimized, 

maintaining the proportion of the structural lattice parameters, and keeping the angles 

fixed. In other words, we first optimize the systems changing the cell volume and 
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maintaining the cell shape. From the obtained structures, we also evaluate a full 

optimization procedure, and then we evaluated the structural parameters of the cell. Even 

after the complete optimization, all structures had angles close to 90°, and the angles 

difference error do not exceed 1% for each solid-solid interface models. The structural 

lattice parameters along the interface were found to be close to the average values of the 

pyrite and arsenopyrite crystalline phases [aaverage= (apyrite + aarsenopyrite)/2= 5.548 Å and 

baverage= (bpyrite + barsenopyrite)/2= 5.515 Å], and the structural parameters calculated were: 

(a= 5.557 Å; b= 5.525 Å) for FeS2(100)/FeAsS(001), (a= 5.560 Å; b= 5.523 Å) for 

FeS2(100)/FeAsS(100)-As, and (a= 5.560 Å; b= 5.524 Å) for FeS2(100)/FeAsS(100)-S. It 

was also observed that all the values are comparable, and the structural cell parameters 

do not change significantly among the interfaces. 

Since the hard phase in a mixture presents more resistance under stretching than 

the soft phase, the resultant cell parameters along the interface plane are typically found 

to be closer to the harder phase when an interface is formed. Comparing pyrite and 

arsenopyrite, pyrite (6.5 on Mohs scale) is, however, only slightly harder than 

arsenopyrite (around 5.5-6.0 on Mohs scale) and thus the difference between the initial 

bulk and interface cell parameters is insignificant, as expected since they are close to 

aaverage and baverage. 

We also calculated the bulk modulus (BM) for the FeS2 and FeAsS minerals and 

compared with the experimental results obtained by X-ray diffraction data for different 

pressures.[178, 179] At our theoretical level the BM was estimated to be 150 GPa 

(experimental value is 143 GPa) for pyrite and 147 GPa (experimental value of 137 GPa) 

for arsenopyrite in reasonable agreement with the experimental data. Comparing the 

values for the two solid phases, we find only a minor difference between the pyrite and 

arsenopyrite BM. Fan et al.[178] compared the BM values for the two minerals taking into 

account the crystalline phase present in the two structures. The authors suggested that 

the difference in the ionic radius of the As-1 (1.59 Å) and S-1 (1.44 Å) species in 

arsenopyrite distorts the crystal structure, changing its elastic behaviour. 

Numerous works in the literature measured the interfacial distances trying to 

achieve how adhered is the interface phases, and an interfacial bond distance with the 

same magnitude of the bulk distances measure how strongly the phases are bonded.[149, 
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161, 180] Since new chemical bonds are formed along the interfacial periodic plane, it 

locally affects the symmetry of the surfaces, and the bulk region play a central hole in bond 

formation of the interface. As exposed in Figure 10, we classified the structure of the 

interfaces in three types, I1 for an interface containing both Fe-Fe short and Fe-Fe long 

distances, I2 for the interface containing only Fe-Fe long, and I3 for the interface 

containing only Fe-Fe short bond distances. To understand this classification, it is 

interesting to compare the atomic structure in the interface region with the arsenopyrite 

and pyrite bulk Fe-Fe distances.[181-183] As discussed in detail by Nickel et al.,[183] in 

pyrite the neighbouring octahedrons in the structure share common corners, while in 

arsenopyrite they share edges. Consequently, in arsenopyrite two distinct Fe-Fe bond 

distances are presented in the structure, which are not present in the pyrite structure 

(where all the Fe-Fe bonds distances are equal, see Figure 10). Thus, for arsenopyrite 

minerals there are two different Fe-Fe bond distances, the short (estimated by our 

calculation in 2.732 Å) and the long (estimated in 3.741 Å). The FeS2(100)/FeAsS(001) 

was classified as a I1 interface, and the interfacial iron-iron bond distances were 

estimated in 2.738 Å and 3.463 Å, respectively, and at the interface it is observed 

alternating long and short Fe-Fe bonds in the proportion of 1:1. The 

FeS2(100)/FeAsS(100)-As system is a I2 interface, and it is composed by Fe-Fe long bonds 

with 4.090 Å size. The third interface, FeS2(100)/FeAsS(100)-S, is formed by Fe-Fe short 

bonds, with 2.822 Å of size. 

It will be called as equatorial (eq) the Fe-X (where X= As or S) chemical bonds that 

pointing in the interface direction, and axial (ax) distances when it crosses the interfacial 

normal plane, directed along the z-axis. Through the interface plane direction, the Fe-Xeq 

(Fe-Aseq and Fe-Seq) and X-S (As-S and S-S) bond distances were measured. For Fe-Xeq, the 

percentage errors are around 0.5% in the pyrite region and 1.9% in the arsenopyrite size, 

being the greatest value 2.8% of error. For the interface coherent models, where the 

structures are generated with a stress interfacial region, these errors may be considered 

negligible, and some lattice distortion does not involve strong modifications on the 

electronic properties of the bulk. To prove this, we evaluated the stress influence in the 

electronic structure by the calculation of the density of the states for pyrite and 

arsenopyrite minerals with strained bulk [with the average size of the interfaces: a= 5.524 

Å and b= 5.559 Å]. We observed that the shape and the intensity of the DOS features 
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remains the same, only minor changes were observed (see Figure 11). In addition, the 

deformation of the lattice parameters does not modify the position of the band gap. The 

last result suggest that the electronic structure of the interface will not be changed by the 

strained structure, and it is possible analyse the density of states to propose the electronic 

profile of interfaces. 

 

Figure 10- Interface structure. In (a) is shown the interface layered structure along 
the c-axis. In (b) are shown the pyrite and arsenopyrite bulk, where is highlighted the 
two Fe-Fe bond distances (short and long) in the structure of arsenopyrite. In (c) are 
shown the interfacial Fe-Fe bonds and the interface types. From left to right the 
interfaces in (c) are: FeS2(100)/FeAsS(001), FeS2(100)/FeAsS(100)-As, and 
FeS2(100)/FeAsS(100)-S. The red, yellow, and green spheres represent, respectively, 
the Fe, S, and As atoms. The red dotted lines represent the normal interfacial plane 
formed by the contact of the two phases. 

Structural deviations were found for X-S bond distances placed in the equatorial 

position, Table A4. In the arsenopyrite side, the As-S bonds decrease in size by 2-3%. 

Otherwise, in the pyrite region, the forming interface bonds led to increase the sulfur-
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sulfur distances. The last values increased from 3.1 to 3.8% for the three interfaces. It has 

been observed in the literature that for bulk and slab structures of pyrite[177, 184-193] 

and arsenopyrite,[119, 176, 194, 195] that  the X-S bonds are stronger than the Fe-X, and 

X-S bonds have a covalent character. As the S-S distance from the pyrite region increased 

by more than 3%, an electron localization functions (ELF) calculation was evaluated in 

order to access the covalent character of the S-S bonds in the interface. For all the 

interfaces, the ELF values were found around 0.7, since a value close to 1 represents a 

perfect covalent bond environment, this clearly shows a strong S-S bond. The same 

behaviour was observed for the As-S bonds, where also a value about 0.7 was found in 

ELF analysis. 

 

Figure 11- Strain influence in the electronic structure of pyrite (a) and arsenopyrite 
(b) minerals. 
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Figure 12- Electron localization function (ELF) for (a) FeS2(100)/FeAsS(001), (b) 
FeS2(100)/FeAsS(100)-As, and (c) FeS2(100)/FeAsS(100)-S interface planes located in 
the pyrite region (left side) and arsenopyrite region (right side). The axial Fe-X bonds 
are shown in Figure A6. 

By analysing of the projected DOS, ELF, and comparing the obtained results to what 

is well known for bulk isolated structures, it was possible to propose a chemical 

environment for the interfaces. Looking to the ELF contour plots depicted in Figure 12, all 

the Fe-X bonds showed an ionic character, and ELF values smaller than 0.3 are observed 

close to the bond midpoints. Otherwise, the ELF contour distribution along the S-S and 

As-S bonds clearly show high electrons pair localization around the bond region, 

suggesting that the S22- and AsS2- anionic dimers are present in pyrite/arsenopyrite 
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interfaces. Since the (X-S)2- dimers presents the oxidation number equivalent to -2, to 

ensure the neutrality of the FeS2 and FeAsS stoichiometric layers the iron ionic charge 

must be +2. We evaluated the spin polarization of the systems. To find it, we simulated 

different initial spin polarization guess for the three different atoms (Fe, As and S) located 

in interfacial region of the three interfaces. We tested: (i) the ferromagnetic, (ii) anti-

ferromagnetic, and (iii) the electronic systems without any polarization localized in the 

individual atoms. These results are shown in Table A12, Table A13, and Table A14  and 

for all initial polarization guess, the results shows no spin density accumulation for any 

individual atoms. It suggests that Fe(II) ion are present in the interface instead of Fe(III) 

ion, because in the case of Fe(III) ions, the number of electrons in the iron valence would 

be 5, and spin polarization must be found. 

In pyrite, the S22- dimer is formed by two sulfur atoms with filled p-orbital states, 

which is consistent with the spin compensation observed for pyrite bulk[63, 185, 186, 

191] and for the interfaces. For arsenopyrite, the different valences of As and S may 

suggest the formation of the AsS3- trivalent anion. However, XPS experiments performed 

by Nesbitt et al.[196] and by Jones and Nesbitt[197] on arsenopyrite bulk led to the 

assignment of iron as divalent because the main peak in the spectra was found very close 

in binding energy to that of iron in pyrite. According to these authors, it is not possible to 

distinguish the Fe(II)-(S-S) and Fe(II)-(As-S) bond environments by XPS. They also 

suggested that the As and S atoms are in the -1 oxidation state in the arsenopyrite 

structure, and that the formal charges in arsenopyrite are Fe2+As-S-. Supporting these 

arguments, a Mössbauer analysis provided by Bind et al.[198] indicated the presence of 

Fe(II) sites in arsenopyrite, where the doublets present in the spectrum suggest a low-

spin configuration for the iron sites. 

The bonding in arsenopyrite has been discussed to explain how the AsS2- with an 

odd number of electrons can lead to spin compensation in the arsenopyrite. Hulliger and 

Mooser first suggested a chemical bond located in the short Fe-Fe distances regions and 

this could lead to spin compensation.[181, 183] However, recently, Silva et al.[119] 

argued, based on a Bader analysis, that there is no bonding behind the short Fe-Fe 

distances since only a ring critical point was found. Thus, as in the AsS2- dianion the 

number of valence electrons is odd, why in the calculation is it not observed any spin 
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polarization?  In order to understand the chemical bonding in the arsenopyrite it is 

necessary to remember that arsenic and sulfur centers are tetrahedral leading to hybrid 

sp3 orbitals. At the arsenic center, there is one hybrid orbital doubly occupied and the 

other three are singly occupied. In the valence band the contribution of the arsenic is 

larger than from the sulfur atoms, see Figure 11b, around -2.5 eV below the Fermi level. 

The bonding is rationalized as follows: the doubly occupied hybrid orbitals donate charge 

to the Fe center to form the Fe-As bond along the Z-direction. The As-Fe-As bonding 

shown in Figure 13 is a 4c-2e bond due to the Fe d-orbitals and the singly occupied hybrid 

orbitals of As. The last singly occupied hybrid orbital interacts with the singly occupied 

hybrid sulfur orbital to form the As-S orbital. This explains why the Fe-As-Fe distances 

(2.403 Å) are larger than the Fe-AsS (2.178 Å) bond distances. 

 

 Figure 13- (Left) Illustration of the structure of arsenopyrite and (Right) isosurface 
and section of the 4c-2e electron state at -2.5 eV below Fermi level, calculated at the 
  point. The Isosurface factor of 0.01 e/Å3 was set. Color code: yellow - Sulfur, green - 
Arsenic, brown -Iron. 

For all interface systems, iron states dominate both the valence and conduction 

bands, see Figure 14. Only a small contribution to the valence band is observed from sulfur 

and arsenic p-orbitals. This is similar to the pyrite[199-206] and arsenopyrite[119, 181-

183, 198, 207-209] bulk, where Fe 3d states dominate the valence states, with a small 

contribution from S and As. Many works have discussed the electronic structure of pyrite 

and arsenopyrite, and there is a consensus that in both minerals, the electronic structure 

can be described based on ligand-field theory. The similarities of the density of states 

projected on the interfaces, Figure 14, and the two individual phases, Figure 11, permit to 
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describe the Fe-X and X-S bonds as follows. The Fe d orbitals split to form the t2g and eg 

states in a pseudo-octahedral field, where the eg orbitals are empty while the t2g orbitals 

are filled with 6 electrons. The empty eg states interact with the sp3 hybrid orbitals of the 

AsS2- to form σ bonds, since the As (or S) atoms are bridging the two iron centers (see 

Figure 10). It agrees with the formal oxidation state of +2 for iron suggested by the 

absence of spin polarization in the Fe(II) sites and with the structural analysis for the 

interfacial bonds. 

 
Figure 14- Density of states (DOS) projected for the interface atoms in the range of -8 
to 4 eV: (a) is the FeS2(100)/FeAsS(001) system, (b) the FeS2(100)/FeAsS(100)-S, and 
(c) the FeS2(100)/FeAsS(100)-As system. The band gap (BG) was calculated from the 
band structures shown in Figure A7. 

Largest structural differences between the pure minerals and interfaces were 

found mainly for the Fe-Xax bond distances, see Table A5. The formation of interfaces 

occurs through the interaction of the pyrite(100) surface with the arsenopyrite (001), 

(100)-As and (100)-S surfaces. For all of them, the exposed Fe(II) ions are five-fold-

coordinated, which enables the surfaces to interact by forming new Fe-X bonds and thus 
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restoring the 6-fold octahedral structures of the bulk pure minerals. Due to the presence 

of the arsenic atom in the arsenopyrite structure, the Fe-S bond distances have different 

magnitudes in the two different interface regions. Moreover, the S-S in pyrite and the As-S 

bonds in arsenopyrite have different bond lengths and generate distorted octahedral sites, 

Figure 10, and the axial distances were thus found to be distinct from those of either the 

pyrite or arsenopyrite bulk. 

 
Figure 15- Projected density of states. “Bulk” and “Int” meanings the density of states 
from the bulk region and interface region, respectively. 

Another important point is related to the composition of the arsenopyrite surfaces 

at the interface, where the atoms present in the first atomic layer vary according to the 

target surface. Consequently, octahedral sites with different atomic configurations are 

formed. In the case of the FeS2(100)/FeAsS(001) interface, sulfur and arsenic atoms are 

present in the first interfacial layer, and Fe(As)3(S)3, Fe(As)2(S)4, Fe(As)1(S)5 and Fe(S)6 

sites are formed. In FeS2(100)/FeAsS(100)-As only arsenic atoms are exposed in the 

arsenopyrite region to form the interfacial bonds, hence, the Fe(As)2(S)4,Fe(As)1(S)5 and 

Fe(S)6 sites are formed. Finally, for FeS2(100)/FeAsS(100)-S only arsenopyrite sulfur 
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atoms are able to interact with pyrite Fe(II) sites, leading to formation of Fe(As)2(S)4, and 

Fe(S)6 sites. 

For the three interfaces the band gap corresponds mainly to a charge transfer 

excitation from the filled t2g orbitals of Fe states to eg* antibonding states (formed by the 

hybridization of iron 3d and S and As p states). However, despite the interfaces having 

similar electronic structure, we find that the contact at the interface changes the density 

of states around the Fermi level. The interface FeS2(100)/FeAsS(001) has a metallic 

behaviour while the other two interfaces are semiconducting with a band gap estimated 

as 0.25 and 0.78 eV, for the FeS2(100)/FeAsS(100)-S and FeS2(100)/FeAsS(100)-As 

interfaces, respectively (see Figure 14). 

The projected density of states for the FeS2 and FeAsS stoichiometric layers placed 

in the interface region (Int) and in the bulk region (Bulk) are shown in Figure 15. The 

PDOS for FeS2(100)/FeAsS(001) shows that the states in the range of -1.2 to 1.2 eV are 

dominated by contributions from the interface atoms, and that the interface DOS is mainly 

responsible for modulating the band gap (BG) of the system. For the 

FeS2(100)/FeAsS(100)-As and FeS2(100)/FeAsS(100)-S interfaces, the density of states in 

the range of -0.3 to 0.3 eV is the same as in the bulk of the respective system. We would 

like to emphasize the limitations of DFT methodology for band gap calculations, which 

normally leads to underestimated BGs. The Hubbard correction used in the electronic 

structure calculations improves the estimates (Figure 1) in comparison with experiment 

for the bulk. Including this correction also for the interfaces we find smaller BG values 

than for the bulk pyrite and arsenopyrite minerals which can be expected to favour 

electron transport during the oxidation of arsenopyrite in the presence of pyrite. 

  

Interface adhesion and stability 

Usually, interface energies computed from theoretical methods are compared in 

the Young Dupré formalism to experimental measurements of wetting angle, which is the 

most widely used experimental probe of interface thermodynamics.[130, 131, 147, 149] 

These experiments consist of investigating the wetting behaviour of molten metal upon a 

refractory surface at high temperature. Our case differs from wetting thermodynamics by 
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two ways. First, the Young Dupré equation involves interfaces with a liquid or gas phase 

molecules that are not relevant to understand the formation of interfaces between 

sulfides mineral. Second, in wetting investigations, we are looking at the expansion of a 

liquid upon the surface of a solid substrate at constant matter quantity, whereas in our 

case, we are interested in the behaviour of the material when different solid phases are 

involved. In this scope, our strategy is to compare the ideal work adhesion, 𝑊𝑎𝑑, between 

the pyrite and arsenopyrite phases, and the ideal work of self-adhesion of the two 

individual phases. 

The ideal work of adhesion is the energy required to reversibly separate a material 

into two nonbonded surfaces.[121, 125, 130, 131, 135-137, 140, 141, 147, 149, 156] This 

property can be estimated by a DFT approach using the difference between the two 

surfaces (𝐸𝐴
𝐷𝐹𝑇 and 𝐸𝐵

𝐷𝐹𝑇) and the interface energies (𝐸𝐴𝐵
𝐷𝐹𝑇). Ignoring dissipative plastic 

effects and defects in the structure, the work of adhesion is calculated using the Eq. (3.2), 

where the energy is calculated per unit area. Attractive interactions between two 

corresponds to 𝑊𝑎𝑑> 0, otherwise the value is negative. Generally, the mechanical work 

needs to separate an interface is larger than the ideal work of adhesion calculated 

theoretically, thus the calculations presented in this work may be considered lower than 

any experiment. To the best of our knowledge, there is no work about the pyrite and 

arsenopyrite interfaces that measured this quantity, thereby in this work we will only 

discuss the relative values of 𝑊𝑎𝑑 . 

The ideal work of self-adhesion, labelled Wpyrite for pyrite and Warsenopyrite for 

arsenopyrite, can be calculated as the opposite of the surface energy necessary to fracture 

the bulk along a plane direction to form two identical slabs. As for the work of adhesion, 

a greater self-adhesion work is related with a strong bonding of bulk along a plane 

direction. 

𝑊𝑎𝑑 =  (𝐸𝐴
𝐷𝐹𝑇 + 𝐸𝐵

𝐷𝐹𝑇 − 𝐸𝐴𝐵
𝐷𝐹𝑇)/2𝑆 (3.2) 

Table 4 shows the work of adhesion and the work of self-adhesion for the three 

most stable interfaces. As discussed by Martin et al.,[141] three different situations might 

occurs in this analysis: (i) the self-adhesion of the two phases are lower than the work of 

adhesion, in this case the growth of one phase on top of the other is favoured, as a 
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consequence, the system will maximize the interfacial area, (ii) the work of self-adhesion 

of the phases are greater than 𝑊𝑎𝑑 , and the system will tend to minimize the size of the 

interface region instead of the surface or bulk grain regions, finally, (iii) the 𝑊𝑎𝑑  is a value 

between the surface energies, and the result of the interface growth is ambiguous, and 

cannot be predicted by only theoretical calculations. In our calculation for the three cases 

the work of adhesion is more than two times (x2) less than the work of self-adhesion 

(following the case (ii)). In this manner, we conclude by our calculation that the formation 

of the interfaces will not be favourable, and it will not maximize area to form a 

thermodynamic domain with bulk and surfaces. 

Table 4: Work of adhesion, Wad, and formation energy for the most stable interfaces. 
Wpyrite and Warsenopyrite meanings the work of self-adhesion for pyrite and arsenopyrite, 
respectively. 

Interface 
Wpyrite, 

J.m-2 
Warsenopyrite, 

J.m-2 
Wad, 
J.m-2 

𝐸𝑓𝑜𝑟𝑚, 

eV.(formula unit)-1 

FeS2(100)/FeAsS(001) 4.12 3.84 1.63 -2.497 

FeS2(100)/FeAsS(100)-As 4.12 4.16 1.47 -2.533 

FeS2(100)/FeAsS(100)-S 4.12 4.00 1.70 -2.441 

Another means of estimating the stability of the compounds is to calculate the 

energy of formation, 𝐸𝑓𝑜𝑟𝑚 , of the compound from the standard state of the elements. 

𝐸𝑓𝑜𝑟𝑚 represents the energy required to form the material from its individual components 

and it is given by: 

𝐸𝑓𝑜𝑟𝑚 =  𝐸𝑏𝑢𝑙𝑘 −  ∑ 𝑥𝑗𝜇𝑗
∗

𝑗

, (3.3) 

where 𝐸𝑏𝑢𝑙𝑘 is the bulk energy per unit formula, 𝑥𝑗  is the number of atoms, and  𝜇𝑗
∗ is the 

chemical potential for the 𝑗 species in standard state. To calculate 𝜇𝐹𝑒
∗  it was used the iron 

BCC unit cell, for 𝜇𝐴𝑠
∗  the grey arsenic rhombohedral cell, and for 𝜇𝑆

∗  the S8 orthorhombic 

cell (see optimized structures in Figure A8). The results are presented in Table 4, and the 

values were found to be in the range of -2.441 and -2.533 eV. Comparing the results shown 

in Table 4 for the interfaces and the results for pyrite and arsenopyrite bulk in Table 2 it 

is possible to compare the stability of the systems. By the sum of the formation of energy 

values for pyrite [-1.512 eV.(formula unit)-1] and arsenopyrite [-1.309 eV.(formula unit)-

1] it was found the value of -2.821 eV.(formula unit)-1. The last value is greater than the 
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values found for the interfaces. It means that the two phases are to be found forming two-

phase mixture in the nature, and the interface contact formation is thermodynamically 

unfavourable. 

The non-miscibility and adhesion properties of pyrite and arsenopyrite have been 

discussed in the literature. As a result of the structural differences between pyrite and 

arsenopyrite in As-reach ore soils and sediments it is generally found pyrite and 

arsenopyrite mixed forming two distinct phases.[25] In contrast, HRTEM and XAS 

data[210] for arsenian pyrites with lower arsenic concentrations suggest that the As 

atoms are in one-phase solid solution system. This result shows how the concentration of 

arsenic can modify the structure and the grains distribution present in the structure of 

pyrite and arsenopyrite. However, large arsenopyrite domains are only found in As-rich 

regions, as expected. Palenik et al.[61] documented a complex matrix for arsenian pyrite 

in auriferous soils. The heterogeneous nature of the matrix in these samples was 

described as a polycrystalline mixture of pyrite and arsenopyrite nanodomains of about 

20 nm2 in size. In addition, high resolution transmission electron microscopy (HRTEM) 

observations of As-rich arsenian pyrite from natural ore deposits by Fleet et al.[58] and 

Simon et al.[59, 211] suggested the presence of stacking faults separating alternating 

pyrite and arsenopyrite structure thin (10–12 Å) lamellae. These HRTEM observations 

suggest that high As-contents in arsenian pyrite might be related to the presence of 

nanoscale aggregates of sulfides, with As residing in arsenopyrite domains. As a 

conclusion, the compiled data showed clearly that pyrite and arsenopyrite surfaces do not 

present large adhesion, and as predicted by our calculations, this may not happen in a 

microscopic scale. Also, some works tried to synthesize pyrite and arsenopyrite, and the 

processes of nucleation follows a small rate, what is consistent with the adhesion 

estimated in our calculations. 

 

Conclusion 

The adhesion, bonding structure, and electronic properties of the 

pyrite/arsenopyrite interfaces were investigated by a DFT/PBE/plane wave method. It 

was evaluated the mismatch, 𝜉, between pyrite(100) surface and the arsenopyrite (001), 
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(100)-As, (100)-S, (010), (011), (101), (110)-S, (110)-As, (111), (210)-1, and (210)-2 

surfaces. Only the arsenopyrite (001), (100)-As and (100)-S presented 𝜉 values suitable 

to form stable interfaces with pyrite(100) surface. From the selected surface planes, the 

FeS2(100)/FeAsS(001), FeS2(100)/FeAsS(100)-As, and FeS2(100)/FeAsS(100)-S were 

built and studied. The geometry optimization showed that the bond distances between 

the interfaces have large values in accordance with that observed for the two separate 

phases, and largest deviations were found in the interface region. As pyrite and 

arsenopyrite have different bond distances and lattice parameters, it is not possible to 

perfect match the phases, and distorted octahedron sites are formed in the interfacial 

region. This structural observation agrees with the work of adhesion and the formation 

energy analysis, where it was found that the contact phases at the molecular level are 

thermodynamically unfavourable. And, the formation of the interface in nature would be 

an unstable product, and possibly its formation would occur due to kinetic effects in the 

formation of two minerals when they are associated in nature. These results are 

consistent with the low miscibility between the two phases, which is observed 

experimentally. 

The ELF and PDOS calculations for the interfaces compared with results reported 

previously for the pyrite and arsenopyrite bulk show that the electronic structure at the 

interfaces exhibits similarities to that of the pyrite and arsenopyrite bulk. However, even 

with the similarities, the band gaps (t2g → eg transition) of the pyrite/arsenopyrite 

interfaces are small (or metallic) and the atoms present in the interface region dominate 

the density of states at the Fermi level. The decrease in the band gap of the electron 

transference process is facilitated, which would facilitate the process of oxidation of these 

minerals in nature. Leading to increased release of pollutants in the environment. 
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Chapter 4 – Pyrite/arsenopyrite interface local reactivity  

Preamble: From the interfaces studied in Chapter 3, it was evaluated the influence of the 

interface in the local reactivity of pyrite and arsenopyrite phases. Different surfaces were 

calculated along the perpendicular and parallel cleavage planes (details in Figure 17) of the 

three most stable interfaces:  FeS2(100)/FeAsS(001), FeS2(100)/FeAsS(100)-As and 

FeS2(100)/FeAsS(100)-S. All the cleavage energies calculated for the relaxed interfaces 

were found very close to the cleavage values obtained for pyrite and arsenopyrite pure 

phases. We also tested the chemical reactivity of the interfaces studying the adsorption of 

water in the different surfaces. For all systems, the values of adsorption energies were 

found to be the same of the obtained for pyrite and arsenopyrite exposed surfaces without 

solid-solid contact between the phases. The results for cleavage energy and water 

adsorption energy suggest that the local reactivity of the pyrite and arsenopyrite are not 

largely affected by the formation of the interface. This observation is in agreement with the 

electron charge difference calculations shown in this Chapter, where it was found that 

negligible electronic transference occurs at the interface point. Furthermore, the charge 

difference analysis also suggests that the charge transfer mechanism does not change the 

bulk characteristic in the vicinities of the interface region. 

  

Introduction 

The formation of the interface may affect the local properties of the materials. 

Mainly, two effects can change the chemical characteristics of a certain interface at 

molecular level. The first is the formation of new chemical bonds in the interface region. 

At the interface, the new bonds change the energy level profile of A/B solid-solid junction 

with respect to the pure A and B phases. Furthermore, the interfaces will invariably lead 

to the stress in the bonds and lattice parameters. This effect was studied in Chapter 3, 

where it is observed that the bonds present at the interface are at higher energy level 

(thus less stable) than the bulk chemical bonds. In addition, the work of adhesion found 

for the pyrite/arsenopyrite indicates that there is no additional stability generated by the 

interaction between the phases. 
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The second effect is that the greater is the structural and electronic difference 

between A and B phases, the greater is the change of the electronic density induced by the 

interface formation. This factor may even influence the electronics of the two phases by a 

charge transfer mechanism, where the electron-deficient phase receives electron density 

from the interface. This mechanism is very important to stabilize the interface. 

This Chapter aims to study the changes of the electron density of the most stable 

pyrite/arsenopyrite interfaces with respect to the pure phases. It was evaluated the effect 

of this change to the local properties of these materials. Surface energy and water 

adsorption energy were used to evaluate the local chemical properties.  

  

Methodology details and nomenclature of the systems 

The electronic structure of the system was calculated using the DFT/plane waves 

methodology performed using the PBE XC functional. It has been shown that the PBE XC 

functional is capable to describe the structure and the electronic properties of sulfide 

minerals.[63, 104, 169, 170, 185] The cutoff radius energy was set to 50 Ry. K-points 

meshes were automatically generated by the Quantum-Espresso software, and[162] we 

used a Γ-centered 4x4x2 grid for all the systems. Except for the charge density difference 

calculations (see Figure 18 and Eq. (4.1)) we used a 10x10x6 k-point grid to obtain a 

better description of the electronic density of the system. A Fermi-Dirac Gaussian 

smearing of 0.02 eV was used for all systems. All the calculation parameters were tested 

and the results are shown in appendices A-D. Spin polarization were considered in all 

calculation, and the results reported in this work correspond to the most stable spin state 

of each structure. Spin trials were done, and the results are shown in the appendices G-I. 

For the sake of clarity and avoid misunderstanding, a nomenclature was employed 

for the structures that we are studying and comparing in this Chapter (Chapter 4). This 

Chapter aims to compare the results obtained with the pyrite and arsenopyrite surfaces 

with the ones obtained with the interface (I-BULK) and after its cleavage (I-SLABs). The 

“surface” nomenclature will be used when it is directly obtained from the cleavage of 

pyrite or arsenopyrite, as can be seen in Figure 16. From the combination of these two 

surfaces as shown in Figure 9, the pyrite/arsenopyrite interface was built (see Chapter 3 
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for a better explanation). The pyrite/arsenopyrite interfaces will be called I-BULKs 

(interface bulks). From the cleavage along a specific crystallographic plan of the I-BULKs, 

it was generated the I-SLABs (interface slabs). The cleavage planes used to obtain the I-

SLABs from the I-BULKs are show in Figure 17. 

 

Figure 16- Nomenclature used in the present Chapter for (a) pyrite and arsenopyrite 
crystal bulk, (b) pyrite and arsenopyrite surface, (c) interface bulk (I-BULKs). 

A special attention was given to the spin polarization of the systems to obtain 

better description for the total energy of the I-SLABs. Pyrite (100) surface is well-known 

to be a spin compensated system, however, to the best of our knowledge, there is no 

information reported in the literature for the arsenopyrite surfaces.[119, 176, 195] 

Therefore, we evaluated the spin test for the (001), (100)-As and (100)-S arsenopyrite 

surfaces (see Table A6, Table A7, and Table A8). It was considered the ferromagnetic, 

antiferromagnetic and spin compensated systems, and for all of the arsenopyrite slab 

surfaces the total magnetization of the system was found to be equal to zero. In contrast 

to the non-spin-polarized surface found for pyrite, our calculations indicate an 

antiferromagnetic spin configuration for the three arsenopyrite surfaces. Hence, we set 
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the spin states equals to zero for all atoms located in the pyrite phase, and we set an 

antiferromagnetic spin configuration for the atoms present in the arsenopyrite phase. 

 

 I-SLABs construction starting from the I-BULKs 

It was calculated the fracture of the three interface structures considering the 

cleavage planes shown in the Figure 17. To define the best cleavage planes to be analyzed 

for the interfaces, we first identified the most stable cleavage planes in pyrite and 

arsenopyrite accordingly to the literature.[119, 177, 185, 188, 191, 194, 195, 212] Due to 

the structural similarities of pyrite/arsenopyrite interface with the arsenopyrite and 

pyrite pure phases, it is expected that pyrite/arsenopyrite surfaces present the same 

behaviour of the isolated surface. It is observed that both pyrite and arsenopyrite most 

stable cleavages occur by Fe-S and/or Fe-As bond breaking to form the surface. Hence, the 

S22- and AsS2- dimers remains intact on the surface. As discussed by Stirling et al.,[191], 

this cleavage process maintains the charge neutrality in the pyrite surfaces, minimizing 

the total energy of the system. Recently, the same characteristic was identified for 

arsenopyrite surfaces.[119] 

For the interface atomistic calculations, it was used the same structures depicted 

in Figure 10. The three most stable interface-bulk systems [FeS2(100)/FeAsS(001), 

FeS2(100)/FeAsS(100)-As and FeS2(100)/FeAsS(100)-S] are composed by four FeS2 

layers in the pyrite region and four FeAsS layers in the arsenopyrite region, forming two 

equivalent interface regions in the same model. From the optimized interface bulk 

systems, we built the surface models (which will be called in this Chapter as I-SLABs, see 

Figure 17). In the I-SLABS, all atomic layers were placed in the xy-plane with periodic 

boundary conditions, and a vacuum space of 12 Å was used along z-axis to avoid the 

interaction between the slab and its periodic images along z-directions. All the simulated 

I-SLABS were built keeping the symmetric arrange of the atoms present in pyrite and 

arsenopyrite pure phases, thus no resultant dipole or charge accumulation regions are 

present in the structure. 

No defects were simulated in this work, thus all the results here presented have to 

be considered for an ideal terminated surface. There is no experimental or theoretical 
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report in the literature about the fracture point occurring on the pyrite/arsenopyrite 

solid-solid junctions in nature. Then, all might be useful to give insights about this issue, 

providing a chemical picture of the pyrite/arsenopyrite interface local reactivity at 

molecular level. The same procedure has been used for pyrite and arsenopyrite 

studies,[119, 177, 185, 188, 191, 194, 195, 212] where stoichiometric surfaces have been 

used to understand more about pyrite and arsenopyrite pure minerals. 

 

Figure 17- I-SLABs obtained from the I-BULKs. The blue dot lines represent the 
cleavage plane perpendicular [(1)⊥] to the interface, and the red dot lines the four 

parallel cleavage planes close to the interface region [(1)ǁ ,(2)ǁ ,(3)ǁ , and (4)ǁ]. The 
red, yellow and green spheres represent the iron, sulfur and arsenic atoms in the 
structures above. The doted circles show the iron sites that were used to adsorb water 
molecules. 

The orientation of the structures and the number of layers must be considered to 

build the perpendicular structure of the I-SLABs. First, looking only to pyrite region in the 

three interfaces, the xz and yz-planes in the structures corresponding to the (100) and 

(010) cleavages in the pure pyrite bulk. Since the (100), (010) and (001) pyrite cleavage 
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planes are by symmetry equivalent, we may consider that in the interface both cleavages 

are equivalent. However, the (100), (010) and (010) arsenopyrite planes are not 

equivalent and, as a consequence, in the interface these cleavage directions are also not 

equivalent. For FeS2(100)/FeAsS(100)-As and FeS2(100)/FeAsS(100)-S, the interfacial 

plane direction is the (100) from the arsenopyrite side, and so the other directions must 

be (010) and (001). We observed that in the (010) direction, for the three interface 

systems no cleavage plane occurs maintaining the As-S and S-S bonds, see  Figure A9 in 

the appendix of this thesis. 

The perpendicular cleavage planes were built using nine atomic layers, see Figure 

17. It has been shown for pyrite[177, 185, 188, 191, 192] and arsenopyrite[119, 176] that 

a slab with small number of layers is capable to describe the structure and chemical 

reaction of the surfaces. These results showed clearly that the cleavage in pyrite and 

arsenopyrite only occurs very close to the interface, and we already think that an I-SLAB 

with just a few atomic layers (9 layers) might be proposed and will describe the cleavage 

energy value. 

Particularly for pyrite, by photoelectron spectroscopy, Eggleston et al.[213] 

measure the pyrite surface thickness, and it was found to be a few atomic layers around 

the pyrite surface plane. Theoretically, Santos et al.[185] described the pyrite (100) 

surface chemical properties using a slab with 6 layer thickness, and the authors 

reproduced in good agreement with the results evaluated by Sit et al.[63] using a 12-

layered surface. 

 

Pyrite/arsenopyrite I-Bulks electronic reconstruction 

When an interface is formed between two phases, charge transfer from bulk 

regions to the interface may occur.[161] This electronic mechanism is very important to 

stabilize the interface region. However, the magnitude of the charge transfer may cause 

charge deficiency in the bulk region near the interface weakening the bond strength. This 

charge transference process is very important to understand how the failure process 

occurs around an interface formation. As discussed by Liu et al.[180] and by Qi et al.,[214] 

there are three ways of the structure failure for a heterogeneous interface system. If the 
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interface is not well adhered, the failure point will be at the interface region. For an over-

adhered interface, the failure point is at a few Ångstrom distance from the interface and 

happens in the softer phase. If the phases are perfected adhered, the failure point will 

occur inside the softer phase, in the bulk region far away from the interface. In the case of 

a homogeneous interface, the cleavage point should be at the interface region, 

consequently, in homogeneous situations the formation of the interface is not favoured, if 

compared with the formation of a surface region. On this sense, the analysis of the fracture 

is essential for a comprehensive evaluation of the stability and cohesion of an interface 

system. 

 

Figure 18- Structure and Charge density difference, 𝜟𝝆, for the interfaces. (a) is the 
FeS2(100)/FeAsS(001) interface, (b) the FeS2(100)/FeAsS(100)-As interface, and (c) 
the FeS2(100)/FeAsS(100)-S interface. Isosurfaces are shown for 0.01 e/Å3. Red, 
yellow, and green spheres represent, respectively, the Fe, S, and As atoms. 

The electronic reconstruction over the interfaces were evaluated by the charge 

difference analyses, 𝛥𝜌, which is given by the Eq. (4.1), where 𝜌𝐹𝑒𝑆2/𝐹𝑒𝐴𝑠𝑆 is the density of 

the interface, and 𝜌𝐹𝑒𝑆2
 and 𝜌𝐹𝑒𝐴𝑠𝑆  are, respectively, the density of the pyrite and 

arsenopyrite phases. 

𝛥𝜌 =  𝜌𝐹𝑒𝑆2/𝐹𝑒𝐴𝑠𝑆 −  𝜌𝐹𝑒𝑆2
−  𝜌𝐹𝑒𝐴𝑠𝑆 (4.1) 
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The three interface systems share common features. As shown in Figure 18, the electron 

redistribution is rather localized in the interface region, it reveals only an electron density 

accumulation at the interface. The electronic influence on the electronic structure of FeS2 

and FeAsS is confined within the first three atomic layers of both phases (which is 

equivalent to a FeS2-layer and FeAsS-layer in the pyrite and arsenopyrite side region). The 

charge density difference in the bulk region of the interface model shows no evidence of 

charge redistribution or a reconstruction occurs at the interface. In all the systems, the 

charge difference is concentrated in the directions of the Fe-S and Fe-As new bonds 

formed in the interface region. 

  

Pyrite/arsenopyrite I-SLABs cleavage plane energies 

The surface energy, 𝛾, for the different cleavage planes and atomic terminations 

were calculated by the Eq. (4.2), where 𝐸𝐼−𝑆𝐿𝐴𝐵(𝑛) is the I-SLAB energy as function of the 

n layers, and 𝐸𝐼−𝐵𝑈𝐿𝐾 is the bulk energy per layer. Since in a cleavage process, the energy 

depends on the dimensions of the material, the area, S, should be considered in the 

calculation. In the calculations, we relaxed the two surfaces, then a ½ was considered in 

the calculations. Considering that the interface free energy might be approximated by the 

value of the total energy, 𝐸 , which is in the most cases a good approximation. The  𝛾 

parameters measures the thermodynamic stability of the interface relative to the starting 

bulk (in this case the I-BULK), and a positive value indicates a stable surface. As a cleavage 

process involves always bond breaking, it is not expected negative values for 𝛾. 

𝛾 =  
1

2𝑆
[𝐸𝐼−𝑆𝐿𝐴𝐵(𝑛) −  𝑛𝐸𝐼−𝐵𝑈𝐿𝐾] (4.2) 

The cleavage energies are summarized in Table 5. After full optimization of the I-

SLABs, the cleavage values calculated were found around 0.94 and 1.01 J.m-2. The 

obtained values are comparable with the cleavage energies for the pyrite and 

arsenopyrite cleavage energies (1.03 J.m-2 for FeS2(100); 0.96 J.m-2 for FeAsS(001); 1.04 

J.m-2 for FeAsS(100)-As; and 1.00 J.m-2 for FeAsS(100)-S). 
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Table 5- Surface energy calculated for the different cleavage planes shown in Figure 
17. 

I-SLAB Cleavage Planes γ, J.m
-2

 𝛥𝐸𝑎𝑑𝑠 , kcal.mol-1 (eV) 

FeS2(100)/FeAsS(001) 

(1)⊥ 0.99 
FeS2 site: -14.5 (-0.63) 

FeAsS site: -14.9 (-0.65) 

(1)ǁ 0.85 -12.1 (-0.52) 

(2)ǁ 0.92 -13.9 (-0.60) 

(3)ǁ 0.75 -12.8 (-0.55) 

(4)ǁ 0.94 -13.3 (-0.58) 

FeS2(100)/FeAsS(100)-As 

(1)⊥ 1.01 
FeS2 site= -14.6 (-0.63) 

FeAsS site= -15.6 (-0.68) 

(1)ǁ 0.84 -13.9 (-0.60) 

(2)ǁ 1.03 -13.2 (-0.57) 

(3)ǁ 0.80 -13.0 (-0.56) 

(4)ǁ 0.92 -13.2 (-0.57) 

FeS2(100)/FeAsS(100)-S 

(1)⊥ 0.94 
FeS2 site: -14.4 (-0.62) 

FeAsS site: -16.2 (-0.70) 

(1)ǁ 0.99 -13.1 (-0.57) 

(2)ǁ 0.92 -13.3 (-0.58) 

(3)ǁ 0.93 -12.9 (-0.56) 

(4)ǁ 0.95 -13.0 (-0.56) 

 

Pyrite/arsenopyrite I-SLABS chemical reactivity in the presence of water 

 It was evaluated the chemical reactivity of the I-SLABs by the water adsorption on 

the Fe(II) adsorption site present on the I-SLABs surfaces. All the results are shown in 

Table 5 and the optimized structures are illustrated in Figure 19. The adsorption energy, 

𝛥𝐸𝑎𝑑𝑠 , was calculated by the following equation: 

𝛥𝐸𝑎𝑑𝑠 =  𝐸𝐼−𝑆𝐿𝐴𝐵+𝑤𝑎𝑡𝑒𝑟 − 𝐸𝑠𝑢𝑟𝑓 − 𝐸𝑤𝑎𝑡𝑒𝑟, (4.3) 

where 𝐸𝐼−𝑆𝐿𝐴𝐵+𝑤𝑎𝑡𝑒𝑟  is the total energy of the surface with one water molecularly 

adsorbed, 𝐸𝑠𝑢𝑟𝑓 the total energy of the bare surface, and 𝐸𝑤𝑎𝑡𝑒𝑟 the water energy using 

the same theoretical level. 
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Figure 19- Water adsorption on the “FeS2(100)/FeAsS(100)-As” I-SLABs. (a) 
adsorption on the parallel I-SLAB model, (b) adsorption on the perpendicular I-SLAB 
with the water located in the pyrite side, and (c) water adsorption on the 
perpendicular I-SLAB with the water located in the pyrite side. 

Comparing the adsorption values for all I-SLAB models evaluated in this Chapter, 

there is no large variation among the adsorption energies values. As can be seen in Table 

5, the values were found in the range of -12.1 to -16.2 kcal.mol-1. The major differences 

were found when comparing the adsorptions for the (ǁ)I-SLABs and (⊥)I-SLABs, and 

difference for 𝛥𝐸𝑎𝑑𝑠  were found around 3.1 kcal.mol-1. However, as discussed by Sit et 
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al.[63] and Stirling et al.,[191] such a difference can be considered within the expected 

errors of DFT calculations. As a consequence, it is not possible to differentiate the systems 

by their 𝛥𝐸𝑎𝑑𝑠  values. 

We also compare the obtained values in Table 5 with the 𝛥𝐸𝑎𝑑𝑠  values found in the 

literature for pyrite and arsenopyrite surfaces. For pyrite (100) surface, DFT calculation 

with different XC functional found the adsorption energies between -12 and -16 kcal.mol-

1.[63, 64, 184, 191] Temperature-programmed experiments , on other hand, provided an 

estimate values of the water adsorption energy of -10 kcal.mol-1.[13] For arsenopyrite, 

the DFT estimated water adsorption energy is equal to -10.8 kcal.mol-1.[64] The 𝛥𝐸𝑎𝑑𝑠  

values indicate that the interface formation do not affects the local reactivity of both 

phases.  

 

Final observations 

The local properties of the I-SLABs were studied considering the surface energy, γ, 

and water adsorption energy, 𝛥𝐸𝑎𝑑𝑠 . Some cleavage models for the I-SLABs were 

constructed from the three most stable I-BULKs: FeS2(100)/FeAsS(001), 

FeS2(100)/FeAsS(100)-As and FeS2(100)/FeAsS(100)-S. In the I-SLABs construction the 

(ǁ) [sited parallel to the xy-plane] and (⊥) [sited perpendicular to the xy-plane] was taken 

into account. Among all the evaluated systems the γ energy values were found between 

the γ values of the pyrite (100) surface of the arsenopyrite (001), (100)-As and (100)-S 

surfaces. Thus, the direct contact between the two phases does not destabilize the system 

due to a directional charge transfer process. This result collaborates with the calculations 

of electronic charge difference, 𝛥𝜌, where it was found that the electronic reconstruction 

occurred more significantly near the interfacial region (mostly concentrated in the first 

FeS2-layer of the pyrite phase and the first FeAsS-layer of the arsenopyrite phase). 

Local reactivity of the I-SLABs was also evaluated from the adsorption of water at 

the Fe(II) sites present on the surface of these systems. As shown by comparing the values 

collected for the I-SLABs and the values obtained for the pyrite and arsenopyrite surfaces, 

the values found are within the errors estimated for DFT calculations. This suggests that 

all sites of all I-SLABs are equivalent when compared to water adsorption. This result 
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collaborates with the structural and electron localization analyses made in Chapter 3. 

After the total optimization of the I-BULKs, it was observed that their structural values 

did not exceed a maximum of 4% when compared to the pyrite and arsenopyrite pure 

phases. 
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Chapter 5 – Pyrite/Arsenopyrite interface band offset 

Preamble: The electronic behaviour of the FeS2/FeAsS interfaces was studied by means 

of DFT/PBE method. The FeS2(100), FeAsS(001), FeAsS(100)-As and FeAsS(100)-S 

surfaces were used to construct the FeS2(100)/FeAsS (001), FeS2(100)/FeAsS (100)-As, 

and FeS2(100)/FeAsS(100)-S interfaces. From these interfaces, the band offset values 

were calculated. In this calculation, it is possible to predict which of the two phases (pyrite 

or arsenopyrite) holds more for the valence band and which of these contributes to the 

conduction band. The valence band is composed by pyrite electronic states, and the 

conduction band by arsenopyrite electronic states. Our results suggest that 

pyrite/arsenopyrite form a p-n heterojunction and the electron transfer occurs in the 

“arsenopyrite → pyrite” direction. In addition, it was observed that the interface 

formation decreases the band gap value of the system, which facilitates the electron 

transfer. 

  

FeS2/FeAsS interface construction 

To build the interface models it was used the interface coherent models, which has 

been previously successfully used to describe the electronic properties of different 

interface materials.[121, 123, 129, 143, 146, 152, 156] Considering the case of 

pyrite/arsenopyrite solid phases in contact, four steps were performed in order to build 

the interface coherent atomistic model. The First step is to define the interface plane 

between pyrite and arsenopyrite to determine the stacking direction (in this work the 

stacking direction was set along the z-axis direction). In the second step, the 

commensurability of the phases was evaluated in order to build a 2D periodic interface 

model. The third step consist in cleavage both pyrite and arsenopyrite surfaces that in 

contact will form the target interface. During this step, the last atomic layer on the 

structure depend on the chemical composition of the system, and it is possible to have 

more than one interface for the same considered contact plane direction. For example, 

there are two different cleavage for arsenopyrite along its (100) crystallographic plane, 

exposing the As atoms, (100)-As, and the S atoms, (100)-S, in the outlayer.  In the fourth 
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and last step, the interface was built by bringing together the two pyrite and arsenopyrite 

phase, as can be seen in  Figure 20. 

 

Figure 20- Interface model construction. (a) is the FeS2(100) pyrite bulk, (b) the 
FeAsS(100)-As arsenopyrite bulk, and (c) the FeS2(100)/FeAsS(100)-As interface. The 
FeS2(100)/FeAsS(001) and FeS2(100)/FeAsS(100)-As constructions are shown in 
Figure A12 and Figure 16, respectively. 

 

The commensurability of the phases 

To build realistic models it was considered the most expressive surfaces of pyrite 

and arsenopyrite. Pyrite is the ubiquitous sulfide minerals in Earth, and its (100) cleavage 

are the surface with major occurrence in nature.[13] Thus, this surface was chosen to 

form interface with the arsenopyrite phase. Regarding to arsenopyrite surface, in nature 

it does not present a preferential cleavage, and at least twelve cleavage planes can be 

formed in its cleavage process.[119, 176, 195] Silva et al.[119] studied in detail all the 

possible surfaces involved in arsenopyrite cleavage. Among all of then, the (001), (100)-

As, (100)-S, (010), (011), (101), (110)-As, (110)-S, (111), (210)-1 and (210)-2 exhibits 
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lower surface free energies, and can be suggested as a potential occurring surface in 

nature. Furthermore, Silva et al.[119] observed that all surfaces are very close in energy, 

been the energies no larger than 0.73 J/m2 Considering all of those surfaces, in our 

previous paper[62] (Chapter 3) it was evaluated the commensurability of the pyrite and 

arsenopyrite surfaces along different crystallographic directions of pyrite and 

arsenopyrite. From all the evaluated structures, it was found that only the 

FeS2(100)/FeAsS(001), FeS2(100)/FeAsS(100)-As, and FeS2(100)/FeAsS(100)-S are 

capable to match and form interfaces. 

 

Interface model 

The interfaces were built by the direct contact of pyrite and arsenopyrite bulk 

phases. In this work, all the surfaces are symmetric, thus, two identical interfaces appear 

in each model, see Figure 20c. The FeS2/FeAsS interface models contain several layers of 

each pyrite and arsenopyrite phases. In the FeS2(100) phase-side, 12 FeS2 bulk-like 

stoichiometric layer were chosen. For arsenopyrite, different phases sizes were chosen 

accordingly to the three most stable interfaces studied in this work. The number of FeAsS-

layers used for FeAsS(001), FeAsS(100)-As, FeAsS(100)-S were, respectively, 16, 13 and 

13. Consequently, FeS2(100)/FeAsS(001), FeS2(100)/FeAsS(100)-As, and 

FeS2(100)/FeAsS(100)-S totally have 28, 25 and 25 stoichiometric layers.  The distance 

between two interfaces regions was greater than 34 Å. In order to avoid non-physical 

interactions between the interfaces and to preserve bulk properties in the inner layers. 

All the models were constructed maintaining the symmetry of the pyrite and arsenopyrite 

phases regarding to its unit-cell center. As discussed by Martin et al.[141] it is essential to 

avoid long-range dipole-dipole interactions. 

All interfaces were built starting from pyrite and arsenopyrite bulk phases as 

shown in Figure 20a and b. The unit cell used to start the pyrite bulk calculations was 

obtained by Brostigen and Kjekshus crystallographic refinement data.[173] At room 

temperature, pyrite crystalizes in a face-centered cubic system (space group Pa3). The 

lattice parameter was determined experimentally to be 5.418 Å, and the Fe-S and S-S 

chemical bond lengths 2.262 and 2.177 Å, respectively. Arsenopyrite exhibits a 
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monoclinic cell with P21/c space group. Its cell parameters were determined by Bindi et 

al.,[174] being: a= 5.761 Å, b= 5.684 Å, c= 5.767 Å, β= 111.72°, and α=γ= 90.00°. 

 

Computational details 

Total energy calculations were performed by means of the Density Functional 

Theory (DFT), and the generalized gradient approximation (GGA) developed by Perdew-

Burke-Ernzerhof (PBE) was employed. For all calculations, it was used a plane wave basis 

set up to kinetic energy of 40 Ry (or 544 eV). The DFT/PBE/plane waves method has been 

extensively tested in previously publications, and it is capable to describe electronic and 

structural properties of sulfide minerals[63, 104, 119, 185, 191] and interfaces.[121, 123, 

129, 131, 133, 141, 143, 159] Brillouin zone integration was performed using the method 

of Monkhorst and Pack, and the energies were converged with respect to the k-point 

density of 3x3x2 generated automatically in Quantum-Espresso package.[162] A 0.05 eV 

Fermi-Dirac smearing of the occupations number around the Fermi level was used to 

improve convergence in the self-consistent procedure. Spin-polarization was taken into 

account for all calculations. Norm-conserving pseudopotential with: Fe 

(3s23p64s23d64p0), S (3s23p43d0), and As (4s24p34d0) valence electron configuration were 

used. To account for the energy of localized “d” orbitals properly, it was used the DFT+U 

approach with the invariant Hubbard correction (U-J) proposed by Dudarev et al.[96] For 

all interfaces it was used (U-J) equals to 1.5 eV. Test calculations were performed (see 

Appendix N) and the results showed that the theoretical level employed in this work is 

capable to describe the electronic structure of pyrite and arsenopyrite isolated bulk 

phases. 

As discussed by Wang and Smith,[151] to obtain good results on the properties 

induced by the formation of a solid-solid interface, it is crucial to optimize the atomic 

geometry of the system. This procedure minimizes the mismatch strain over the interface 

region. Based on this, geometry optimization was performed for all the interfaces. 

Geometry optimizations were carried out using the Damped dynamics method[164] in 

the Parrinello-Rahman extended Lagrangian formulation,[165] and the forces on the ions 

were converged to within 10-3 Ry/Bohr. Finally, from the full optimized structures a single 
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point calculation was made in the k-points mesh density of 6x6x4 to obtain the band 

structure of all interface compounds. From the obtained band structures, the valence band 

maximum (VBM), conduction band minimum (CBM), and band gap (BG= CBM - VMB) 

values were estimated. 

 

The band offset calculation approach 

One of the most important quantities that characterize a semiconductor-

semiconductor interface is the band offset, which is the relative position of the energy 

levels on both sides of the interface. From the structures shown in Figure 20, it was 

possible to calculate the natural band offset (BO) for the three interfaces. The BO value is 

given by: 

𝛥𝐸𝜈(𝐹𝑒𝑆2 𝐹𝑒𝐴𝑠𝑆⁄ ) =   𝛥𝐸𝜈,∅′(𝐹𝑒𝑆2) − 𝛥𝐸𝜈,∅(𝐹𝑒𝐴𝑠𝑆) + 𝛥𝐸∅,∅′(𝐹𝑒𝑆2 𝐹𝑒𝐴𝑠𝑆⁄ ) (5.1) 

where  𝛥𝐸𝜈,∅′(𝐹𝑒𝑆2)  and 𝛥𝐸𝜈,∅(𝐹𝑒𝐴𝑠𝑆)  are the differences between the valence-band 

maximum energy and the electrostatic potential average for, one-to-one, the pyrite and 

arsenopyrite isolated phases (e.g. Figure 20a and Figure 20b). The third term, 

𝛥𝐸∅,∅′(𝐹𝑒𝑆2 𝐹𝑒𝐴𝑠𝑆⁄ ), is the difference average take in the bulk-like region obtained from 

the interface supercell (e.g. Figure 20c). The electrostatic potentials, 𝑢(𝑥, 𝑦, 𝑧) , were 

calculated along the crystal direction perpendicular to the interface plane. The average of 

the electrostatic potential, 𝜙(𝑧), was calculated taking secant planes along z-direction as 

defined in the following equation: 

𝜙(𝑧) =  
1

𝑎𝑏
∫ ∫ 𝑢(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦.

𝑏

0

𝑎

0

 (5.2) 

Putting together the results for the pyrite and arsenopyrite bulk and the FeS2/FeAsS 

interfaces heterostructure the graphic shown in Figure 21 was constructed. From the 

obtained results, it is possible to evaluate the influence of the interface in the electrostatic 

potential. 



65 
 

The third term in the Eq. (5.1) comprises the determination of the BO due to the 

hydrostatic pressure generated in the matched phases. As can be seen in Figure 21 (see 

also Figure A10 and Figure A11), the pyrite/arsenopyrite interface formation do not 

change significantly the value of 𝜙(𝑧)  along the coordinate. Small modifications were 

found mainly around the interface region, and the intensity and shape of the graph 

remained practically the same. That is in agreement with small values of  

𝛥𝐸∅,∅′(𝐹𝑒𝑆2 𝐹𝑒𝐴𝑠𝑆⁄ ) found for the three interfaces: 0.07 eV for FeS2(100)/FeAsS(001), 

0.09 eV for FeS2(100)/FeAsS(100)-As, and 0.09 eV for FeS2(100)/FeAsS(100)-S. 

 

Figure 21- Displacement calculation for the FeS2(100)/FeAsS(100)-As interface 
model. The results found for the FeS2(100)/FeAsS(001) and  FeS2(100)/FeAsS(100)-S 
interfaces are shown, respectively, in Figure A10 and Figure A11. 

 

Pyrite and arsenopyrite calculation 

The Hubbard parameter was tested for pyrite and arsenopyrite in order to 

improve the electronic properties of this mineral. It is shown in the literature that 

parameter (U-J) is able to modify structural, electronic and mechanical properties 
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parameter (U-J) it is possible to obtain structural modifications of about 5% for pyrite and 

arsenopyrite (the same behaviour was observed by our calculations and the results are 

present in Appendix N). However, the same authors have shown that the electronic 

properties of pyrite and arsenopyrite modify considerably more than the other properties 

approached. The DFT / PBE approach used in this work estimated the BG of pyrite at 0.41 

eV, obtaining a deviation of 54% when compared to the experimental value of 0.90 eV. 

The BG of arsenopyrite was calculated as 0.71 eV, denoting in 13% of the experimental 

value of 0.82 eV. Therefore, it was evaluated the best (U-J) parameter that describe the 

electronic energy level values for VBM and CBM of the isolated bulk phases. 

 

Figure 22- Valence band maximum (VBM) and Conduction band minimum (CBM) vs 
(U-J) Hubbard parameter for (a) pyrite and (b) arsenopyrite bulk minerals. Vertical 
lines represents the band gaps obtained for (U-J)= 1.5 eV. Grey shaded regions mean 
the occupied states level. 

To achieve this, the Hubbard exchange correlation value (J) were set as 0.0 eV, and 

different values for the on-site Coulomb parameter was varied as U= [0.0, 1.0, 1.5, and 2.0 

eV]. In Figure 22, it is shown the evolution of the conduction and valence band edges of 

the pyrite and arsenopyrite bulk compounds as a function of (U-J). Since the band gap 

values increase linearly with (U-J), the value of (U-J) was chosen to reproduce the 

experimental band gap (BG= CBM - VMB) of pyrite and arsenopyrite. As can be seen in 

Figure 22, the best description of BG was found for (U-J)= 1.5 eV for both compounds. The 

former value is capable to describe both pyrite (0.90 eV, [166, 167]) and arsenopyrite 

(0.82 eV, [119, 168]) band gaps with minor errors of 0.03 eV. 
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Pyrite/arsenopyrite interface band offset 

The influence of the Hubbard correction in the band offset calculation was also 

evaluated, see Appendix N. The band offset calculation does not present large variation 

for the different (U-J) parameter tested, being the largest difference 0.05 eV when 

compared to the most different scenarios. Comparing Figure 22 and Table A18, it is 

observed that the BO values did not change as much as the values of BG. We believe that 

this is due to the linear behaviour of the values observed in Figure 22, thus, even if the BG 

values increase as the value of (U-J) increases, this change is systematically modified for 

the different systems addressed in this work. Also, it is being shown that for some systems 

that the (U-J) influence on the BO value is insignificant.[143] In this work, it was chosen 

the Hubbard parameter that describes well both values of BG and BO. 

The projected density of states (PDOS) were calculated and the results were 

shifted accordingly to the energy given by the BO calculation. The results for the most 

stable interfaces are shown in Figure 24. The three interfaces share the same features, 

and for all the systems the valence-band maximum energy is located on the FeS2 and the 

conduction-band minimum on the FeAsS phase. It is characteristic of a p-n junction. 

 

Figure 23- Interface frontier’s orbitals for the FeS2(100)/FeAsS(100)-As interface. 
The results found for the FeS2(100)/FeAsS(001) and  FeS2(100)/FeAsS(100)-S 
interfaces are shown, one-to-one, in Figure A13 and Figure A15. 

The evidence of the VBM and CBM were taken from the projected charge density 

over the frontier’s orbital states. The projections were performed considering the last 

occupied and the first unoccupied bands at Γ-point calculation. The results are depicted 

in Figure 23. For all the systems, both VBM and CBM are located close to the interface 

plane. The VMB are located in FeS2 phase and FeAsS, and the CBM are located only in the 

FeAsS phase. This result with the PDOS suggest that the transition occurs from the pyrite 

states to the arsenopyrite states. 
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Figure 24- Interface band offset for (a) FeS2(100)/FeAsS(001), (b) 
FeS2(100)/FeAsS(100)-As, and (c) FeS2(100)/FeAsS(100)-As interfaces. Grey shaded 
areas mean the occupied states level. The upper panel shows qualitatively the band 
alignment obtained for the three FeS2/FeAsS interfaces. 

  

Environmental implications and conclusion 

Putting together our BO calculations presented in this work and previous 

experimental data for pyrite/arsenopyrite,[48-55] pyrite/chalcopyrite,[40-47] and 

pyrite/metal[20-24] interfaces, it is possible to provide insight about how the oxidation 

process of arsenopyrite in the presence of pyrite occurs. Initially it is important to 

mention that in several reports about the oxidation of sulfide minerals, it has still been 
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discussed whether the reaction occurs via chemical mechanism or via electrochemical 

mechanism. v  It is been suggested in the literature that possibly the beginning of the 

oxidative process occurs most probably by chemical mechanism.[185] This hypothesis is 

very reasonable because at the beginning of dissolution process, the concentration of the 

ions in the medium is very small, and thus the redox potential in the medium will be 

almost zero. However, as the dissolution process occurs, the ion concentration increase 

modifying the electrochemical potential of the medium. For both pyrite and arsenopyrite, 

the chemical potential is regulated by the Fe2+/Fe3+ ionic pair. It has been shown in the 

literature[10] that longer exposure time of the minerals leads to ion concentration 

increase and the pH decrease. At this stage of the oxidation process, it will be expected 

that the dominant oxidation mechanism is the electrochemical. Also, it has been shown in 

the literature that galvanic interaction induces electrochemical dissolution of 

sulfides.[45] For this work, we will focus on electrochemical interpretation. Even though 

the beginning of the process is chemical, the mine tailings are exposed for the most part 

by long periods of leaching, where the oxidation process is advanced. 

From Figure 24 it is possible to observe that the valence states are concentrated in 

the pyrite phase, this indicates that the reduction reactions will occur predominantly on 

the pyrite phase. As discussed above in this Chapter, in the presence of an electric 

potential (and in this case in the presence of corrosion potential of the medium controlled 

by the pair Fe2+/Fe3+ concentration), the electrons are transferred in the “arsenopyrite → 

pyrite” direction. This would make the pyrite to have always electrons available, thus 

being able to participate in the cathodic reactions below. 

O2 + 4H+ + 4e- → 2H2O (5.3) 

Fe3+ + e- → Fe2+ (5.4) 

Eqs. (5.3) and (5.4) are not destructive, and consequently the structure of the pyrite would 

be maintained, not occurring the degradation of the material. 

Different from pyrite, arsenopyrite would act as the anode of the reaction, thus 

being dissolved along the process according to the half-reactions below. 

                                                        
v  For the sake of simplification, it will be used in this thesis the terms "electrochemical" and 
"chemical" for reactions in which electron transfer occurs or not, respectively. 
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FeAsS → Fe2+ + ½As2S2 + 2e- (5.5) 

As2S2 + 6H2O→ 2H3AsO3 + 2S0 + 6H+ + 6e- (5.6) 

During the dissolution of arsenopyrite the degradation of this material would occur, 

releasing As[III] and As[V] in the medium. It is also experimentally predicted that 

arsenopyrite may form elemental sulfur on its surface, so Eq. (5.6) has been included 

among the above reactions. 

 Our results permitted to interpret the experimental data to provide the mechanism 

of the process at atomic level. Moreover, the results can be observed by interpreting the 

rest potential of the two materials. According to the experimental data, the resting 

potential of pyrite is estimated to be approximately 0.66 V,[25, 33] while the resting 

potential of arsenopyrite is estimated  to be  0.43 V.[55, 215, 216] The value of BO (~ 0.25 

eV) found for all three interfaces is well close to the difference between the resting 

potentials of the two materials (0.23 V). This shows that our results are consistent with 

the experimental values. 

 Another important factor is related to the stability of these materials. Recently we  

reported the evaluation of the affinity of the phases, and it was observed that a long 

interface domain will not form in nature.[62] This is in agreement with some works, 

where it is shown that the interactions between pyrite and arsenopyrite occurs in 

nanometric domain. This could suggest that there is no electron transfer between the two 

phases. However, it was found that interstitial arsenopyrite grains are surrounded by 

amorphous pyrite. Even though it does not have the formation of an interface perfectly 

formed at the atomic level, electron transfer can occur. Another aspect was mentioned by 

Ke et al.,[217] where it is argued that electron transfer between the two phases occurs via 

quantum tunnelling. In such cases the electron can be transferred from one material to 

another with a distance of up to 11 Å. Thus, electrons can be transferred even if there is 

no chemical bonding between the interfaces. 
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Chapter 6 – DFTB2 parametrization for Pyrite/Water interface 

Preamble: In collaboration with Prof. Maicon P. Lourenço, the DFTB2 repulsion 

parameters based on the Material Science set (matsci) were redesigned to study the 

structure and dynamic properties of bulk water aiming to study the water and its interface 

with materials. In particular, the DFTB2 water parameters were developed and applied in 

the study of pyrite/water interface. The Reverse Monte Carlo method (RMC) approach 

was applied by simultaneously correcting the O-H and O-O DFTB2 repulsion energy to 

describe structural and dynamic properties of liquid water at 298 and 254 K. Our present 

parameters also describe the properties of pyrite bulk [e.g. structure, energy of formation 

and band gap] and pyrite (100) surface [cleavage energy]. Also, pyrite/water interaction 

was evaluated and compared with DFT calculations and experimental measurements. 

This Chapter represents the first attempt to describe the chemical reactivity of sulfides 

using DFTB2 theoretical calculations. 

  

Liquid water: a contemporary challenge for simulations 

Water plays an important role in chemistry and its interaction with the matter is 

complex and crucial in many phenomena that occur in life sciences, environment, 

geochemistry and chemistry. The complexity of the water/solid interfaces has required a 

joint effort between experiment and theory to tackle such endeavour [218-221]. In order 

to study water at atomic level, it is mandatory to have a good description of the static and 

dynamic properties of liquid water. It is important to keep in mind that a full description 

of liquid involves breaking/forming of new O-H bonds and/or a complex hydrogen-

bonding network, therefore the approach using quantum mechanical methods becomes 

essential. DFT is known for not describing long-range interaction, thus much efforts have 

been put to develop XC functionals including dispersion corrections for water.[222-224] 

However, DFT simulations for water are limited by a small number of water molecules, 

which makes it impossible to simulate large water-box cells. Alternatively, the self-

consistent-charge density-functional tight-binding (SCC-DFTB, or also called DFTB2) 

method is capable to perform electronic structure calculations of larger and complex 

systems, including liquid water. 



72 
 

Several approaches have been employed in order to improve the description of 

water using DFTB2 method. A posteriori Lennard-Jones dispersion corrections was 

proposed by Zhechkov et al.[118] aiming to correct the long-range water-water 

interactions. The authors developed a method specially developed for DFTB methods, 

however, it was proved to be not sufficiently to describe liquid neutral water.[225] Most 

of the efforts comes from the third order extension of the DFTB method, the so called 

DFTB3 method.[226] Again, it still not enough to describe water, and empirical correction 

are necessary to fully describe water. Finally, a Reverse Monte Carlo (RMC) correction has 

been done to improve the parametrization of the repulsive potential for bulk water.[227] 

Water-water long-range interaction is included in the total DFTB2 energies by modifying 

the repulsive potential using RMC correction. 

 

Water parametrization 

The DFTB2 parameters were corrected for long range interactions for DFTB2 

potential energy. We modified the repulsive potential of the DFTB based on Eq. (6.1). It is 

called reverse Mont Carlo (RMC) scheme (also called as Boltzmann Inversion).[226, 228] 

As DFTB2 is a pairwise method, it is feasible to modify the potential energy according to 

the relevant pairs for the description of a certain electronic systems based on existent set 

of parameters. In the present work, the initial parameters for O-O, H-H and O-H were 

obtained from the matsci set[114] in order to simulate water systems. The DFTB2 

repulsion energy curve (Erep) for O-O and O-H was obtained to start the Reverse Monte 

Carlo approach as the following equation indicates: 

𝐸𝑟𝑒𝑝
𝑖+1(𝑅) = 𝐸𝑟𝑒𝑝

𝑖 (𝑅) − 𝑘𝐵𝑇 𝑙𝑛 (
𝑔𝑂𝑋

𝑖 (𝑅)

𝑔𝑂𝑋
𝐸𝑥𝑝(𝑅)

), (6.1) 

where 𝑔𝑂𝑋
𝑖 (𝑅) and 𝑔𝑂𝑋

𝑒𝑥𝑝(R) are the Radial Distribution Function of the O-X (X = O, H) from 

DFTB2 molecular dynamics calculation and experiment, respectively. 𝐸𝑟𝑒𝑝
𝑖 (𝑅) is the i-th 

DFTB2 repulsion energy, 𝑘𝐵 the Boltzmann constant and 𝑇 is the temperature. The Radial 

distribution functions for the 𝑎-𝑏 atomic pair was calculated by: 
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𝑔𝑂𝑋
𝑆𝑦𝑠𝑡𝑒𝑚(𝑅) =

Ω

4𝜋𝑟2
𝑃𝑂𝑋

𝑆𝑦𝑠𝑡𝑒𝑚(𝑅), (6.2) 

where Ω  represents the volume of the water box cell, and 𝑃𝑂𝑋
𝑆𝑦𝑠𝑡𝑒𝑚(𝑅)  is the density 

probability of finding a particle type “𝑋” at a certain distance (𝑅) of particle “𝑂”. 

By substituting Eq. (6.2) in Eq. (6.1), DFTB2 repulsion is corrected and updated to 

the new iteration 𝐸𝑟𝑒𝑝
𝑖+1(R) . O-O and O-H RDF present a minimum and maximum for 

𝑔𝑎𝑏
𝑆𝑦𝑠𝑡𝑒𝑚(𝑅) values in different 𝑅 distance positions (see Figure 25), hence, it is necessary 

to define different numerical intervals for 𝐸𝑟𝑒𝑝
𝑖+1(R). The RMC was employed in the range 

of 2.9–6.0 Å for O-O and 1.6-4.3 Å for O-H atomic pairs. 

Two types of parameterization were done: (i) using the regular DFTB2 parameter 

(named as water-matsci) and (ii) using a posteriori dispersion correction[118] (name as 

water-matsci-UFF). For the first parameterization, we employed three RMC iterations by 

changing both O-H and O-O repulsions simultaneously. After that, we fixed the O-H 

parameter set and changed just the O-O in the fourth iteration. Four MD iterations were 

employed in order to get the repulsion DFTB2 parameters which describes, as better as, 

the experimental gO-O and gO-H. For the second parameters, we employed four RMC 

iterations by changing both O-H and O-O repulsions simultaneously. After that, we fixed 

the O-H parameter set and changed just the O-O for two more iterations. Then, a total of 

six iterations were employed in order to get the parameters that describes the 

experimental gO-O and gO-H RDF. We note that the different numbers of interactions 

required for water-matsci and water-matsci-UFF parametrization is related to the fact 

that dispersion correction modify the total energy potential of the system. 

The molecular dynamic simulations were performed by using the DFTB+ 

program.[113] To simulate liquid water, a cubic cell of 12.42 Å size containing 64 water 

molecules was used. Along the simulations, box cell was not allowed to change volume 

and water density was kept constant (~ 0.99 g.cm-3). The DFTB2 molecular dynamics was 

performed in a long NVT trajectory of 100 ps at 298 K. The temperature was thermalized 

by Berendsen thermostat. To propagate the trajectory, the Velocity-Verlet algorithm was 

used with a time step of 0.5 fs. The SCC tolerance was set to 10-6. The description of the 

First Brillouin zone was described by the 1x1x1 (gamma point) Monkhorst-Pack scheme. 
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All the calculations shown in this work were done using NVT dynamics simulation. 

However, we also performed NVE simulation aiming to compare the RMC for both 

approaches. For NVE simulation, the initial velocities were obtained from the previous 

NVT simulation described above. After 100 ps dynamics, both NVT and NVE reached the 

same result (see Figure A18 and Figure A19 in Appendix O). For this reason, only the NVT 

results are presented and discussed in this Chapter, the remaining data from the 

NVT+NVE molecular dynamics can be seen in Appendix O. 

 

Pyrite “Fe-X” pair parametrization  

The DFTB2 parameterization of the Fe-X (X = Fe, S, O, H) in pyrite surface was carry 

out in two steps. First, the electronic contribution was evaluated by using the RLCAOvi 

(Relativistic Linear Combination of Atomic Orbitals) program.[229] Second, the repulsive 

contribution was estimated by the FASP (Framework for Automatization of SLAKO 

Parameterization) program[115] developed by Lourenço et al.[115]. The DFTB2 

parameters for Fe/S/O/H were calculated by Prof. Maicon P. Lourenço. We contributed to 

define the chemical models (Table A19) for the repulsive potentials and we performed all 

calculations presented in this Chapter. 

 

Results: Bulk water properties 

The DFTB2 parameterization based on the original DFTB2/matsci database and 

corrected by the Reverse Monte Carlo (RMC) was mainly designed to describe structural 

and dynamical properties of liquid water. O-O Experimental[230, 231] and DFTB2 radial 

distribution function is shown in Figure 25a. The first coordination-shell occurs around 

2.8 Å for both water-matsci and water-matsci-UFF evaluation. However, a minimum 

difference in the maximum of probability was observed for water-matsci-UFF. 

Nevertheless, our parameters are able to describe water structure. By using the pure 

water-matsci repulsion for the RMC iterations, the first shell presents a good fit with the 

                                                        
vi We are indebted with the group of Prof. Seifert for providing us the copy of the 
program. 
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RDF obtained from experimental X-ray diffraction measurements (e.g. Benchmark, Ref. 

[232]). Benchmark RDF was also used in the design of the recent force field water model, 

MB-Pol.[233, 234] 

 

Figure 25- O-O and O-H radial distribution function obtained at different 
temperatures for neutral water. Experimental values quoted from Refs. [235-237]. 

Different from other corrections applied for DFTB2 calculation,[225, 226, 238] our 

parameters are capable to describe the second water coordination-shell, Figure 25a. The 

second coordination-shell (~4.5 Å) is related to the tetrahedrality of the liquid 

water.[236] As it can be seen, the water-matsci presented a good description of this region 

compared to the experimental one. Minor differences were observed when evaluated the 

effect on dispersion on the second coordination-shell. Gillan et al.[222] have studied the 

performance of several DFT XC functionals in the description of the bulk water at 298 K 

and most of them without dispersion corrections have serious problems in describing the 

second shell, which makes the water too rigid in the simulations. It also has been shown 

by Gilland et al. [222] and Møgelhøj et al. [224] the role of the dispersion in describing the 
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tetrahedrality of the liquid water at room temperature. The RMC modifies the potential 

energy and, iteratively, it converges to the reference RDF (in this case the experimental 

RDF). 

The performance of the water-matsci and water-matsci-UFF parameters for the O-

H and RDF is addressed in Figure 25b. The experimental gO-H used in the 

parameterization of the DFTB2 sets came from the FREE RMC method applied in X-ray 

and neutron diffraction data[239]. Both DFTB2 parameters set described the gO-H 

experimental curve. As observed by Doemer et al.,[228] correcting simultaneously both 

O-O and O-H atomic pairs is a good strategy. The RMC increases the accuracy of our 

parametrization, since it is closer to a realistic water behave. Several DFTB2 corrections 

have presented the same behaviour in describing experimental gO-O data, however, most 

of them fail to represent gO-H.[225, 238] 

 

Figure 26- Water-matsci, water-matsci-UFF, matsci and the experimental (FREE, Ref. 
[236]) distribution of the angles O1-Oc-O1. All calculations were done for liquid water 
at 298 K. 
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To guarantee a good water description, it is necessary to evaluate many 

parameters and compare to the experimental data. The RDF is an important parameter to 

evaluate the accuracy of our parametrization. Furthermore, it is also convenient to 

analyse the distribution of O1-OC-O1 angles, which provides an accurate measurement of 

three-body correlations for a certain O1 oxygen close to the central water oxygen (OC). 

Assuming, for example, four nearest neighbours, a distribution peaking strongly around 

109° would then indicate a tetrahedral distribution of oxygen positions. Figure 26 shows 

the O1-OC-O1 distribution angles for the first-coordination shell of water. All triplets were 

calculated within a radius of 3.5 Å around each oxygen. This radius considers the first 

minimum in the O-O RDF for the currently DFTB2 parameters (see Figure 25a). By the 

analysis of Figure 26 it is clear that the parameters corrected by the RMC method show 

significant improvement when compared to the parameters without RMC correction. 

Significant improvement is observed in the region of 70° to 100°, where the parameters 

have a good agreement with the reference O1-OC-O1 distribution (FREE). 

Several approaches have been proposed to describe the tetrahedrality in a system. 

A useful and straightforward quantity is the 〈q〉 parameter[235, 236, 240] defined 

according to the equation (10). 

〈𝑞〉 = 1 − 〈(cos(𝛩𝑂𝑂𝑂) +
1

3
)

2

〉 (6.4) 

〈𝑞〉 is the average of all O1-Oc-O1 angles (𝛩𝑂𝑂𝑂) inside a certain radius. We used 3.5 Å 

which includes the water molecules around Oc in the first water coordination-shell. By 

analysing Eq. (10), for 𝛩𝑂𝑂𝑂= 109°, 〈𝑞〉 is expected to be equal 1. This is the case of ice, and 

it indicates the maximum of tetrahedrality. The 〈𝑞〉  values for all discussed DFTB2 

parameters are presented in Table 6. The original matsci parameter naturally present a 

smaller 〈𝑞〉  value (0.425) and 0.450 with UFF correction. These values are outside the 

range (0.488-0.603) derived from the RMC fits of different models to the experimental 

diffraction data[236] while the water-matsci (0.492) and water-matsci-UFF (0.495) 

parameters are well within this range and very close to the FREE value (0.499) of the least 

constrained RMC fit[236]. The former observation shows that the new DFTB2 parameters 

describes the water structure in liquid phase. 
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Table 6- Values of 〈𝒒〉 parameter in the distribution of 𝜽𝑶𝑶𝑶angles for different DFTB2 
parameter sets compared to values from RMC fits to scattering data of Ref. [236]. 

Model 〈𝑞〉 

water-matsci 0.495 

water-matsci-UFF 0.492 

matsci 0.425 

matsci-UFF 0.450 

SD 0.592 

DD 0.603 

SYM 0.552 

ASYM 0.488 

MIX 0.489 

FREE 0.499 

In order to evaluate dynamical structure of water along the time ( 𝑡 ), it was 

evaluated the coefficient of self-diffusion of water (𝐷) defined as: 

〈|𝑅(𝑡) − 𝑅(𝑡0)|2〉 = 6𝑡𝐷, (6.5) 

where 𝑅(𝑡0)  represents the position of the oxygen atom at time origin (𝑡0 ), and 𝑅(𝑡) 

represents the position of the same oxygen atom along the NVT trajectory. The current 

DFTB2 water parameters were used to obtain the self-diffusion coefficients (D) of water, 

and the results are shown in Table 7. As one can see, for liquid water at room temperature, 

matsci and matsci-UFF parameter presents a good agreement with experimental 

measurements. Likewise, our water-matsci and water-matsci-UFF presented similar 

values for 𝐷 , which indicates that the RMC corrections do not affect artificially the 

dynamic properties of the systems. We note that our results are comparable to the 

experimental number, what indicates that our cell box is large enough to describe liquid 

water. As a consequence, no finite size effects are evident in our calculations. 

Transferability of the currently tight-binding parameters was evaluated by the 

calculation of RDF and self-diffusion for water at 254 K. The former temperature 

represents water in the supercooled regime holding the density of 0.994 g.cm-3.[241] 

Considering that at low temperatures the first water coordination-shell are more intense 
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and the second are significant, we believe that lower temperature dynamics indicates if 

our DFTB2 parameters would be overparametrized or artificially affecting the evaluated 

properties. As discussed in the literature, the RMC method should be applied to improve 

the intended properties, however it should not affect in the other properties. In the next 

section, it will be discussed about the adsorption of water on pyrite surface. In this case, 

it will be necessary to modify O-H and O-O pair repulsion keeping the O-H bonds intact. 

As discussed before in this Chapter, RMC was used only to correct long-range interactions. 

Even setting a minimum limit for RMC correction, we run new calculations to make sure 

that our parametrization is in agreement with water liquid behaviour. 

Table 7- Neutral water self-diffusion coefficient (Å2/ps) of the oxygen atom at 
different temperatures. Quoted references in parenthesis. 

Water 
Self-diffusion coefficient 

298 K 254 K 

Exp. 0.19 ([242]) 0.03 ([243]) 

water-matsci 0.08 0.05 

water-matsci-UFF 0.08 0.06 

matsci 0.10 0.09 

matsci-UFF 0.11 0.09 

 In Figure 25c DFTB2 RDF’s was compared to the experimental data obtained by 

Skinner et al.[237] Both parameters presented good agreement with the experimental 

value, and are capable to describe the two first coordination-shell of water at 254 K with 

minor differences. DFTB2 first coordination-shell (2.5-3.5 Å) have a maximum value slight 

lower (~ 0.2) to reference value, differently the minimum value is 0.4 higher than the 

experimental value. The second coordination-shell overlay the experimental value on 

Figure 25c curve. It indicates that our parameters are capable to describe the structure of 

supercooled water. We note that we are looking for parameters that describe 

surface/water reactivity, and a parameter that describe rigorously water properties is 

beyond the scope of this work. We believe that there are other methods more suitable for 

that.[236] Finally, water self-diffusion were found to be 0.05 Å2/ps for water-matsci 

parameter and 0.06 Å2/ps water-matsci-UFF. These values are comparable to the 
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experimental value of 0.03 Å2/ps, see Table 7. Again, our parameters with the RMC 

correction present better results than the initial matsci parameter. 

  

Results: Pyrite bulk and surface properties 

The DFTB2 calculations were performed using the implementation of the DFTB+ 

software.[113] We calculated pyrite bulk cell in the cubic face centered system (space 

group Pa3) containing 12 atoms per unit cell (corresponding to the Fe4S8 chemical 

formula). Total energy was obtained for a 2x2x2 supercell using Γ point. All atoms and cell 

vectors were allowed to move freely on the conjugated-gradient optimization. After full 

relaxation of the systems, the present parameters (water-matsci and water-matsci-UFF) 

found the same cell parameter of 5.64 Å, which is 0.23 (5%) lower than the experimental 

value of 5.42 Å found for Brostiger and Kjekshus.[173]DFT calculations also show 

significant differences when compared to the expected experimental values, and 

differences of 3% have been found in the calculations. Considering that DFTB is an 

approximation of DFT method, it is expected differences with respect to experiment 

greater or equal for DFTB compared to DFT. Therefore, the difference of 3% or 5% is 

considered negligible in this work. It has been shown elsewhere differences that extend 

to more than 8% when comparing DFTB2 with experimental observable.[106, 114] 

The parameterization of the DFTB2 methods as implemented in the FASP program 

aims to modify the total energy of the system, in this sense it is important to evaluate a 

parameter that depends directly on the total energy value of the system. For this, the 

pyrite formation energy was calculated by Eq. (3.3) in Chapter 3. To calculate 𝜇𝐹𝑒
∗  the iron 

BCC unit cell was used, and for 𝜇𝑆
∗  the S8 orthorhombic cell. Our DFTB2 parameters found 

a value of -1.53 and -1.61 eV/(formula unit) for water-matsci and water-matsci-UFF 

parameters, respectively. Both numbers are in the same order of magnitude of the 

experimental measurements [-1.74 eV/(formula unit)] and DFT/PBE estimations [-1.51 

eV/(formula unit)].[62, 171] 

DFTB2 Pyrite density of states (Figure 27) is in agreement with experimental 

measurements[187, 193, 244, 245] and DFT calculations.[62, 185, 192] Both the highest 

occupied and the lowest unoccupied states are essentially localized on the surface iron 
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ions. The currently parameters found a band gap of 0.69 eV, which is in good agreement 

with PBE (0.50 eV) and experimental (0.90 eV) evaluations. We note that pyrite electronic 

properties are generally improved by using Hubbard corrections[62] or by using many-

body perturbation theory,[246] but, in our parametrization only DFT XC potentials were 

used with no Hubbard corrections. 

 
Figure 27- Pyrite projected density of states in the vicinity of Fermi level. Inset figure 
represents pyrite unit cell. 

 Bare pyrite (100) surface was simulated to represent pyrite on nature. It is well-

known that pyrite preferential cleavage is more likely to occur over (100) surface 

directions. Similarly, many works aiming to understand pyrite chemical reactivity use 

(100) facets as a good model to represent pyrite in ambient conditions or under 

experimental control. In this sense, FeS2(100) surface was built according to the findings 

in the literature.[62, 63, 185, 191] Our surface contains totally 9 atomic layers and was 

constructed by the S-Fe-S sequence, maintaining the pyrite bulk stoichiometry of the 

system. Recently, it was suggested in the literature that non-stoichiometric pyrite 
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surfaces are expected to form, though in low concentration. We chose to work with the 

system maintaining the stoichiometry of the evaluated material. A two-dimensional 

c(2x2) surface and a vacuum space of 10 Å was considered. 

Pyrite cleavage energy (𝛾) was evaluated by the following relation:  

𝛾 =  
1

2𝑆
[𝐸𝑆𝐿𝐴𝐵(𝑛) −  𝑛𝐸𝐵𝑈𝐿𝐾]. (6.6) 

𝛾  provides the stability of the slab surface relative to bulk phase, and commonly is 

computed by the subtraction of slab (𝐸𝑆𝐿𝐴𝐵(𝑛)) and bulk (𝐸𝐵𝑈𝐿𝐾) energies normalized by 

the slab area (𝑆). As FeS2(100) surface forms a symmetrical slab (upper and bottom parts 

are equivalents), it is necessary to include in the calculations the division by two (1/2). 

Our current DFTB2 parameters found the value of 1.03 J/m2. The former result is 

relatively close to the value obtained using PW91[247] (1.06 J/m2) and PBE[185] (1.14 

J/m2) XC functional. de Leeuw et al.[184] estimated pyrite cleavage energy using 

empirical potential to be 1.23 J/m2. 

  

Results: Water adsorption on pyrite (100) surface 

Over the decades, the reactivity of pyrite has been investigated in order to evaluate 

at the molecular level for a variety of molecules. Particularly, by the study of pyrite (100) 

and water interaction it was possible to understand the first step of pyrite oxidation. 

Guevremont et al.[248] have analysed the adsorption of water by a programmed thermal 

sorption analysis. They obtained that the most probable value for adsorption of water on 

the pyrite surface is about -10.0 kcal/mol. 

Table 8- Water adsorption energy (calculated by Eq. (4.3)) and Fe-OH2distance.  DFT 

values quoted from Ref. [185]. 

Structures 
∆𝐸𝑎𝑑𝑠, kcal/mol Fe-OH

2 
distance, A  

DFT DFTB2 DFTB2-LJ DFT DFTB2 DFTB-LJ 

FeS
2
(100)/OH

2
 -14.5 -19.3 -16.4 2.152 2.059 2.048 

FeS
2
(100)/8.OH

2
 --- -16.2 -16.5 --- 2.082 2.054 
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It was evaluated the water adsorption on the pyrite surface by adding one or eight 

water molecules on top of FeS2(100) surface. Water molecules were placed on the surface 

aiming to find the best structure that optimize acid-basic interaction of the oxygen atoms 

from water and iron sites on the surface. Optimized structures and adsorption energies 

are shown in Figure 28 and Table 8, respectively. As can be observed, our calculations 

describe the adsorption energy with a good agreement with the experimental value. The 

difference is less than 9 kcal/mol (i.e. what is considered very accurate considering that 

DFTB2 is a method containing many fundamental and numerical approximations). This 

difference becomes less pronounced when compared to DFT values published in the 

literature. It is estimated by PBE functional that water adsorption is around -14 kcal/mol, 

which the difference with our calculations do not exceed 5 kcal/mol. 

 

Figure 28- Water adsorption on pyrite (100) surface. Color code: yellow, sulfur; 
brown, iron; red, oxygen; and white, hydrogen. 

  

Conclusion 

The Slater-Koster files for describing bulk water in the framework of the DFTB2 

method have been developed. These parameters lead to a description of bulk water that 

is in very good agreement with the state-of-the-art experimental data. The new water-

matsci parameters can be used together with the other matsci parameters available to 

investigate materials and phenomena of increasing complexity involving water as solvent 
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or reactant. The strategy of using the RMC approach to improve the Erep based on the gO-

O and gO-H experimental RDFs leads to general improvement of the matsci parameters. 

Water simulated at room temperature and in the supercooled regime (at 254 K) lead to 

gO-O and gO-H RDF’s in good agreement with the experimental data. The self-diffusion 

coefficients and the tetrahedrality parameters have also been estimated demonstrating 

that the new water-matsci parameters are able to describe both structural and dynamic 

properties of bulk water. 

As observed for water liquid-phase, pyrite/water interface was also described for 

the new DFTB2 parameters developed in this Chapter. Properties such as: formation 

energy and density of states compared to published DFT calculation shows that our 

developed DFTB2 parameters are capable to describe bulk properties of pyrite. The water 

adsorption energy estimates indicate that: (a) the water parameters set with RMC 

correction do not affect water interaction with a solid phase; and (b) water- and pyrite 

matsci DFTB2 parameters are adequate to advance investigating the reactivity of the 

water/pyrite interfaces. 

 
  



85 
 

Chapter 7 – SO3 and SO4 formation on pyrite (100) surface 

Preamble: Much efforts have been made to unveil the oxidation mechanism of sulfide 

minerals such as pyrite, arsenopyrite, covelite and chalcopyrite. Our research group made 

important progress using Density Functional calculations to investigate the main 

intermediates and energy barriers of the initial steps of the intricate mechanism. The 

effect of the water/pyrite interface is still a challenge for theoreticians and 

experimentalists. During my master studies, we have investigated in detail the oxidation 

mechanism of pyrite,[185] since this is the most studied sulfide mineral with large 

amounts of experimental data. However, recently it has been argued[249] that a new 

route should also be important mainly in the presence of abundant oxygen promoting 

directly the oxidation of the sulfides.  This new route could explain the formation of the 

sulfur-containing species, such as SO2, SO3 and SO4 on the surface. This new reaction route 

clarifies new aspects of the mechanism obtained by experimental analysis. 

 

Introduction 

As mentioned in the introduction of this thesis, pyrite is the commonest form of 

sulfide minerals, usually found associated with other sulfides or oxides in quartz veins, 

igneous rocks, and sedimentary beds.[13, 200-206] For most of ores and concentrates 

containing pyrite, the pyrite itself is rarely of economic importance. Actually, it is often 

viewed as an impurity in coal and other minerals, particularly, in the recovery of valuable 

metals such as gold, copper, and zinc.[10] Meanwhile, pyritic soils are the primary source 

of toxic metalloids and metals ( e.g. As, Hg and Pb).[10] The main reason is that both 

transition metals and metalloids with similar properties to Fe and S tend to be 

incorporated into the crystal structure of pyrite.[250-252] It is also important to mention 

that pyrite dissolution is important for the geological cycle of iron, however mining 

produce tons of toxic materials that represent human hazard. 

Pyrite oxidation has been extensively studied for many decades and it is still an 

open question. In the literature, there are many reports about the pyrite oxidation in 

aqueous systems.[63, 185, 250-258] The research on pyrite mainly focused on: (i) the 

formation mechanism of intermediate products; (ii) oxidation kinetics and its influencing 
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factors.[11] Actually, the pyrite oxidation can be seen as the break of the S–S and S–Fe 

bonds to form new bonds. It is considered that the S–S bond in pyrite is weaker than the 

Fe–S bond.[63, 185, 255] According to Taylor et al.[258] aqueous Fe2+ is released in the 

solution during the pyrite oxidation process. XPS analysis[11, 249] has detected the 

presence of the SO42−, SO32−, and S2O32− species along the reaction. 

 

Figure 29- Pyrite oxidation mechanism in aqueous medium explained by Type I and 
Type II reactions. Figure quoted from Ref. [185]. 

DFT calculations[6, 62-64, 104, 119, 184, 185, 191, 192] have shown that the 

formation of sulfate on pyrite surfaces happens by two types of reactions (Type I and Type 

II).[63, 185, 191] Type I reactions, involve proton transference on the pyrite surface 

leading to the formation OH groups chemisorbed on the exposed iron sites. This reaction 

occurs with low activation energy and dominates the initial stage of pyrite oxidation. The 

OH acts oxidizing the Fe(II) sites on pyrite to Fe(III). In the second reaction set (Type II) 

oxygen atoms from bulk water are incorporated on the surfaces and O-H bonds are 

broken. The former reactions regenerate the Fe(II) on the surface, and has been used to 

explain why only Fe(II) is released in the oxidation process. The activation energy of Type 

II reactions are two times higher than Type I reactions and are more likely to determine 

the reaction rate of pyrite oxidation. Figure 29 shows the scheme of the two reactions and 

the estimated values for the reaction free energies and barriers. 
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Very recently[249] it was suggested experimentally that oxygen molecules 

possible play an important role on pyrite oxidation process. This process is called by the 

authors as Type III reaction, and to the best of our knowledge, it has not been evaluated 

by theoretical calculations. In this Chapter, Type III reactions were investigated and a new 

reaction path for the oxidative dissolution of pyrite was evaluated leading to the 

formation of sulfate and bisulfate. We advance that this new path is favourable with low 

energy barriers. 

 

Theoretical framework 

Our calculations were carried out using the same theory level of our published 

paper.[185] The generalized gradient approximation (GGA) of the density functional 

theory was used employing the exchange-correlation functional proposed by Perdew, 

Burke, and Ernzerhof[163] (PBE) as implemented in Quantum-Espresso[162] package. 

The ionic cores were described by norm-conserving pseudopotentials, whereas the 

valence electrons were treated by a plane-wave basis set with 50 Ry (or 680 eV) cut-off. 

This cutoff was used to ensure convergence of the total energy within 10−5 eV. 

Monkhost−Pack scheme, Brillouin zone integration was carried out at 1x1x1 special k-

grids along the 2D Brillouin zone for all slabs. Fermi−Dirac smearing of the occupations 

number around the Fermi level was employed. 

The (100) Pyrite surface was simulated on a stoichiometric (2x2) slab with 9 layers 

in the z-direction at the optimized lattice constant of 5.418 Å (see Figure 30). All atomic 

layers in the slabs were placed on the xy plane with periodic boundary conditions. Along 

the xy-plane, a c(2x2) supercell was used concerning to bulk termination in the same 

direction. A vacuum space of 15 Å was used to avoid spurious interactions between the 

periodic images along the z-direction. Upon constructing the surface adsorption models, 

structural relaxations were first conducted with the criteria for energy and atom force 

convergence set to 10−5 eV and 0.01 eV Å−1, respectively. The six topmost atomic-layers of 

FeS2(100) were free to relax while the three bottom layers were constrained at their bulk-

like positions. Gas-phase molecules (H2O and O2) were calculated in a 10 Å3 cubic cell and 

using the same computational level as for pyrite surfaces. Spin-polarized calculations 
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were carried out, and the most stable spin state for all systems was reported in this 

Chapter. The oxygen molecule was calculated in its triplet ground state. 

 

Figure 30- Side (a) and top (b) view of pyrite slab used in all calculations. Fragment 
of pyrite (c) used to show the reactions. Colour code: yellow - Sulfur, brown - Iron. 

Transition states were calculated by the CI-NEB (climbing image - nudged elastic 

band) method,[108] also implemented in the Quantum-ESPRESSO package.[162] The 

activation energies (𝐸𝑎) were calculated by the following equation 

𝐸𝑎 = 𝐸𝑇𝑆 − 𝐸𝐼𝑆 (7.1) 

where 𝐸𝑇𝑆 is the transition state energy and 𝐸𝐼𝑆 is the energy of the initial state. Sixteen 

images were used in all calculations, and in the CI-NEB optimization process, each image 

converged to the minimum energy pathway using the convergence accuracy of 0.05 eV Å-

1. The Velocity Verlet algorithm was used in all CI-NEB optimizations. More details about 

CI-NEB method and theory on Chapter 2. 
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Results and discussion 

The initial steps of pyrite oxidation (Figure 31) were simulated as previously 

published in the literature.[63, 185] Pyrite is known to initially react with both water and 

oxygen molecules (H2O+O2) to form adsorbed Fe(III)-OH species on the surface. Sit et 

al.[63] have simulated a surface phase-diagram containing Fe(IV)=O, Fe(III)-O2, Fe(III)-

OH, molecular water and dissociated water on the surface. It was found that Fe(III)-OH is 

the most stable species on the surface, what suggest that the adsorbed OH–  should be an 

intermediate in the initial states of pyrite mechanism. This is in agreement with XPS 

analysis,[196] that shows, along the initial stage of pyrite oxidation, adsorbed water and 

oxygen are converted to Fe(III)-OH on the surface. The former reaction follows concerted 

mechanism, where the oxygen molecule dissociates at the same time that adsorbed water 

transfer its hydrogen promoting oxidation of the Fe(II)-OH2 sites.  These are called Type 

I reactions, and represent the initial oxidation step on pyrite surface. Consequently, 

occurring very fast in the surface due to low energy barriers of about 0.18 eV. Considering 

that Type I reactions are not the determinant step of the pyrite dissolution, we will not 

recalculate these reactions. 

The reaction called Type II were evaluated as indicated in Figure 31. These 

reactions present higher activation energies than Type I reactions, and regulate the 

reaction rate of oxygen insertion on pyrite surface.  As can be seen in Figure 31, the 

insertion of the first and the second oxygen on the surface where estimated in 0.62 and 

0.80 eV, respectively. 

SO formation weakens the S-S bond of the (S22-) on pyrite surface. It was found that 

the S-O bond formation makes the neighbouring S-S bond 7% longer than the same S-S 

bond before Type II reaction (Figure 31). Considering this, it was also calculated the 

energy necessary to dissociate the surface SO group as indicated in Figure A21. The 

energy necessary is about 1.14 eV, almost two times greater than the energy for the 

formation of SO2 from Type II reactions (Figure 31).  We attribute this high energy by the 

fact that the pyrite S-atom stil have strong bond with two adjacent Fe-S bonds, and the 

transition state involves two Fe-S bond-breaking. 
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Figure 31- Fragment of pyrite (100) surface depicting the initial steps of pyrite 
oxidation. Energies in electronvolt and bond distances in Angstrom. Colour code: 
yellow - Sulfur, red – oxygen, white – hydrogen, brown - Iron. 

We have also evaluated the rearrangement energy of SO2 in the site where it was 

formed (Figure 31) Figure 32 shows this dissociation based on two different reaction 

mechanisms. The first mechanism involves two steps: (i) SO2 dissociation forming the 

(SO2)d,1 group on the surface (ΔE= 0.16 eV and Ea= 0.33 eV), and (ii) forming (SO2)d,2 group 

on the surface (ΔE= -0.08 eV and Ea= 0.44 eV). The activation energy for this process was 

estimated in 0.44 eV and a positive energy variation of 0.08 eV for the global reaction. The 

activation energies for the formation of (SO2)d,2 is about two times lower than the 

activation energy for the formation of SO2 formation on the surface (0.80 eV). The second 

mechanism involves the formation of the (SO2)d,2 group from SO2 in one step. This 

activation energy (Ea= 0.72 eV) is expected to be 0.28 eV higher than the first mechanism 

evaluated in Figure 32.  
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Afterwards, a series of reactions was studied in order to evaluate the formation of 

(SOX)d X= [2, 3, 4], on the surface. As can be seen in Figure 33, starting from (SO2)d,2, the 

Type II reactions are favourable, and the activation energies were found to be of 0.13 and 

0.11 eV for (SO3)d and (SO4)d formation, respectively. It shows that (SO2)d is a reactive 

species and after its formation (see Figure 32), the activation energy decreases along the 

process. It is interesting to note that, the adsorbed (SO2),d,2 formation is not favourable to 

form on the surface. However, after its formation, all the activation energies decrease 

considerably and the reactions are exothermic. Also, the activation energy for the 

formation of (SO2)d,2 group is lower in 0.18 eV than the formation of SO and SO2 on the 

surface. This reveals that, not just one route for S-containing aqueous species would be 

observed, and many reaction mechanisms would lead to the formation of (SOX)d. 

 
 

Figure 32- SO2 dissociation on pyrite surface to form (SO2)d. 

There is a debate on the literature about which species would be released on the 

oxidative process. It is not sure whether the sulfate or the bisulfate would be the main 

product in the chemical reaction.[11] Based on this assumption, proton transference to 

(SOX)d species were evaluated on the surface. These phenomena occur by Type I reactions 
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and lead to the formation of (HSOX)d hydrated species. It was observed that the energy 

barrier to transfer a proton from an adsorbed water on the surface are 0.13 and 0.16 eV 

for (HSO3)d and (HSO4)d, respectively. Both reaction energies were found to be exothermic 

(see Figure 33), suggesting that hydrated intermediaries are also candidates to be 

released from the surface. 

 
Figure 33- (SO3)d, (HSO3)d, (HSO4)d and (SO4)d formation on pyrite surface by Type II 
reactions. 
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Figure 34- (SO4)d and (HSO4)d and formation on pyrite surface by Type III reactions. 

 
Figure 35- (SO3)d and (HSO3)d and formation on pyrite surface by Type III reactions. 
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 Type III reactions were also evaluated to form (SOX)d sulfoxides. We considered the 

oxygen molecule in the vicinities of (SO2)d (i.e. about 6 Å from the surface in z-direction). 

Afterwards, it was evaluated the oxygen adsorption energy as shown in Figure 35 and 

Figure 34. The most stable structure contains the S-O-O-S bond. In pyrite surfaces, there 

are many sulfur sites close to surface iron sites. After full optimization, the oxygen 

molecules formed two bond S-O: one with the sulfur in (SO2)d group and a second with an 

adjacent S-site on pyrite surface. The optimized oxygen molecule bond is (1.48 Å), which 

is very close to the O-O bond distance of hydrogen peroxide at the same theoretical level 

(1.46 Å), indicating that an oxidation process occurred with the reduction of O2 to O22-. 

The adsorption of the oxygen molecule was estimated to be -0.54 eV and the activation 

energy is 0.19 eV. Dissociation of O-O from S-O-O-S group was evaluated on the surface to 

form (SO3)d and (SO4)d on the surface. It was found an exothermic reaction energy (-2.38 

eV → Figure 35; and -2.06 eV → Figure 34) with negligible activation energy. This 

adsorption/dissociation energy is lower than the values found for the adsorption of 

oxygen on the pyrite Fe-sites[63, 185] (i.e. -0.61 eV for end-on adsorption; -0.72 eV for 

side-on adsorption; and -1.86 eV for dissociative adsorption). This suggested that the 

oxygen molecule coming from aqueous medium would prefer to react with the (SO2)d 

rather than the available iron sites on the surface. Considering the exothermicity of O-O 

dissociation and the activation energy, we suggest that this reaction would rapidly occur, 

and the S-O-O-S intermediary will not be observed in the surface. The formation of (SO4)d 

and (HSO4)d were evaluated from Type III reactions. The results are similar to what is 

observed to the formation of (HSO3)d and (SO3)d from type II reactions. 

  

Final remarks 

One key question is to regard the origin of the oxygen atoms incorporated in the 

pyrite dissolution products. There is a debate on the literature in order to fully understand 

the role of the oxygen molecule in the main mechanism. An interesting experiment with 

isotopically labelled water (H218O) was reported. Bailey and Peters[259] were the first to 

perform such analysis, and Taylor et al.[260] confirmed their results in a broad range of 

temperature using mass spectrometry. Later, Usher et al.[261, 262] performed an in situ 

horizontal attenuated total reflectance infrared (HATR-IR) isotope study leading to the 
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same conclusions. All the authors found that water is the primary source of oxygen atoms 

present in the sulfates observed in the medium. In agreement with these data, two other 

results contribute to this hypothesis. The first was developed by Kendelewicz et al.[263] 

which showed that the formation of sulfates occurs very slowly when the surface (100) of 

pyrite is exposed to only oxygen gas. Furthermore, previously reported DFT 

calculations[63, 185, 191] show that the formation of the S-O bond of pyrite from the 

dissociation of the oxygen molecule has activation energy about 2 eV greater than the 

activation energy of the same reaction in the presence of water. 

The mechanism presented in this Chapter provides an explanation for that data. 

The formation of the (SO2)d group on the surface (Figure 32) enables an oxygen molecule 

to act on the surface and dissociate to form (SO3)d and/or (SO4)d on the surface (Figure 35 

and Figure 34). We named these reactions as Type III reactions, because the oxygen 

molecule is reacting directly with the surface to form the species (SOx)d. The activation 

energies found are less than 0.19 eV. 

It is important to remember that (SO2)d groups can also react with water molecules 

to form the (SOx)d species by Type II reactions. The activation energies of Type II reactions 

were found to be around 0.11 and 0.13 eV. The last values are in the same order of 

magnitude as the same values found for Type III reactions. This result can be used to 

understand why most water molecules are the source of oxygen atoms for the formation 

of pyrite dissolution products. One possible explanation would be associated with the 

abundance of available water molecules to react. Since the reactions have similar 

activation energies and there are more water molecules available to react than oxygen 

molecules, it is expected that Type II reactions will prevail over Type III reactions. Only a 

small portion of the oxygen molecules would react directly with the sulfur atoms to form 

(SOx)d. Another factor that may decrease the amount of available oxygen is Type I 

reactions that lead to the formation of Fe(III)-OH on the surface. These have low activation 

energies, and act by consuming the oxygen molecules. In this sense, there will be a 

competition for the oxygen molecules in both Type I and Type III reactions. 

According to our results, a small scheme was developed showing the formation of 

the (SOx)d species on the (100) pyrite surface. Initially the reaction proceeds from the 

Type I reactions, where the formation of the Fe(III)-OH species occurs on the surface. 
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These reactions present the initial stages of the pyrite oxidation reaction. The reason for 

separating these reactions is that they have activation energies twice smaller than the 

Type II reactions that lead to the formation of SO2 on the surface. Type II reactions have 

the highest activation energies (0.62 and 0.80 eV) and will be the limiting steps of the 

overall process. In the last stage (stage 3), (SOx)d species are formed by the dissociation 

of SO2 on the surface. The activation energy for the (SO2)d formation is 0.44 eV. The last 

value is about two times lower than the activation energy estimate for the SO2 formation 

on the surface (0.80 eV). 

 
Figure 36- Scheme showing the oxidation mechanism of pyrite (100) surface in three 
different stages [(1), (2) and (3)]. Activation energies (Ea) for stage (1) quoted from 
literature.[185] All “Ea“ calculations are in the same theoretical level. Values in 
electronvolt [eV]. 

The (SO2)d species is very reactive and leads to formation of (SO3)d and (SO4)d on 

the surface. It can occur via Type II and III reactions. Considering that the difference in 

activation energies is less than 0.06 eV for the two reactions, it can be concluded that both 

reaction paths can occur in the process. As previously suggested in the literature,[249] 

another important fact to note is the desorption of (SO2)d and (SO3)d to aqueous medium 

(i.e. forming H2SO3,(aq) and H2SO4,(aq)). In this case, the redox reactions shown in Eqs. (7.2) 

and (7.3) will occur catalysed by the pyrite. However, the results presented in this Chapter 
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(Figure 35 and Figure 34) indicate that pyrite can catalyse the formation reactions of the 

species (SOx). In addition, Type III reactions have the lowest activation energies. 

2SO22-(aq) + O2(aq) → 2SO32-(aq) (7.2) 

2SO32-(aq) + O2(aq)→ 2SO42-(aq) (7.3) 

Another aspect considered was the hydrolysis reactions of (SO2)d and (SO3)d on the 

surface of pyrite to form (HSOX)d species. As shown in Figures 33, 34 and 35, the proton 

transfer of the waters adsorbed on the surface occurs with activation energies between 

0.16 and 0.23 eV. Thus, it is possible to conclude that both (SOx)d and (HSOX)d can desorb 

to aqueous medium. It is reasonable to argue that this will be driven by the pH of the 

medium and ionic strength.  
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Chapter 8 – Final considerations and perspectives 

The understanding of the galvanic interactions of mineral sulfides was the major 

target of the present thesis. To the best of our knowledge there are no attempts to 

investigate interfaces formed in nature using the first-principles calculations in spite of 

its evident importance. In this sense, we investigated the FeS2/FeAsS galvanic-pair at 

atomic level. Pyrite is known to cleave along the (100) crystalline planes, but the 

arsenopyrite is polydisperse in nature. Because of that, it was necessary to determine the 

most probable cleavage planes that would lead to interfaces that minimizes the total 

energy of the system. The mismatch parameter was evaluated to estimate the 

commensurability of both phases. This parameter is not based on thermodynamics, but 

on experimental evidences that phases with distinct crystalline structures do not present 

favourable values of matching. Thus, three surfaces were selected: 

“FeS2(100)/FeAsS(001)”, “FeS2(100)/FeAsS (100)-As”, and “FeS2(100)/FeAsS(100)-S”. 

From the selected structures the structural properties of the surfaces were elaborated. All 

structures were found to form distorted octahedron sites in the interface region (Figure 

10), and, therefore, stability results did not show favourable results. Both the work of 

adhesion and the energy of formation evaluation have shown that long interface domains 

are not likely to form in natural environment. These results are consistent with the low 

miscibility between the two phases. 

We note that solid solutions are formed in nature, forming arsenic-containing 

pyrites. However, this work did not focus on the study of these materials. As mentioned 

in Chapter 3, Reich et al.[60] published a paper taking into account the arsenic 

incorporation into pyrite bulk, nevertheless no work has yet studied the effect of arsenic 

atoms on the surface of pyrite. This work may be promising because, as shown by Silva et 

al.,[64, 119] on the arsenopyrite (001) surface the arsenic atoms have greater affinity 

between the oxygen molecule than the sulfur atoms. The reason is the formation of the 

stable Fe-O-As intermediary on the surface. Questions about the reaction mechanism can 

be answered by simple simulation schemes (like the calculations shown in Chapter 7 for 

pyrite oxidation).  

Although the pyrite/arsenopyrite interface are simplified model that do not 

account for defects present in the natural system, the chemical and electrochemical 
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properties of the three most stable interfaces were estimated and are described in 

Chapters 4 and 5. To evaluate if the presence of the interface modifies the local reactivity 

of the surfaces, the water adsorption (𝛥𝐸𝑎𝑑𝑠) was used as a parameter. For all FeS2/FeAsS 

cleavage structure shown in Figure 17, all 𝛥𝐸𝑎𝑑𝑠  values (Table 5) showed a small 

numerical variations, what indicates that the Lewis acid-basic properties of the surfaces 

have not changed on the interface region. Even the adsorption energies located on the 

interface region presented values of 𝛥𝐸𝑎𝑑𝑠  close to the value expected on pyrite and 

arsenopyrite surface. 

In this point of the work, we raise the question of how the atomic microstructures 

of the interface systems can affect the electrochemical behaviour when a galvanic pair is 

formed. To evaluate the electrochemical effect of the reactions, the Band Offset analysis 

was performed in Chapter 5. The results of the energy levels showed the electron transfer 

from arsenopyrite to pyrite would occur (more details in Figure 24). These data suggest 

that the pyrite would act as the cathode in the reaction while the arsenopyrite would act 

as the anode of the reaction, undergoing the process of oxidative dissolution. These 

results showed that the galvanic effect is a purely electronic phenomenon, and that the 

reaction in the presence of a galvanic pair would occur via electrochemical mechanism. 

These results are in agreement with experimental observation,[48-55, 215, 216] and, as 

far as we know, our work was the first attempt to obtain the effects of the interfaces 

focusing on oxidation of minerals. 

The intricate reaction pathway of the sulfide mineral oxidation is a challenge for 

chemists. Information is being gathered about the surface structure, bonding, electronic 

structure, spectroscopic properties, and reaction mechanisms. Theoretical calculations 

provide information at a molecular level testing hypothesis, helping to design and 

interpret experiments. However, the computer modelling of such complex system is 

challenging mostly when realistic models involving the interface water/solid is desired.  

Chapters 6 represent an attempt to propose a theoretical model that represents 

what is expected in the real environment. Putting our investigation in perspective the 

central question is how our computational results connect to the conditions of the real 

world. It is well known that DFT (and also DFTB) has its limits, but both are also known 

for their remarkable success in explaining and predicting chemical properties. The 
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predominant concern is whether or not our model is adequate. In this regard there are a 

number of factors that could be addressed. The most relevant, from our point of view, are 

listed below. 

1. Solvation – Will the inclusion of water bulk molecules shift the relative 

energetics for the different reaction steps, and will it open up new more 

favourable reaction routes? 

2. pH and corrosion potential – Are these sufficiently addressed?  

3. Leaching ions – How much the dissolved ions (e.g., Fe2+, Fe3+, AsO33-, Cl-, SO42- 

and K+) impact in the reactions? 

4. Surface and interface models – Are there other relevant ways to design 

surfaces and interfaces? 

Although computationally demanding chemical models accounting for all of the 

above may be essential in order to properly model realistic conditions. It is important to 

note that the assumptions made here in this thesis have been made by an active choice. 

Future testing will tell if the neglected factors are important or not. The only answer we 

have is that more simulations should be done in order to answer these questions. By 

systematically improving the models it is possible to comprehend which factors affect the 

reactions and which can be safely disregarded. Based on this, DFTB calculations arises as 

a possibility to include new effects in our chemical model. It is a DFT approximated 

method, and when properly parametrized can be used as an important tool in order to 

achieve these goals. But, why is it so relevant? 

 When it comes to the solvation effects (point 1), it is computationally expensive 

but very much possible to properly include these effects using modern computational 

methods. We intend to investigate this further by adding a number of explicit water 

molecules in the models. Nevertheless, it is expected that the first solvent layer (i.e. water 

molecules closest to the surface) will have the largest effect on the results. The dynamics 

of the reaction could be followed by the transition path sampling methods, based on the 

metadynamics framework as employed elsewhere.[264] In metadynamics thermal effects 

related to water diffusion on the surface can be included in our calculation. At the moment, 

our ambitions lies more in applying our new DFTB parameters developed in Chapter 6 

(water-matsci) to understand the new mechanism of pyrite studied in Chapter 7. It is a 
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consensus in the literature that an accurate account of the solvation effect improves the 

estimation of reaction barriers. The same effect is not fully achieved by static CI-NEB 

calculations when complex hydrogen bonds are formed over the target surface. 

 Concerning point 2, the pH and corrosion potential are two factors that have been 

completely omitted in this thesis. Both pH and corrosion potential are important factors 

that could alter the reaction mechanisms and energetics significantly. An interesting angle 

is, furthermore, the possibility that species dissolved in water could interfere in the main 

reactions. As mentioned in the introduction of this thesis, the concentration of iron ion in 

the medium defines the leaching potential. In this case, the presence of Fe2+/Fe3+ pair in 

aqueous medium defines the reduction potential. In this case, we have a correlation of 

point 2 and point 3. One such possibility is that anions such as Cl-, AsO33- or SO42- adsorb 

and inhibit the reactions by blocking the active sites. Another possibility is that cations 

such as K+, Fe2+ or Fe3+ could act catalytically on the reactions by serving, for example, as 

acceptors of the anions formed during the reactions. Our simulations do not take into 

account all these possibilities, and more calculations should be done in order to 

understand and evaluate if these questions are relevant or not. Again, we are putting our 

efforts on DFTB method for this purpose. DFTB computations allowed to design complex 

and large systems. Our estimation is that a pyrite (or arsenopyrite) cell with more than 

2000 atoms would be necessary to put in the same unit cell water molecules and leaching 

agents. Then, a realistic simulation will account for more natural effects. 

 It is appropriate to analyse the choice of surface models (point 4). For pyrite it has 

been chosen the (100) surface to evaluate reaction energetics for oxidative dissolution of 

mineral sulfides. Pyrite holds a preferential cleavage plane on the (100) direction, 

however, it is observed different facets of the mineral in the nature. Therefore, it cannot 

be excluded that there are other FeS2 surfaces worth considering besides those included 

in this work. A second factor that can largely affect the reaction is the impurities in pyrite 

sample. We start studying it in this thesis, and we know that galvanic effects are likely to 

happen. In this sense, different galvanic pair should be evaluated to completely 

understand the real situation of the mineral. The final factor that we will comment is the 

defects. This is well-known effect and has been evaluated by DFT method.[265] Since 
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mineral sulfides is prone to defect formation, future investigations should address this 

topic. Specially a work considering the oxidation of pyrite to (SOx)d species. 

 As a perspective, it is of interest to use DFTB parameters to understand mainly the 

oxidation process of pyrite and arsenopyrite in the presence/absence of the galvanic 

pairs. In a near future, we believe that pyrite and arsenopyrite isolated phases has to be 

the atomic model for DFTB parameter validation. It would be important to analyse the 

oxidation of both phases in the presence of leaching ions. Finally, all the effects mentioned 

above will be evaluated considering the formation of the galvanic pair. Figure 37 shows 

schematically the complexity of the systems. In order to achieve this goal, the interface 

models have to be in contact to each other and, at the same time, in contact with the water 

molecules containing the leaching ions. Furthermore, metadynamics could be used to 

probe minimum energy reaction-path. 

 

Figure 37- Scheme showing how complex is the oxidation of pyrite/arsenopyrite 
interface in ambient conditions. 

To date, such a realistic model is beyond the state-of-the-art of computational 

chemistry, however it is important to highlight that this is not just a matter of 

computational capability. A realistic simulation would require large cell size and include 

the static and dynamics and different species which invariably would lead to convergence 

problems, numerical instability and propagation errors. Furthermore, the huge amount 

of data would need to be analysed in order to get useful conclusions. Therefore, we end 

this thesis citing P. A. M. Dirac:[266] 
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“The underlying physical laws necessary for the mathematical theory of a large part of 

physics and the whole of chemistry are thus completely known, and the difficulty is only that 

the exact application of these laws leads to equations much too complicated to be soluble.” 

 

But then he completes saying: 

 

“It therefore becomes desirable that approximate practical methods of applying quantum 

mechanics should be developed, which can lead to an explanation of the main features of 

complex atomic systems without too much computation.” 

 

It seems that we have touched this paradigm of the computational chemistry. 
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Appendix 

Appendix A: Pyrite K-points and cutoff testes. 
 

 
Figure A1- Convergence test for the total energy as a function of the K-points meshes. 
In the graph E1x1x1 represents the total energy for the calculation at the Γ point and 
natom is the total number of atoms in the pyrite unit cell. In all calculations, the cutoff 
of 80 Ry was used. 
 

 
Figure A2- Convergence test for the total energy as a function of the cutoff. In the 
graph E30 represents the total energy for the calculation with 30 Ry cutoff and natom is 
the total number of atoms in the pyrite unit cell. In all calculations, the 6x6x6 K-points 
meshes was used. 
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Appendix B: arsenopyrite K-points and cutoff testes. 
 

 
Figure A3- Convergence test for the total energy as a function of the K-points meshes. 
In the graph E1x1x1 represents the total energy for the calculation at the Γ point and 
natom is the total number of atoms in the pyrite unit cell. In all calculations, the cutoff 
of 80 Ry was used. 
 

 
Figure A4- Convergence test for the total energy as a function of the cutoff. In the 
graph E30 represents the total energy for the calculation with 30 Ry cutoff and natom is 
the total number of atoms in the pyrite unit cell. In all calculations, the 6x6x6 K-points 
meshes was used. 
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Appendix C: Pyrite Hubbart parameter test. 
 
Table A1: Pyrite Hubbart (GGA+U) parameter test. The cutoff of 50 Ry and the K-point 
of 4x4x4 were used in all the calculation. BG meanings the band gap of the system for 
the tested GGA+U parameters. 

GGA+U a/ A  b/ A  c/ A  Fe-S/ A  S-S/ A  BG/ eV 

0.0 5.381 5.381 5.381 2.245 2.179 0.43 

1.0 5.383 5.383 5.383 2.248 2.162 0.72 

1.5 5.386 5.386 5.386 2.250 2.154 0.88 

2.0 5.390 5.390 5.390 2.253 2.145 1.05 

2.5 5.395 5.395 5.395 2.256 2.139 1.22 

3.0 5.402 5.402 5.402 2.260 2.131 1.37 

Exp.[173] 5.407 5.407 5.407 2.262 2.135 0.90 
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Appendix D: Arsenopyrite Hubbart parameter test. 
 
Table A2: Arsenopyrite Hubbart (GGA+U) parameter test for arsenopyrite structure. 
The cutoff of 50 Ry and the K-point of 4x4x4 were used in all the calculation. 

GGA+U a/ A  b/ A  c/ A  β/ ° 

0.0 5.714 5.648 5.737 112.1 

1.0 5.706 5.646 5.730 112.1 

1.5 5.700 5.647 5.724 112.0 

2.0 5.699 5.646 5.723 112.1 

2.5 5.696 5.647 5.720 112.1 

Exp.[174] 5.744 5.675 5.785 112.3 

 
Table A3: Arsenopyrite Hubbart (GGA+U) parameter test for arsenopyrite structure 
and band gap (BG). The cutoff of 50 Ry and the K-point of 4x4x4 were used in all the 
calculations. 

GGA+U Fe-S/ Å Fe-As/ Å As-S/ Å Fe-Fe(long)/ Å Fe-Fe(short)/ Å BG/ eV 

0.0 
2.182 
2.192 
2.204 

2.405 
2.404 
2.374 

2.398 3.751 2.655 0.76 

1.0 
2.178 
2.189 
2.205 

2.403 
2.401 
2.373 

2.391 3.746 2.650 0.82 

1.5 
2.177 
2.187 
2.205 

2.399 
2.401 
2.375 

2.388 3.747 2.649 0.84 

2.0 
2.176 
2.186 
2.208 

2.402 
2.397 
2.373 

2.385 3.742 2.645 0.86 

2.5 
2.174 
2.185 
2.210 

2.401 
2.396 
2.373 

2.381 3.740 2.642 0.87 

3.0 
2.173 
2.184 
2.212 

2.400 
2.395 
2.374 

2.378 3.738 2.639 0.85 

Exp.[174] 
2.239 
2.250 
2.257 

2.336 
2.371 
2.357 

2.346 3.627 2.922 0.82 
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Appendix E: Crystallographic transformation of the arsenopyrite (010) surface. 
 

 
Figure A5- Crystallographic transformation of the arsenopyrite (010) surface from 
triclinic to an orthorhombic structure. 
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Appendix F: Structure of the interfaces. 
 
Table A4: Fe-Xeq and X-S bond distances of the three interfaces. 

Bond Distances, Å FeS2(100)/FeAsS(001) FeS2(100)/FeAsS(100)-As FeS2(100)/FeAsS(100)-S 

Fe-Seq(FeAsS) 2.169 (-1.7) 2.155 (-1.1) 2.198 (0.2) 

Fe-Aseq(FeAsS) 2.327 (-1.5) 2.357 (-2.8) 2.331 (-2.6) 

Fe-Seq(FeS2) 2.304 (0.3) 2.300 (0.5) 2.288 (-0.2) 

S-S 2.262 (3.8) 2.259 (3.6) 2.248 (3.1) 

As-S 2.324 (-3.1) 2.337 (-2.5) 2.350 (-2.0) 

 

Table A5- Fe-Xax and interfacial contact distances, δ0, of the three interface systems. 

In the red parenthesis are the percentage difference** between the interfaces 
structure parameters and the arsenopyrite bulk structure. In the green brackets are 
the percentage difference** between the interfaces and the arsenopyrite bulk.  

System δ
0
, Å Fe-As

ax
, Å Fe-S

ax
, Å 

FeS
2
 2.690 --- 2.245 

FeAsS 2.656 2.394 2.193 

FeS
2
(100)/FeAsS(001) 2.685 (-0.2)[1.1] 2.329 (---)[-2.7] 2.251 (0.3)[2.6] 

FeS
2
(100)/FeAsS(100)-As 2.890 (7.4)[8.7] 2.340 (---)[-2.3] 2.368 (5.5)[8.0] 

FeS
2
(100)/FeAsS(100)-S 2.669 (-0.8)[0.5] --- 2.224 (0.9)[1.4] 

** Calculated by: %𝒅𝒊𝒇𝒇 =  
| "Interface parameter" -  "𝑷𝒚𝒓𝒊𝒕𝒆 𝒐𝒓 𝒂𝒓𝒔𝒆𝒏𝒐𝒑𝒚𝒓𝒊𝒕𝒆 𝒑𝒂𝒓𝒂𝒎𝒆𝒕𝒆𝒓"|

"𝑷𝒚𝒓𝒊𝒕𝒆 𝒐𝒓 𝒂𝒓𝒔𝒆𝒏𝒐𝒑𝒚𝒓𝒊𝒕𝒆 𝒑𝒂𝒓𝒂𝒎𝒆𝒕𝒆𝒓"
𝟏𝟎𝟎% 
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Appendix G: Spin teste for the most stable arsenopyrite surfaces. 
 
Table A6: Spin test for the arsenopyrite (001) surface. “TM” meanings the total 
magnetization of the system and “AM” the absolute magnetization of the system. The 
cutoff of 50 Ry and the K-point of 4x4x4 were used in all the calculations. 

Fe1 Fe2 Fe3 As1 As2 As3 S1 S2 S3 Energy, Ry TM AM  
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -2363.50698 -1.05 3.51 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 -0.3 -2363.52688 0.00 5.90 
0.0 0.0 0.0 0.0 0.3 -0.3 0.0 0.0 0.0 -2363.52688 0.00 5.90 
0.0 0.3 -0.3 0.0 0.0 0.0 0.0 0.0 0.0 -2363.52688 0.00 5.90 
0.0 0.3 -0.3 0.0 0.3 -0.3 0.0 0.3 -0.3 -2363.52688 0.00 5.90 
0.0 0.3 0.3 0.0 0.0 0.0 0.0 0.0 0.0 -2363.52687 2.00 5.80 
0.0 0.3 0.3 0.0 0.3 0.3 0.0 0.3 0.3 -2363.52687 2.00 5.80 

 
Table A7: Spin test for the arsenopyrite (100)-As surface. “TM” meanings the total 
magnetization of the system and “AM” the absolute magnetization of the system. The 
cutoff of 50 Ry and the K-point of 4x4x4 were used in all the calculations. 

Fe1 Fe2 Fe3 As1 As2 As3 S1 S2 S3 Energy, Ry TM AM 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -2363.50329 0.00 0.01 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 -0.3 -2363.50329 0.00 0.01 
0.0 0.0 0.0 0.0 0.3 -0.3 0.0 0.0 0.0 -2363.50329 0.00 0.00 
0.0 0.3 -0.3 0.0 0.0 0.0 0.0 0.0 0.0 -2363.50352 0.00 2.33 
0.0 0.3 -0.3 0.0 0.3 -0.3 0.0 0.3 -0.3 -2363.50352 0.00 2.33 
0.0 0.3 0.3 0.0 0.0 0.0 0.0 0.0 0.0 -2363.49273 3.14 4.91 
0.0 0.3 0.3 0.0 0.3 0.3 0.0 0.3 0.3 -2363.49273 3.14 4.91 

 
Table A8: Spin test for the arsenopyrite (100)-S surface. “TM” meanings the total 
magnetization of the system and “AM” the absolute magnetization of the system. The 
cutoff of 50 Ry and the K-point of 4x4x4 were used in all the calculations. 

Fe1 Fe2 Fe3 As1 As2 As3 S1 S2 S3 Energy, Ry TM AM 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -2363.45194 0.12 0.23 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 -0.3 -2363.48051 0.00 6.56 
0.0 0.0 0.0 0.0 0.3 -0.3 0.0 0.0 0.0 -2363.48051 0.00 6.56 
0.0 0.3 -0.3 0.0 0.0 0.0 0.0 0.0 0.0 -2363.49051 0.00 6.55 
0.0 0.3 -0.3 0.0 0.3 -0.3 0.0 0.3 -0.3 -2363.48051 0.00 6.56 
0.0 0.3 0.3 0.0 0.0 0.0 0.0 0.0 0.0 -2363.49008 4.00 6.02 

0.0 0.3 0.3 0.0 0.3 0.3 0.0 0.3 0.3 -2363.49008 4.00 6.02 
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Appendix H: Finding the most stable interfaces 
 
Table A9: Py(100)/AsPy(001) total energy. The cutoff of 50 Ry and the K-point of 
4x4x4 were used. In all the calculations the lattice parameters were fixed, and only 
the atom positions were allowed to move freely in the optimization process. 
Highlighted in red the structure with the lowest energy. 

θ.° Δx, Å Δy, Å Energy, Ry 

0 2.775 1.397 -4764.63652 

0 2.775 2.794 -4764.63658 

90 2.775 4.192 -4764.44021 

180 0.000 0.000 -4764.63651 

180 0.000 1.397 -4764.63652 

180 0.000 2.794 -4764.63635 

 
Table A10: FeS2(100)/FeAsS(100)-As total energy. The cutoff of 50 Ry and the K-point 
of 4x4x4 were used. In all calculations the lattice parameters were fixed, and only the 
atom positions were allowed to move freely in the optimization process. Highlighted 
in red the structure with the lowest energy. 

θ.° Δx, Å Δy. Å Energy, Ry 

0 0.000 2.884 -4764.49039 

0 0.000 4.326 -4764.28552 

180 2.842 1.442 -4764.67917 

180 2.842 2.884 -4764.50874 

 
Table A11: FeS2(100)/FeAsS(100)-S total energy. The cutoff of 50 Ry and the K-point 
of 4x4x4 were used. In all calculations the lattice parameters were fixed, and only the 
atom positions were allowed to move freely in the optimization process. Highlighted 
in red the structure with the lowest energy. 

Θ,° Δx, Å Δy, Å Energy, Ry 

0 0.000 0.000 -4764.43690 

0 0.000 2.884 -4764.45138 

0 0.000 4.326 -4764.61572 

180 2.842 0.000 -4764.43686 

180 2.842 1.442 -4764.43554 

180 2.842 4.326 -4764.61570 

270 4.263 2.884 -4764.41468 
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Appendix I: Interface spin test. 
 

Different initial spin guesses were tested to find the best spin state for the different 

interfaces: FeS2(100)/FeAsS(001), FeS2(100)/FeAsS(100)-As and 

FeS2(100)/FeAsS(100)-S. The total magnetization (TM, 𝑀𝑇 = ∫(𝜌(𝑟)𝑢𝑝 − 𝜌(𝑟)𝑑𝑜𝑤𝑛)𝑑𝑟) 

and the absolute magnetization (AM, 𝑀𝐴 = ∫|𝜌(𝑟)𝑢𝑝 − 𝜌(𝑟)𝑑𝑜𝑤𝑛|𝑑𝑟) converged to be the 

same value for all FeS2(100)/FeAsS(001) tests. That is the reason for the same energy 

values computed in Table A12. We performed the same test for pyrite and arsenopyrite 

pure minerals spin polarization, and at the end of the optimization process, all TM and AM 

values were found to be equal to zero. For the FeS2(100)/FeAsS(100)-As interface, all the 

energies and magnetization values were found to be the same, see Table A13. In contrast, 

different values for energy, TM and AM were found for the FeS2(100)/FeAsS(100)-S 

interface (Table A14). However, the ground energy state was found to be spin 

compensated (AM=TM=0). 

 
Table A12: Spin teste for the FeS2(100)/FeAsS(001) interface. “ALT” meanings that 
alternated initial spin states were used, following the sequencie Up-Down-Up-Down 
for the iron, sulfur and arsenic sites in the interface region. “Up” meanings all spin 
states up and “O” that no spin polarization was used for the atoms in the DFT SCF 
calculations. “TM” is the total magnetization, and “AM” the absolute magnetization. 
The cutoff of 50 Ry and the K-point of 4x4x4 were used. 

Fe S As Energy, Ry TM AM 

0 0 0 -4764.63788 0.00 0.00 

ALT 0 0 -4764.63788 0.04 0.06 
ALT 0 ALT -4764.63788 0.04 0.06 
ALT ALT ALT -4764.63788 0.04 0.06 
Up Up Up -4764.63788 0.04 0.06 
Up 0 0 -4764.63788 0.04 0.06 
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Table A13: Spin teste for the FeS2(100)/FeAsS(100)-As interface. “ALT” meanings that 
alternated initial spin states were used, following the sequencie Up-Down-Up-Down 
for the iron, sulfur and arsenic sites in the interface region. “Up” meanings all spin 
states up and “O” that no spin polarization was used for the atoms in the DFT SCF 
calculations. “TM” is the total magnetization, and “AM” the absolute magnetization. 
The cutoff of 50 Ry and the K-point of 4x4x4 were used. 

Fe As S Energy, Ry TM AM 

0 0 0 -4764.67928 0.00 0.00 

ALT 0 0 -4764.67928 0.00 0.00 
ALT ALT 0 -4764.67928 0.00 0.00 
ALT ALT ALT -4764.67928 0.00 0.00 
Up Up Up -4764.67928 0.00 0.00 
Up 0 0 -4764.67928 0.00 0.00 

 
Table A14: Spin teste for the FeS2(100)/FeAsS(100)-S interface. “ALT” meanings that 
alternated initial spin states were used, following the sequencie Up-Down-Up-Down 
for the iron, sulfur and arsenic sites in the interface region. “Up” meanings all spin 
states up and “O” that no spin polarization was used for the atoms in the DFT SCF 
calculations. “TM” is the total magnetization, and “AM” the absolute magnetization. 
The cutoff of 50 Ry and the K-point of 4x4x4 were used. 

Fe S As Energy, Ry TM AM 
0 0 0 -4764.62825 0.02 0.04 

ALT 0 0 -4764.62659 1.56 3.16 
ALT ALT 0 -4764.62659 1.56 3.16 
ALT ALT ALT -4764.62487 1.30 1.78 
Up Up Up -4764.62720 2.66 3.70 
Up 0 0 -4764.62706 2.67 3.70 
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Appendix J: Electron localization function for the pyrite/arsenopyrite interfaces 
 

 
Figure A6- Electron localization function for (a) FeS2(100)/FeAsS(001), (b) 
FeS2(100)/FeAsS(100)-As, and (c) FeS2(100)/FeAsS(100)-S Fe-Xax bonds. 
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Appendix K: The electronic structure of the pyrite/arsenopyrite interfaces 
 

 

Figure A7- Band structure. BG meanings the band gap of the interfaces. K-Path G-Y-
H-C-E-M1-A-Z-D-G-A-X-H1-G from the monoclinic lattice. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



A13 
 

Appendix L: Structures used to calculate the formation energy by Eq. (3.6). 
 

 
Figure A8- Structures used to calculate the formation energy of the interfaces and the 
pyrite and arsenopyrite bulk. 

 
Table A15: Structural parameters obtained for the structures shown in Figure A8. 

Systems a, Å b, Å c, Å α, ° β, ° γ, ° Bonds, Å 

Arsenic 
(Hexagonal) 

3.810 3.810 10.786 90.0 90.0 120.0 
As-As=  
2.551 

Sulfur 
(orthorhombic) 

12.269 14.533 26.445 90.0 90.0 90.0 
S-S=  

2.063 

Iron 
(cubic BCC) 

2.866 2.866 2.866 90.0 90.0 90.0 
Fe-Fe=  

(2.482; 2.866) 
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Appendix M: I-SLABs cleavage plane. 
 

 
Figure A9- Interface cleavage planes along the (010) direction. (a), (b) and (c) 
represents, one-to-one, the interfaces: FeS2(100)/FeAsS(001), FeS2(100)/FeAsS(100)-
As, and FeS2(100)/FeAsS(100)-S. The blue line is the plane direction, and dashed 
ellipses indicate the cleaved As-S and S-S bonds. 
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Appendix N: K-point and cutoff tests evaluated in Chapter 5 and the band offset 
calculation values. 
 
 
Table A16: Hubbard parameter (U-J) test for pyrite isolated mineral. A cutoff of 40 
Ry and 6x6x4 k-point mesh were used in all the calculations. BG means the band gap 
of the system for the tested (U-J) parameters. 

(U-J) a/ A  b/ A  c/ A  BG/ eV 

0.0 5.243 (3.0%) 5.243 (3.0%) 5.242 (3.0%) 0.41 (54%) 

1.0 5.245 (3.0%)  5.244 (3.0%) 5.245 (3.0%) 0.71 (21%) 

1.5 5.247 (3.0%) 5.246 (3.0%) 5.247 (3.0%) 0.87 (3%) 

2.0 5.249 (2.9%)  5.249 (2.9%) 5.248 (2.9%) 0.99 (10%) 

Exp.  
5.407[173] 5.407[173] 5.407[173] 0.90[166, 

167] 

** Calculated by: %𝒆𝒓𝒓𝒐 =  
| "Calculated BG" -  "Experimental BG"|

"𝑬𝒙𝒑𝒆𝒓𝒊𝒎𝒆𝒏𝒕𝒂𝒍 𝑩𝑮"
𝟏𝟎𝟎% 

 
 
Table A17- Hubbard parameter (U-J) test for arsenopyrite structure. A cutoff of 40 Ry 
and 6x6x4 k-point mesh were used in all the calculations. BG means the band gap of 
the system for the tested (U-J) parameters. (%𝒆𝒓𝒓𝒐 **) 

(U-J) a/ A  b/ A  c/ A  BG / eV 

0.0 5.556 (3.3%) 5.515 (2.8%) 5.586 (3.4%) 0.71 (13%) 

1.0 5.552 (3.4%) 5.513 (2.9%) 5.582 (3.5%) 0.80 (3%) 

1.5 5.549 (3.4%) 5.512 (2.9%) 5.580 (3.6%) 0.83 (1%) 

2.0 5.547 (3.4%) 5.512 (2.9%) 5.577 (3.6%) 0.87 (6%) 

Exp.  5.744[174] 5.675[174] 5.785[174] 0.82[119, 168] 

** Calculated by: %𝒆𝒓𝒓𝒐 =  
| "Calculated BG" -  "Experimental BG"|

"𝑬𝒙𝒑𝒆𝒓𝒊𝒎𝒆𝒏𝒕𝒂𝒍 𝑩𝑮"
𝟏𝟎𝟎% 

 
 
Table A18- (U-J) influencie in band offset calculation. All the calculation were done 
following the Eq. (1). For the total energy calculation it was used the 4x4x2 k-points 
grid and the cutoff of 40 Ry. 

Systems 
(U-J) 

0.0 1.0 1.5 3.0 5.0 

FeS2(100)/FeAsS(001) 0.37 0.39 0.42 0.43 0.43 

FeS2(100)/FeAsS(100)-As 0.54 0.55 0.59 0.58 0.59 

FeS2(100)/FeAsS(100)-S 0.56 0.57 0.60 0.60 0.59 
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Appendix O: Band Offset calculation and frontier’s orbitals. 
 

 
Figure A10- Displacement calculation for the FeS2(100)/FeAsS(001) interface model. 

 

 
Figure A11- Displacement calculation for the FeS2(100)/FeAsS(100)-S interface 
model. 
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Figure A12- Illustration showing the FeS2(100)/FeAsS(001) interface model 
construction from pyrite and arsenopyrite isolated phases. 

 

 
Figure A13- (left) VBM and (right) CBM states for the FeS2(100)/FeAsS(001) interface 
model. 
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Figure A14- Illustration showing the FeS2(100)/FeAsS(100)-S interface model 
construction from pyrite and arsenopyrite isolated phases. 

 

 

Figure A15- (left) VBM and (right) CBM states for the FeS2(100)/FeAsS(100)-S 
interface model. 
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Appendix O: DFTB2 radial distribution function for bulk water. 
 
 

 

Figure A16- Radial distribution function for O-O obtained by RMC NVT molecular 
dynamics. It includes the original matsci RDF. 

 

Figure A17- Radial distribution function for O-O obtained by RMC NVT molecular 
dynamics. It includes the original matsci RDF. 
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Figure A18- Radial distribution function for O-O obtained by RMC. NVT and NVE 
molecular dynamics.  

 

Figure A19- Radial distribution function for O-H obtained by RMC. NVT and NVE 
molecular dynamics.  
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Appendix P: Pyrite Fe-X parametrization 

The RLCAO code was used to perform the calculations and generate the DFTB2 

parameters. The confinement radius used to obtain the elements of the Hamiltonian 

matrix for Fe and S atoms was 3.70 and 3.90 bohr, respectively. The fomer are capable to 

describe the electronic properties of pyrite (our target systems) and metallic iron. The 

results of the optimum confinement radius are shown in Figure A20. 

 

Figure A20- DFT and DFTB2 band structure of iron-FCC (a) and pyrite (b) bulk 
structures. 

The FASP program was used to parameterize the repulsion energy (Erep) for the 

Fe-X (X = Fe, S, O, H) atomic pairs. The FASP program automates the procedure of finding 

the best polynomial fit which describes the Erep of atomic pairs for certain interception 

point of the band (Ebnd) and reference (Eref) energy[267, 268]. The atomic pairs, the 

reference systems used to obtain the Erep as well as their dependencies, and Ebnd and Eref 

interception points together with the cut radius can be found on Table A19. The TZP-DFT 

calculations for the optimization of the small reference molecules as well as to build the 

Fe-X potential curve surfaces were evaluated by the ADF program. The DFTB 

computations for getting the potential Ebnd curves (without repulsion) for the Fe-X pairs 

were evaluated by the ADF-DFTB software. 

For the solid systems (Fe-BCC and pyrite) the DFT computations were done by the 

Quantum-Espresso[162] package in order to optimize the structure and cell parameters 

and get the electronic properties, such as the Band Structure. The DFT structural 

properties of bulk and surface of pyrite, during the parameterization, were used as 
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reference to optimize the Fe-S DFTB2 repulsion parameters. The DFTB+ program was 

used to test, on-the-fly, by means of FASP interface, the DFTB2 Fe-X (X = Fe, S, O, H) 

repulsive parameters in several systems (molecules, clusters and solids), for instance, the 

ones described in Table A19. The structural properties were used as criteria to select the 

best DFTB2 parameters, as shown in Table A19. 

Table A19- Repulsion energy parametrization. Atomic pairs, reference systems, 
dependencies for a-b pairs, Ebnd and Eref interception point (IP), the cut radius (Rcut), 
and bond distances. Only singlet spin configuration was considered for all reference 
systems. 

a-b 
Pairs 

Reference 
systems 

Dependencies IP, bohr Rcut, bohr 
Bond Distances, Å 

DFT FASP 
Fe-Fe Fe2 No 4.24 4.29 - - 

S-S S2 No 4.02 4.12 1.93 1.93 
Fe-S FeS No 5.80 5.82 2.40 2.48 
Fe-O FeO No 3.94 4.09 - - 

Fe-H FeH2 H-H 2.82 2.92 1.50 1.48 

S-O SO2 O-O 3.14 3.23 1.46 1.47 
S-H H2S H-H 3.70 3.73 1.36 1.36 
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Appendix Q: SO dissociation on the surface 
 

 

Figure A21- SO dissociation on pyrite surface. Color code: yellow - Sulfur, green - 
Arsenic, brown -Iron. 
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