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Abstract 

 

 This thesis presents a study about crystalline semiconductor nanostructures using 

x-ray diffraction techniques, mainly resonant (anomalous) x-ray diffraction, in order to 

determine structural and chemical properties of these structures. Our first experimental 

result is a study about In(Mn)As islands grown under controlled Mn flux on the top of 

GaAs(001) substrates. Adding distinct amounts of Mn on the growth process makes the 

In(Mn)As islands allocate the metallic atoms in different sites, which can be 

substitutional or interstitial. Performing x-ray diffraction measurements on these 

nanostructures, using photons with energy near the Mn-K absorption edge, it is possible 

to verify quantitatively their chemical concentration, and also which site is being 

occupied. Each possible site has its own signature on different reflections and, with the 

right choice of reflections, one can determine, unambiguously, the percentage of 

occupied sites. The second study applies resonant x-ray diffraction on nanostructures of 

Ge grown on Si (substrate) with different miscut angles with respect to the (001) 

direction. It is well known from the literature that Ge can grown on Si as domes or 

superdomes, depending on the amount of Ge content. It is also known that a miscut 

angle can affect the growth dynamics, as it changes the internal composition of the 

structures. The quantitative study of the domes/superdomes composition carried out 

there connects its chemical properties with the effects observed by x-ray diffraction due 

to the miscut. Finally, we also present a study of InGaAs islands on top of an ultrathin 

GaAs(001) membrane. Nano-focused x-ray diffraction measurements allows the 

determination of the strain status on isolated islands, helping to understand the structural 

changes on the membrane after releasing it from the substrate where it was originally 

grown. 

 

 



Resumo 

 

 Esta tese apresenta um estudo sobre nanoestruturas cristalinas semicondutoras 

utilizando técnicas de difração de raios-X, principalmente difração ressonante (anômala) 

de raios-X, para determinar as propriedades estruturais e químicas de tais estruturas. 

Nosso primeiro resultado experimental apresenta um estudo de ilhas de In(Mn)As 

crescidas sob fluxo controlado de Mn, no topo de substratos de GaAs(001). Adicionar 

quantidades distintas de Mn no processo de crescimento faz com que as ilhas de 

In(Mn)As aloquem os átomos metálicos em diferentes sítios, que podem ser 

substitucionais ou intersticiais. Realizando medidas de difração de raios-X nestas 

nanoestruturas, utilizando fótons com energia em torno da borda de absorção K do Mn, 

é possível verificar quantitativamente sua concentração química, e também determinar o 

sítio que está sendo preenchido. Cada possível sítio tem sua própria assinatura em 

diferentes reflexões e, com a escolha correta das reflexões, pode-se determinar, de 

forma não ambígua, a porcentagem dos sítios ocupados. O segundo estudo aplica 

difração ressonante de raios-X em nanoestruturas de Ge crescido em Si (substrato), com 

diferentes ângulos de misuct em relação à direção(001). É bem conhecido da literatura 

que Ge pode crescer em Si como domos ou superdomos, dependendo da quantidade de 

Ge utilizado. Sabe-se também que um ângulo de miscut pode afetar a dinâmica de 

crescimento, pois altera a composição interna das estruturas. O estudo quantitativo da 

composição de domos/superdomos realizados relacionam suas propriedades químicas 

com os efeitos observados pela difração de raios-X em função do miscut. Finalmente, 

também apresentamos um estudo sobre ilhas de InGaAs em cima de uma membrana de 

GaAs(001) ultrafina. Medidas de difração de raios-X com nano-foco permitem a 

determinação do estado de tensão em ilhas isoladas, ajudando a entender as mudanças 

estruturais na membrana após liberá-la do substrato onde foi crescida. 
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Introduction 

 

 Semiconductor materials have attracted a great interest from the scientific 

community and from industry in the last few decades, all due to their properties and 

potential for important innovations in devices and nanotechnology. Semiconductors 

doped with atoms that present magnetic properties have particularly interesting physical 

properties, which can be of great value for applications in optoelectronic and spintronic-

based components. Much effort has been made to combine electronic charge and spin 

degree of freedom in a single magnetoelectronic device. In particular, nanostructures of 

InAs and GaAs doped Mn are strong candidates to play a substantial role in these next 

generation of devices. 

Additionaly, to control optoelectronic properties due to elastic tensor constraints 

in semiconductor nanostructures also plays an important role for modern nanoscale 

engineering. The study of islands grown on substrates with miscut can help on the 

understanding of surface configurations and energies of the vastly studied 

heteroepitaxial growth of Ge on vicinal Si(001). Finally, but not less important, 

nanomembranes based on semiconductor materials with quantum dots are strong 

candidates to be used on flexible nanodevices. The possibility to transfer a nanometer 

thick membrane to a new support opened up substantial potential applications in 

flexible electronics. 

 This thesis shows how X-ray diffraction techniques can be used to determine 

important physical and chemical properties of semiconductor nanostructures. 
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Chapter 1 

 

Semiconductor nanostructures 

 

1.1 Epitaxy and strain 

 

 A film or nanostructure is said to be epitaxial if its atoms are able to grow with 

certain periodic organization dictated by the atoms of the substrate (also crystalline) in 

which it is deposited. For a given direction, after each spacing a, that will be called from 

now on as the lattice parameter, a repetition in the position of the atoms can be noticed. 

When this pattern repeats throughout all the epitaxially deposited layer, it is said to be 

monocrystalline. The positions of each atom in these repeating intervals define the unit 

cell, which can be characterized by a structure factor, discussed in more details in 

chapter 2. Sometimes the lattice parameter of a given material is the same for all three 

directions in the space, and its lattice is said to be cubic, a condition found on all 

materials studied in this work. 

 A monocrystalline material can also grow over another one with different lattice 

parameter. The material that is being grown must then adjust its lattice with the 

substrate, since epitaxial crystalline materials tend to match their lattice parameters at 

the interface. Such procedure results in a biaxial in-plane strain on the interface, which 

will be responsible to conform the newly deposited layer [1]. In order to preserve the 
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volume of the unit cell, the strained material unit cell can expand or contract in the 

growth direction, leading to three possible scenarios: (a) If the deposited material has a 

lattice parameter that is equal to the substrate, no strain occurs; (b) If the deposited 

material has a lattice parameter greater than the substrate, it will contract in the in-plane 

directions (parallel to the interface) and expand in the growth direction; (c) If the 

deposited material has a lattice parameter smaller than the substrate, it will expand in-

plane and contract in the growth direction [2]. The three different possibilities above 

described will lead to a deposited film without strain, with compressive strain and 

tensile strain, respectively. The described situations are schematically represented in 

figure 1.1 in a three-dimensional view (the growth direction is vertical for this figure). 

 The deformation that occurs in cases (b) and (c) (different lattice parameters) 

will lead to elastic energy storage in the film. After a certain amount of deposited 

material, known as critical thickness, the film can no longer store all the elastic energy 

by straining its lattice parameter during the growth process, and defects (such as 

dislocations and stacking errors) might occur. These processes release some elastic 

energy, generating a new equilibrium state. 

 

 

Fig 1.1 - Scheme showing how heteroepitaxial growth of a crystalline layer on a substrate (blue color) can 

occur: a) same lattice parameter, b) the deposited material has a lattice parameter greater than the 

substrate, and c) the deposited material has a lattice parameter smaller than the substrate. 
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 In Figure 1.2 we show a relaxed InAs island that presents defects. The image 

was obtained using transmission electron microscopy [3]. 

 

 

Fig 1.2 - Image of an InAs island with defects, grown on GaAs. The image was obtained using 

transmission electron microscopy [3]. Lines 1 and 2 indicate, respectively, the crystalline surface of the 

substrate and the layer of amorphous material on the top. The lattice misalignment positions are indicated 

by arrows. 

 

1.2 Techniques for epitaxial growth 

 

 Many of the interesting phenomena for the semiconductor industry occurs at the 

surface, therefore it is of considerable importance to develop methods of growth of 

epitaxial layers of thin films and nanostructures with composition and thickness control 

[1]. Thus, deposition techniques such as molecular beam epitaxy (MBE) and vapor 

deposition via metal organic chemical vapor deposition (MOCVD) have gained great 

interest in the last decades. 

  MBE is known as the method for epitaxial growth, in ultra-high vacuum 

(UHV), that produces the sharpest interfaces, resulting from the condensation of 

molecules or atom beams directed to the substrate [4]. The beams are created by 

effusion cells maintained at well defined temperatures, which results on known vapor 



6 
 

pressures. The deposition on the substrate may occur near or out of the thermal 

equilibrium [5], being an almost purely kinetic process (with adsorption and migration 

of atoms at surface sites) [4]. For best results with this technique, it is crucial to have a 

reliable UHV system to avoid impurities during the growth process. It is also desirable 

the presence of a mass spectrometer in order to monitor the flow of the vapors and the 

environment in which the film is being grown. Compared with other techniques, MBE 

is generally characterized by the low growth rate at medium temperatures (400 ° C - 600 

° C) and the possibility to generate abrupt interfaces (the interruption of the molecular 

beam stops the process). The fact that the growth rate is low allows a better control of 

the thickness of the structure being grown, while the reduced temperature in relation to 

other methods minimizes any undesired process, such as the diffusion of material 

through interfaces. In addition, since the constituents reach the substrate from different 

beams, and it is possible to control (with a great precision) the concentration of each 

one.  

The MOCVD, process also known as organometallic chemical vapor deposition 

(OMCVD), metalorganic vapor phase epitaxy (MOVPE) and organometallic vapor 

phase epitaxy (OMVPE), is the thin film growth technique that, together with MBE, has 

been dominant for research, development and fabrication of devices based on 

semiconductor components since the early 1980s [6]. The MOCVD reactors are 

basically constituted by three components: a system to conduct the reactive gases, a 

reaction chamber and a security chamber. The reagent conduction system is an 

extremely clean set of tubes that connect the chambers where the reactant gases are 

stored to the reaction chamber. The reaction chamber is the place where the gases are 

mixed and conducted to a heated region, where chemical reactions occur, allowing the 

deposition of films on the substrate. The presence of a safety chamber is necessary, 

since the use of toxic gases in the MOCVD reactions is very common. It allows the 

manipulation of the substrate/sample in a safe environment moments before and after 

the deposition reactions [6]. It is clear how advantageous the use of MBE may be for the 

growth of nanostructures with abrupt changes in composition and/or doping. On the 

other hand, MOCVD growth has great industrial appeal, since it can work in large scale 

(larger deposition surface area and reproducibility) due to the reduced need for a 

vacuum system and the control of the volume of reagents in the deposition chamber. 
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 In general, to monitor the crystalline quality of the surface of the film that is 

grown in high vacuum, the high-energy electron diffraction (RHEED) is used. This 

technique basically consists on focusing an electronic beam on the surface of the 

growing sample with a grazing incident angle θ. Some of these electrons will be 

diffracted by the surface of the sample (due to the charge of the electrons and the low 

angle of incidence, the penetration power is restricted to few atomic layers). A window 

covered with a phosphoric film is then used to convert the diffracted electrons into light 

signals, and this luminous diffraction pattern provides information about the quality of 

the sample surface [6]. 

 Figure 1.3 shows a schematic representation of a MBE growth chamber. It is 

possible to observe the effusion cells, each with a different atomic species. The beams 

coming out of these cells go directly to the substrate, which is in a heated support, 

allowing the control of the growth temperature of the film being deposited. The electron 

gun and the phosphoric window, monitored by a CCD, are also represented. 

 

 

Fig 1.3 – Schematic representation of a Molecular Beam Epitaxy growth chamber. 

  

 In the figure 1.4 it is possible to observe, in a more detailed scheme, the 

monitoring system that is generally used in the MBE chambers, the RHEED. One 
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observes that some of the electrons coming out of the electron gun are diffracted, 

reaching the window covered with phosphor and its light is picked up by the 

detector/CCD at different points, giving information about the structure of the first 

layers of the material being grown. 

 

 

Fig 1.4 – Schematic representation of the technique generally used to control the quality of the films 

grown by MBE, the RHEED. 

 

 In figure 1.5 one can see a schematic representation of a MOCVD reactor, where 

the gases leave their storage chambers, pass through the conduction system and enter 

the reaction chamber. Some of the reaction products are discarded into the atmosphere, 

and the substrate with the freshly grown film goes to the security chamber, at controlled 

pressure. 

 

 

Fig 1.5 – Schematic representation of a MOCVD growth system. 
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1.3 Epitaxial growth modes 

 

 In the processes of heteroepitaxial films growth, some physical properties of the 

materials involved are relevant to determine how the growth process will take place at 

the interface. In addition to the lattice parameter, which is the most relevant structural 

characteristic, it is indispensable to also consider some factors such the chemical 

affinity between the materials in order to understand the morphological evolution of the 

growing layers. 

 One can describe three different modes that may occur during the heteroepitaxial 

deposition [7]. In the first mode, named Frank-van der Merve, the material grows 

layer by layer, i.e. a new layer will only start to grow when the bottom is fully filled. In 

this mode the interaction between the substrate material and the new layer of atoms is 

energetically advantageous when compared with the interaction between the atoms of 

the layer itself (considering the growth of the first layer). In the second mode, Volmer-

Weber, the interaction between the neighboring atoms of the deposited material is 

energetically favorable if compared to the interaction with the atoms from the substrate. 

In this case the atoms tend to agglomerate, and the material forms three-dimensional 

islands. In the intermediate case, named Stranski-Krastanov, the deposited material 

first grows forming layers, up to a certain thickness (critical thickness), and thereafter 

starts to form islands. What occurs in this scenario is a growth mode in which the 

deposited materials and the substrate have a reasonable chemical affinity, but a 

considerable difference on the lattice parameter. Consequently, upon initiating the 

growth process on layer by layer, the deposited film will store elastic energy due to the 

elastic deformation at the interface, and that energy will increase proportionally to the 

layer thickness. After the critical thickness the stored energy in the epitaxial layer can 

be released by changing the length of the atomic bonds, leading to a lower energy 

configuration. The result is the formation of three-dimensional islands, where the lattice 

parameter of the deposited material can approach its bulk value. 

 One of the factors that can be evaluated to determine the growth mode that will 

take place is the free surface energy. If σf is the free surface energy of the deposited 
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film, σs is the free surface energy of the substrate and σi is the free surface energy of the 

interface between them. In this case, if 

 

σ�  <  σ�  + σ�      (1) 

 

the growth will be layer by layer, while if 

 

σ�  <  σ�  + σ�      (2) 

 

Islands will be formed. 

In the Stranski-Krastanov mode, equation 1 is true up to the critical thickness, 

when the surface free energy becomes very large, equation 2 becomes valid and the 

growth process will start to form islands. 

 In figure 1.6 it is possible to see a schematic step-by-step representation of the 

three growth modes for heteroepitaxial materials, previously described. 

 The growth of self-organized nanostructures by MBE or MOCVD occurs in 

Stranski-Krastanov mode for some systems (eg InAs:GaAs, Ge:Si, InP:GaAs, and 

others) and generally leads to the formation of quantum dots presenting great 

homogeneity in size, which can be used for optoelectronic applications [8, 9]. 

Recently, the deposition of InAs on top of GaAs have been vastly studied, and 

the difference on their lattice parameter is about 7% (aGaAs = 5.6532 Å and aInAs = 

6.0583 Å). During the InAs growth process, the transition from two-dimensional layers 

to islands occurs after the deposition of, approximately, 1.5 ~ 1.6 monolayers (MLs). 

The islands that will be formed after that can be either, coherent or incoherent, 

transitions that occurs at 2.3 MLs. One might calls coherent the film or nanostructure 

that keeps a perfect record of the crystalline lattice of the substrate on which it was 

deposited. In this case, the elastic energy stored is maximum. If the film does not keep a 

complete record on the substrate, it is said to be incoherent. In incoherent films the 
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elastic energy is reduced due to the appearance of dislocations or defects. Generally, an 

InAs island grown on GaAs becomes incoherent when its volume is too large and no 

longer allows the elastically storage of more material. 

 

 

Fig 1.6 – Schematic representation of the three growth modes for heteroepitaxial materials: Frank-van der 

Merve, Volmer-Weber and Stranski-Krastanov. 

 

 Another system vastly studied during the last decades is the Ge deposited on top 

of Si(001). Both atoms have similar structural and electronic properties: crystallize in 

the diamond structure and have indirect electronic energy gap. Their lattice parameters 

are 5.431 Å (Si) and 5.65 Å (Ge), corresponding to a lattice mismatch of 4.2%. 

The growth of Ge on Si follows follows the Stranski-Krastanov mode. One can 

observe three main different stages on the growth process, as shown in fig. 1.7. Ge 

growth first proceeds in a layer-by-layer mode up to a coverage (Θ) of about 3.5 MLs of 

Ge. Then, for thicker layers, the elastic strain is released by the formation of small 

pyramidal shaped islands, which are islands with a low aspect ratio and {105} facets. 

Finally, when the Ge coverage exceeds approximately 6 MLs (and for a constant growth 

temperature) a shape transition from pyramids to dome islands occurs [2]. Dome islands 

are larger in volume (number of atoms) and in height (despite of having essentially the 
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same base radius of pyramids), exhibiting more complex facets when compared to 

pyramids. 

 

 

Fig 1.6 – Representation of the steps of Ge growth on Si(001). (a) A wetting layer is formed. (b) Pyramid 

islands nucleation occurs for coverages Θ > ~3.5 ML. (c) Island shape transition to domes occurs for 

content Θ > ~6ML. Typical pyramid and dome islands are shown with their dimensions [2]. 
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Chapter 2 

 

X-ray diffraction 

 

2.1 Crystalline structure 

 

In order to start a discussion about X-ray scattering and diffraction, first it is 

necessary to understand the crystalline structure of the solids that will be studied. When 

X-ray photons diffract from crystalline planes, we can extract information about the 

organization of the atoms that form a given crystal. 

 

 

Fig. 2.1 - Schematic representation of a crystal, composed by a lattice (which determines its symmetry) and by a 

base (which determines the organization of the atoms in each of these units of symmetry). 



14 
 

A crystal is an infinite repetition of a base. One can imagine the base represented 

by a point, and then the arrangement of these points would be called the Bravais lattice. 

A lattice can be formed using vectors a1, a2 e a3, for any given position any r ou r + an, 

and they will be called the lattice vectors [10]. In addition on how these atoms are 

distributed along the crystal, other extremely important information is the composition 

of the base. By knowing the lattice and base, we have information about the structure of 

the crystal we are studying, as shown in figure 2.1. 

Figure 2.2 shows a schematic representation of the 14 possible fundamental 

lattices, i. e. the 14 ways crystalline materials can be organized by symmetry, as well as 

the name commonly given to each of them. 

 

 

Fig. 2.2 - Schematic representation of the 14 different Bravais lattices possible found in nature. 
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 Most semiconductors (including the ones presented in this thesis) are organized 

forming one or more face centered cubic (FCC) lattices. One can understand the 

structure of these crystals by setting the base at appropriate positions on a unit cell of 

the FCC lattice. For materials like Si, Ge, GaAs, InAs, and others, the base consists on 

one atom at the (0, 0, 0) position and another one at the (1/4, 1/4, 1/4), for each of these 

points. For materials of the IV group, like Si and Ge, consisting on only one atomic 

species, this leads to the diamond structure, i.e. two FCC lattices displaced from (1/4, 

1/4, 1/4). For III-V semiconductors, like GaAs and InAs, the cation occupies the (0, 0, 

0) position and the anion is in the (1/4, 1/4, 1/4), leading to a structure that is known as 

Zincblende [11]. 

 However, two materials that organize in the same way can, still differ by the  

size of the lattice in each direction, i.e. they can have different lattice parameters. InAs 

and GaAs, as an example, are generally found at the Zincblend structure. Nevertheless, 

the fact that In is bigger than Ga makes the lattice parameter of the bulk InAs (6.0583 

Å) larger than the GaAs (5.65325 Å). If we then deposit InAs on GaAs there will be an 

effort to adjust the lattice parameter at the interface, and therefore a strain must appear 

and, consequently, elastic energy may be stored in the film. Such effect sometimes 

might lead to the formation of structural defects, but is also responsible for the 

formation of nanostructures generally called islands (can be specifically named as huts, 

pyramids, domes, or other terms, depending on their characteristics) [12,13]. 

 Once we know that atoms and molecules can be periodically arranged to form 

crystals, it is helpful to find a way to study the structure of such materials. Since we are 

talking about periodic arrangements with spacing of the order of angstroms, to obtain 

information about the structure of crystals it is necessary to use a radiation that is 

capable of diffract through their atomic planes, i.e. photons (or other particles like 

electrons or neutrons) with a wavelength with the order of magnitude found in the X-ray 

regime. The huge potential of X-ray photons (wavelength of some angstroms) for the 

study of nanomaterials has led scientists on the search of new sources of radiation and 

experimental techniques, aiming to take some benefit from this idea. 

 X-ray diffraction can be mathematically described by the elastic scattering of 

photons by atoms that constitute some families of planes, making it very useful to 

define a way to distinct and nominate different families of planes. The most usual way 
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to nominate a family of planes is using the Miller's indexes. The Miller indexes (h, k, l) 

are defined so that the closest plane to the origin (but not passing through it) intercepts 

the axes (a1, a2, a3) at the (a1/h, a2/k, a3/l) points. Some examples that help to clarify 

how one can determine the Miller indexes can be seen in figure 2.3. The planes of a 

given family are equally spaced, and this spacing d (in a cubic system) is given by: 

 

�	
� � 

√	��
����    ,       (2.1) 

 

where a is the lattice parameter [14]. 

 

 

Fig. 2.3 – Exemples of Miller indexes for centain family of planes. 
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2.2 X-ray diffraction by crystals 

 

2.2.1 Coplanar diffraction 

 

 According to Bragg’s Law (nλ = 2dsenθ), when the X-ray beam (wavelength λ 

and angle of incidence to the normal θ) is scattered in the atomic planes (with spacing d) 

of a crystal, if n is an integer the Bragg’s law is satisfied, and then we have a diffraction 

condition (a constructive interference on the scattered beam). A sketch of this process 

can be seen in figure 2.4. 

 

 

Fig. 2.4 – Schematic representation of Bragg's Law. A beam of wavelength λ and angle of incidence θ is scattered by 

the atomic planes of spacing d in the crystal. If nλ = 2dsenθ is valid for n integer, then the Bragg’s Law is satisfied. 

 

If the incident beam undergoes the diffraction process along the same plane on 

the crystal, that is, the incident and the reflected beams are coplanar, then one can say 

this is a coplanar diffraction geometry. A schematic representation that better illustrates 

coplanar diffraction can be seen in figure 2.5, where it is possible to see the incident 

beam making an angle θ with the sample, and the scattered one leaving at 2θ (relative to 

the incident beam) and going towards the detector. When the X-ray beam scattered by a 
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family of planes we can also define the momentum transfer vector Q as the difference 

between the scattered wave vector and the incident wave vector, i.e. Q = k` - k. 

 

 

Fig. 2.5 – Schematic representation for the X-ray coplanar diffraction geometry. The beam impinge the crystal at an 

angle θ, and is reflected towards the detector at 2θ, so that k and k` are coplanar. One can also see the 

representation of the Q transfer wave vector, which respects the Q = k` - k relation [14]. 

 

We now want to better understand the signal obtained by the detector when the 

scattered X-ray beam is collected. The intensity I is defined such that the product of the 

scattering amplitude of the beam F with its complex conjugate F*, which can be 

calculated by: 

 

���� �  ∑ ��������∙��
�� 
�����   ,  (2.2) 

 

where ����� is the atomic form factor (approximately the number of electrons Z, under 

non resonant conditions) for the atom situated at �� (r = xna1 + yna2 + zna3) position. It is 

important to notice that such equation has general validity (even for amorphous 

materials). But one can make it simpler for crystalline materials, which is possible since 

we can exploit the periodic repetition of the unit cell. Writing the position of each atom 

as the position of a unit cell and specifying the location of the atom inside the cell, 

equation 2.2 becomes: 
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� !"��
���� �  ∑ ���∙#$  ∑ �%%& ������∙�'  ,  (2.3) 

 

where the first term is a summation over all the n sites of the crystal lattice, while the 

second term is a summation over the structure factor �%��� for all the atoms of the unit 

cell located at the position rj of the cell occupying the position Rn. 

The first term on the right side of equation 2.3, referring to the lattice form 

factor, tells us that only when the moment transfer vector Q coincides with the 

reciprocal lattice vector G, defined as G = h a1
* + k a2

* + l a3
*, where (a1

*, a2
*, a3

*) is 

the basis of the reciprocal lattice defined by an
* = 2π/an, is that the scattering amplitude 

will be non-zero. Such result is known as Laue condition (details can be seen in [14]). 

 

 

Fig. 2.6 – Sketch of the FCC lattice and the vectors a1, a2 e a3 that can define it [14]. 

 

 To define when the second term will be non-zero, one must first understand the 

packaging of the atoms in the crystal being studied. For a FCC structure, as shown in 

figure 2.6, r1 = 0, r2 = (a1 + a2)/2, r3 = (a2 + a3)/2 and r4 = (a3 + a1)/2 are parallel to the 

edges of a cube, and then: 

 

� �  �ℎ)*∗ +  ,)-∗ +  .)/∗ �  ,  (2.4) 
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leading to 

 

�011 �  ∑ ����% ���∙�'      , (2.5) 

�011 �  ������2 + ��3��)4 � )5�∙�	)3∗ � 
)�∗ � �)6∗ � + ��3��)5 � )7�∙�	)3∗ � 
)�∗ � �)6∗ � +
��3��)7 � )4�∙�	)3∗ � 
)�∗ � �)6∗ ��   , (2.6) 

�011 �  �����1 + ��9�	�
� + ��9�
��� + ��9���	��   , (2.7) 

�011 �  ���� ∗ :4,                       =� ℎ, ,, . >?� >.. �@�A B? >.. B��0,                                                               BDℎ�?E=F� . (2.8) 

 

 Thus, reflections like (1 0 0), (2 1 0), (2 2 1), and others, have zero structure 

factor and therefore zero amplitude for an FCC crystal, while reflections like (2 2 0), (2 

0 0), (4 0 0), and others, have non-zero amplitude for a crystal that follows this 

structure. 

 The samples presented by this thesis (Si, Ge, GaAs, InAs) have two FCC lattices 

displaced ¼ in each direction (Diamond and Zinc Blende structures). We can then write 

the structure factor for the diamond lattice as the product of the structure factors of a 

FCC lattice and a base of two atoms, considering one in (0,0,0) position and the other 

one in the (1/4,1/4.1/4). Thus, the structure factor of Si becomes: 

 

       �G� � ��G���� + �G������-9�HI�JI��I���1 + ��9�	�
� + ��9�
��� + ��9���	��.      (2.9) 

 

 It is now possible to see that the (1 1 1) reflection, for example, has structure 

factor F = 4 (1-i), the (4 0 0) has structure factor 8 and the (2 0 0) e (2 2 2) reflections 

are forbidden. On allowed reflections the diffracted intensity will be proportional to the 

product of the structure factor with its conjugate complex (F x F*), and the complex 

value from F at the (1 1 1) reflection becomes real. 
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 To illustrate the case for materials with the Zincblende structure, one can see 

that the GaAs structure factor, considering the Ga at the (0,0,0) position and As at 

(1/4,1/4,1/4), is: 

 

   �K
L� � ��K
��� + �L������-9MHI�JI��IN��1 + ��9�	�
� + ��9�
��� + ��9���	��.    (2.10) 

 

Therefore, the (2 0 0) reflection, forbidden at the Diamond (Si/Ge) structure, has 

structure factor given by: 

 

                                       �K
L� � 4��K
�2,0,0� − �L��2,0,0��    ,                           (2.11) 

 

i.e. not zero, since Ga and As have a different number of electrons (ZAs > ZGa) and, 

therefore, �K
��� ≠ �L���� [14]. 

 

2.2.2 Grazing-incidence diffraction (GID) 

 

 Due to their weak interaction with matter the X-ray photons have a large 

penetration depth, which makes coplanar geometry X-ray diffraction a not suitable 

technique to study materials surfaces. For a beam with wavelength on the order of 

angstrom, an angle of incidence about 1° is already sufficient to result in an X-ray 

penetration depth of thousands (or even tens of thousands) of nanometers, as showed by 

figure 2.7. However, when studying nanostructures it is generally desirable to clearly 

detect the signal coming from objects on the surface of the sample. In order to overcome 

such issue, one can make use of a X-ray diffraction non-coplanar geometry technique, 

with the incident beam under grazing incidence diffraction (GID) [15,16]. 
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Fig. 2.7 – The penetration depth of the X-ray beam (wavelength of a few angstroms) is larger than 1,000 

nanometers for incident angles greater than 1°. This effect makes the coplanar geometry unsuitable for the study of 

nanostructures on the surface of the sample. The white dots indicate the critical angle for each selected wavelength 

[17]. 

 

 GID measurements are carried out at a very low incidence angle, in order to 

minimize the signal coming from deeper layers of the crystal, and generating a better 

contrast that enhances the relative signal coming from the surface. In a typical geometry 

to perform GID measurements, the incident X-ray beam illuminates the surface of the 

sample at an angle very close to the critical angle for total external reflection (about 0.3° 

for the samples presented in this thesis). The scattered beam is then collected at grazing 

exit angles, either in the same direction as the incident beam, giving rise to the grazing 

incidence small angle scattering (GISAXS) signal (good for the investigation of nano 

objects), or even at higher diffraction scattering in-plane angles, the GID signal. A 

representative sketch for GID can be seen in Figure 2.8. For samples containing islands, 

the GISAXS signal contains information about the form and size distribution of the 

structures, while the in-plane signal (GID) gives us the information about size, 

crystalline packaging and strain. 
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Fig. 2.8 – Schematic representation of the X-ray diffraction under grazing-incidence (GID). The atomic planes of the 

sample are represented by black lines along the surface. The beam hits the sample at a small incidence angle αi with 

respect to the surface, but making an angle θ with the crystalline planes (in-plane). Thus, it is reflected at an angle αf 

out-of-plane and 2θ in-plane. 

 

 One can now decompose the moment transfer vector Q into three components: 

qz, qr e qa. The qz vector represents the momentum transfer in the normal direction with 

respect to the surface, qr is the radial momentum transfer, which defines the distance to 

the origin of the reciprocal space (and, consequently, the indexes of the reflection), and 

qa is the angular momentum transfer vector, which arises for positions of the reciprocal 

space where there is some Δθ deviation of the diffracted beam with respect to the Bragg 

condition (θ = 2θ/2). It is shown in figure 2.9 a schematic representation of qz, qr e qa, 

where a side view and a top view of the process can be seen. 

 

 

Fig. 2.9 – Schematic representation of the vectors qz, qr e qa. One can see in (a) a lateral view of the process, where 

the grazing angles αi and αf of incidence and reflection, respectively, are represented in red and the transfer vector 

for the vertical moment is in blue. In (b) it is shown the transfer vectors of radial and angular momentum on top 

view. 
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Measurements in reciprocal space that run parallel to each of these three vectors 

have different meanings. The qr direction gives us the local lattice parameter (strain). If 

we measure qa for a fixed lattice parameter we can extract information about the size 

and shape of the crystals that diffract at a given Bragg condition. Measurements along 

qz provide information regarding variations in the electron density and crystal structure 

in the normal direction with respect to the surface [18]. 

To better understand the meaning of a measure along qr or qa, one can refer to 

the schematic representation of the H-K plane of the reciprocal space, shown in figure 

2.10 with the directions of both, radial and angular vectors. 

 

 

Fig. 2.10 – Schematic representation of the H-K plane of the reciprocal space, showing the scan direction for 

measurements along qr (red arrow) and qa (green arrows). The black dot corresponds to the (2,2,0) position in the 

reciprocal lattice and the region in blue represents an area under strain. Radial measurements follow along the path 

that leads a given reflection to the origin of the reciprocal lattice. Angular measurements are perpendicular to the 

radial scans. 
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2.3 Resonant X-ray scattering (charge) 

 

 To mathematically determine the correction factors for the atomic scattering 

factor in the resonant case, one can consider a classical model of an electron connected 

to an atom. This electron is subjected to an electric field due to the incident X-ray beam, 

RST � U2eW�X�YZ, linearly polarized along the x-axis, with amplitude U2 and frequency 

ω. The motion of the electron can be described by: 

 

[\ + ][̂ + _�-[ � − M`ab� N eW�X� .  (2.12) 

 

The damped term that depends on the velocity, ][̂, represents the energy dissipation of 

the applied field, mainly due to the reissue of radiation. The damping constant, which 

has dimension of frequency, is generally much smaller than the resonance frequency _�. 

Using a solution of the type [�D� � [2eW�X� one obtain the following solution for the 

amplitude of the forced oscillator: 

 

[2 � − M`ab� N *
Xc�WX�W�Xd .   (2.13) 

 

An observer at a distance R and a time t would see the irradiated field, which is 

proportional to the acceleration [\�D − e/g�, on the retarded time Dh � D − e/g: 

 

U!
i�e, D� � M `
j9kbl �N [\�D − l

 � ,  (2.14) 

 

Where the polarization factor, by convenience, was set as mn  ∙  mn′ � 1. Then inserting 

[\�D − e/g� � −_-[2eW�X�e��X/ �l, with [2 given by the equation 2.13, one finds: 
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U!
i�e, D� � X�
pXc�WX�W�Xdq M `�

j9kb� �N U2eW�X� Mrstu
v N  , (2.15) 

 

or, equivalently: 

 

awxy�l,��
as$ � −?2 X�

pX�WXc���Xdq Mrstu
v N .  (2.16) 

 

 The atomic scattering length, �� , is defined as the amplitude of the scattered 

spherical wave, �e�zl/R). In −?2 units, one can write: 

 

�� � X�
pX�WXc���Xdq ,             (2.17) 

 

which represents the atomic scattering length for one oscillator. For frequencies much 

larger than the resonant frequency, ω >> _�, one can consider a free electron, and we 

are left with the well known case of the Thomson scattering, i.e. �� = 1. 

The expression for ��  given by equation 2.17 can be further rearranged as 

follows: 

 

�� � X�WXc���Xd�Xc�W�Xd
pX�WXc���Xdq  ,   (2.18) 

�� � 1 + Xc�W�Xd
pX�WXc���Xdq  ,   (2.19) 

�� ≅ 1 + Xc�pX�WXc���Xdq  ,   (2.20) 
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where the result of eq. 2.20 is due to the fact that ] is usually much smaller than _�. It 

becomes clear that the second term is the dispersion correction for the scattering factor. 

Writing }�_� in the as }�_� �  ��h + =��hh, such that: 

 

}�_� �  ��′ + =��′′  � Xc�pX�WXc���Xdq ,   (2.21) 

 

the real part is given by: 

 

��′ � Xc��X�WXc��
pX�WXc�q���Xd��  ,   (2.22) 

 

and the imaginary part by: 

 

��′′ � − Xc�Xd
pX�WXc�q���Xd�� .   (2.23) 

 

 The factors of equations 2.22 and 2.23 are known as the dispersion and 

absorption correction factors. Their shape as a function of the frequency near an 

absorption edge can be seen in figure 2.11. 
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Fig. 2.11 – The real part, ��′,  and the imaginary part, ��′′, of the atomic scattering correction on the vicinity of an 

absorption edge, plotted as a function of the frequency _ relative to the resonant frequency _�, calculated from 

the damped harmonic oscillator model [14]. 

 

 However, it is not always convenient to depend on this theoretical formulation to 

obtain the scattering factor correction terms, since it may not be sufficiently accurate. 

Another serious issue is that it is often not easy to look for effects that point out to a 

direct value for ��h or ��hh. Luckily, there is a method to obtain ��h indirectly, using the 

absorption cross section ~
�_�. Initially, one can experimentally determine ~
�_�, and 

then obtain ��hh through the equation 2.24: 

 

� ′′�_� � − M X
j9!b N ~
�_� ,   (2.24) 

 

The next step, that will allow us to obtain the value for ��h exploits the relations between 

��h e ��hh, shown in the equations 2.25 e 2.26: 

 

� ′�_� � -
9 ℘ � X′�′′pX′q

�X′�WX�� �_′∞2  ,   (2.25) 
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� ′′�_� � − -X
9 ℘ � �′pX′q

�X′�WX�� �_′∞2  ,   (2.26) 

 

where ℘ represents the principal value for the Cauchy integral [19]. These equations are 

known as the Kramers-Kronig relations. The meaning of these relations consist on the 

fact that, if the dependency of the absorption straight section with respect to the energy 

is known, then ��hh  can be determined by equation 2.24, and with a substitution in 

equation 2.25 one can also obtain the value for  ��h , the real part of the dispersion 

correction for the scattering amplitude [14]. The figure 2.12 illustrates the dependency 

of the dispersion and the absorption factors with respect to the energy variation for Zn. 

It is possible to note that the experimental curves converge to the theoretical ones by 

increasing the range of energy used on the absorption measurements [20]. 

 

 

Fig. 2.12 – Energy variation of the anomalous dispersion factors for Zn. Solid lines represent the theoretical curves, 

while dashed lines stand for experimental ones [20]. 
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2.4 Micro and nano-focusing diffraction with synchrotron 

radiation 

 

During the last decade many techniques have been developed to obtain micro- 

and nanoscopic images, in order to study objects with nanometric dimensions. Since X-

ray diffraction is a powerful technique to obtain structural information of nano-objects, 

it would be highly appreciated to make use of it to obtain high resolution images of 

nanostructures correlating spatial position and structural properties. 

A technique able to transform a beamline dedicated to X-ray diffraction into a 

giant powerful strain microscope capable of making real space images of the strain field 

on nanostructures was implemented in the ID01 beamline, in the European Synchrotron 

Radiation Facility (ESRF). This technique consists on a two-dimensional continuous 

mapping of the sample with nanometric resolution, at a chosen Bragg condition. The X-

ray beam can be focused using either a Fresnel Zone Plate (FZP) or a pair of KB 

mirrors. Using the first one a focus of 70 nm on the vertical plane and 100 nm on the 

horizontal can be achived, while the second device produces a 200 nm focus in the 

vertical and 300 nm in the horizontal direction, but with a higher photon flux. A beam 

stopper is generally placed just before the FZP to prevent direct beam transmission 

through the central region of the lens (which is not able to focus it). An order sorting 

aperture (OSA) is used to eliminate focusing by higher orders diffraction. 

A two-dimensional detector is then positioned at the scattering angle 2θ and 

records the images obtained from each region of the sample for the chosen Bragg 

condition. A set of piezoelectric stages with closed loop are responsible for moving the 

sample so that the beam scans the entire area to be mapped. Maps correlating 

information in real space with the reciprocal space scattering results can be obtained by 

moving the sample while the two-dimensional detector saves the diffracted pattern for 

each position of the piezoelectric stages [21]. A schematic representation of the K-

mapping setup is shown in figure 2.13. 
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Fig. 2.13 – Schematic representation of the setup used for the quicK-MAPping technique (K-MAP), with a Fresnel 

Zone Plate (FZP) and in coplanar geometry. The X-ray beam is focused using the FZP X-ray lens, hits the sample at an 

incient angle ω and diffracts at an angle 2θ. An optical microscope is positioned just above the sample to help on 

the alignment procedures [21]. 

 

2.5 Coherent Diffraction Imaging 

 

Coherent Diffraction Imaging (CDI) is a novel form of lensless X-ray imaging, 

where the diffraction pattern of a noncrystalline specimen or a nanocrystal is first 

measured and then directly inverted to obtain a high-resolution image [22]. The phase is 

retrieved by combining the oversampling method [23] and iterative phase-retrieval 

algorithms [24-30]. The idea of CDI was suggested by Sayre [31], but it was only in 

1999 that an experimental demonstration was first conducted by Miao et al. [32]. Since 

then, CDI has been applied to imaging a wide range of materials science and biological 

samples such as nanoparticles, nanocrystals, biomaterials, cells, cellular organelles, and 

viruses [22]. An scheme illustrating the general idea of a CDI experiment is shown in 

figure 2.14. 
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Fig. 2.14. A CDI experiment consists on a coherent wave illuminating an object, and then the oversampled 

diffraction pattern is measured by a 2D detector. The image is reconstructed from the diffraction pattern by 

iterative phase-retrieval algorithms. 

 

There are four different techniques for CDI, each one suitable for specific cases. 

In the plane-wave CDI the beam insides directly on the object, and the scattered wave is 

collected by the detector. This geometry is insensitive to sample vibrations, and can 

easily be implemented in single-shot experiments [33,34]. In the Fresnel CDI the beam 

passes through a zone plate, then only the first order is selected by an order-sorting 

aperture, insides in the object and is collected by the detector. The algorithm 

convergence is fast, and the real space resolution is generally good with this geometry 

[35]. In the scanning CDI (also known as ptychography) an aperture is used before the 

object, so one can collect the scattered wave corresponding to small regions. This 

geometry is applicable to large objects and its convergence is also fast [36]. In the 

Bragg CDI the beam and the crystal are in Bragg condition, so one can collect the 

diffracted wave for specific reflections. It is very convenient to study nanocrystals and 

allows the determination of the 3D strain tensor and displacement field [22]. A 

schematic representation of the four techniques is shown in figure 2.15. 
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Fig. 2.15. Schematic representation of the (a) Plane-wave, (b) Fresnel, (c) Bragg and (d) Ptychography. 

 

This technique is ideally suited for non-periodic objects or nanocrystals. Its 

resolution is limited by the radiation damage to sample and the sample stability, 

resulting generally in tens of nanometers (20 nm for Fresnel CDI and 30~50 nm for 

Scanning, Bragg and Plane-wave CDI). Due to the sample instability, to perform a good 

CDI experiment one needs short and bright pulses. 

In order to retrieve the morphology of crystalline nanostructures, and also 

associate with the strain field, tri-dimensional Bragg CDI measurements can be 

performed. To obtain the data that allows reconstructing the structures in direct space, 

one must initially find a Bragg reflection, maximize its intensity, then change the Bragg 

(incident) angle until the signal disappears in both directions, and save the images for 

different incident angle values between both vanishing angles. If the collected data is 

good enough, one can obtain the nanostructure in direct space using iterative phase-

retrieval algorithms. 
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Chapter 3 

 

Other characterization techniques 

 

 

3.1 Atomic Force Microscopy 

 

Atomic Force Microscopy (AFM) is an experimental technique suitable to study 

the morphology, thermal, electric and magnetic properties of surfaces, which has been 

intensively used since the second half of the 1980s. The topographic mapping of the 

surface obtained by this technique is not dependent on the material characteristics as 

conductivity, and allows the measurement of very small variations of interaction forces 

between the surface and the probe, enabling the acquisition of images even in atomic 

scale. The use of AFM also extends to different types of surfaces, such as liquids [37]. 

 The operation of an AFM microscope can be briefly described as: i) initially a 

laser beam hits the back of a small lever containing a probe (tip) of nanometer size; ii) 

this beam is reflected and then collected by a detector divided into four zones, which is 

sensitive to changes in the signal arriving at each zone (and thus allowing to define a 

reference signal); iii) the probe, which is at the end of the lever, ends at a very thin tip, 

which is brought into contact with the surface of the sample; iv) the probe moves guided 
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by a calibrated piezoelectric stage controlled via software, which allows the probe to 

perform well defined scans on the surface to be studied. During the scan the probe goes 

up and down according to the surface morphology, changing the direction of reflection 

of the laser. When it happens, the laser will hit a different point of the detector, and the 

piezoelectric stage will act on the sample (or the probe, depending on the microscope) 

in order to keep the force constant. Thus, a two-dimensional surface scan produces a 

topographic map of the sample. A schematic representation of the technique is shown in 

figure 3.1. 

  

 

Fig. 3.1 – Schematic representation of the atomic force microscopy technique. 
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Modern AFMs can be operated in contact or semi-contact mode. In contact 

mode the probe remains constantly pressed against the sample, while in semi-contact 

mode the probe vibrates at a characteristic frequency, touching the surface of the sample 

only by a small interval during the oscillatory movement. Both modes are somewhat 

destructive, but the semi-contact mode tends to preserve the original morphology better. 

In figure 3.2 one can see an example of images obtained by AFM, where both the two-

dimensional and tri-dimensional view of Ag nanoparticles are shown. 

 

 

Fig. 3.2 – (a) Two-dimensional and (b) tri-dimensional views for AFM measurements on Ag nanoparticles [38]. 

 

3.2 Finite Elements Simulation 

 

When the mathematical problems become too complex to be solved analytically, 

emerges the need to find a method to obtain the desired solution numerically. The Finite 

Elements Method (FEM) is a computational approach to solve complex physical and 

mathematical problems, which consists on obtaining numerical solutions for problems 

that can be described by differential equations. It divides the structure into a large 

number of small elements (pieces of the original structure) and reconnects these 

elements into nodes, remolding the original structure back again, which results in a set 

of differential equations to be solved [39]. 
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The method was initially developed as a computational simulation method to the 

analysis of aerospace structures back on the 1960s. It quickly began to be used for the 

design and analysis of complex structures, not only on the aerospace, but also civil and 

mechanical engineering. In the late 1960s the range of problems that could be solved by 

the method became much broader, with the emergence of problems involving fluids, 

thermodynamics and electromagnetism. In the 1970s, the method began to gain 

attention also among mathematicians and the software companies, which led the FEM 

to be divided into academic applications and the development of commercial products 

(Abaqus, Adina, Ansys , among others) [40]. Recently, the method has shown its value 

on the study of nanostructures. 

One of the main factors that made FEM a very attractive method, for both 

engineering applications and the analysis of fundamental problems is the huge 

improvement on the hardware industry during the last decades. The fact that we now 

have access to computers that are much faster and capable of performing simultaneous 

tasks is crucial for software packages based on the numerical solution of differential 

equations. Today,  FEM based software give us the possibility to work with problems 

that present complex initial conditions such as inertial forces, pressure, temperature 

changes, time dependent frequencies, tensions and elastic deformations, chemical 

gradients, among others. 

Finite elements software will try to solve numerically the proposed problem, 

finding the equations of interest according to the initial conditions previously specified 

by the user. We can, as an example, analyze systems submitted to strain fields, which 

can be originated by a lattice parameter difference. Materials subject to such condition 

undergo elastic relaxation, which is in turn mathematically described by the Hooke’s 

Law (for small deformations). For an isotropic cubic lattice system with negligible shear 

(which is a common generalization for the materials studied in this thesis) the 

generalized Hooke’s Law can be written as shown by equation 3.1: 

 

���
�"
��

� � a�*����*W-�� �1 − � � �

� 1 − � �

� � 1 − �

� ����"��
�       ,  (3.1) 
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where σi represents the stress and εi indicates the strain in the i direction, E is the 

Young's modulus (defined as the ratio of stress applied in one direction to the strain in 

the same direction), and ν is the Poisson’s ratio of the material (defined as the fraction 

of volume expanded in a certain direction divided by the fraction of volume compressed 

in orthogonal directions). For two directions in-plane and the third one out-of-plane 

(considering the out-of-plane as the growth direction) we can assume that, for the last 

deposited layer, the out-of-plane stress is zero, since the material is free to expand. In 

this case, the out-of-plane strain relates to the in-plane strain by the equation 3.2 [1]: 

 

�� � W-�
*W� �||          ,             (3.2) 

 

And the software is able to compute one of the values if the other one is provided by the 

user, based on experimental data. 

However, finite element software does not directly deal with strain. It actually 

evaluates the displacement of each portion of the material, comparing with the original 

position before the relaxation process. To map the strain along the geometry the 

program solves equation 3.3, which relates the strain with the displacement (ui) in the 

direction i (and analogously for the other directions): 

 

�� � ��s��              .     (3.3) 
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Chapter 4 

 

Quantitative measurement of Manganese 

incorporation into (In,Mn)As islands by 

resonant X-ray scattering 

 

4.1 Motivation 

 

In the past decades semiconductor materials with magnetic properties have 

attracted the attention of the scientific community. Intense effort has been focused on 

the possibility of combining electronic charge with the spin degree of freedom in a 

single magneto-electronic device [41-52]. Particularly interesting physical properties, 

pointing to a potential use in spintronics, are foreseen for In(Mn)As, as well as 

Ga(Mn)As [42-45,48,51-57]. Thin films and nanostructures based in these materials are 

strong candidates to play a substantial role on the next generation of optoelectronic 

devices and spin-based components, since their lattices may present Mn magnetic ions 

substituting a fraction of the cations of the original III-V binary compound, which was 

found to induce local magnetic moment [57]. In such scenario it is crucial to know the 

density of substitutional and interstitial Mn ions on a given InAs lattice. Mn atoms are 
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expected to modify band structure properties, since interstitial Mn atoms are double 

donors, reducing the hole density [46,56,58-60]. 

Many previous works have been done on nanostructures based on Ga(Mn)As in 

order to search potentially interesting properties for spintronics applications [45,53,61]. 

It is known that substitutional Mn does not changes the GaAs lattice drastically, in 

contrast with when it is located in one of the two possible interstitial sites [46,50,58]. X-

ray diffraction was used to quantify both the total concentration of Mn atoms on the 

GaAs lattice and the new lattice parameter after incorporation [59,61,62]. It is known 

that isolated interstitial Mn atoms reduce the availability of holes in GaMnAs system 

[63]. On the other hand, substitutional Mn atoms produce holes that are able to 

compensate such effect. Since each allocation site impacts on ferromagnetic properties 

for these structures, it has been reported that ferromagnetism is still observable for some 

configurations of ternary alloys [63-65]. 

In this work we have grown In(Mn)As islands through molecular beam epitaxy 

(MBE) on GaAs(001) substrates. The amount of Mn co-deposited with In and As is 

varied, leading to distinct Mn incorporation conditions. Resonant (anomalous) 

synchrotron X-ray diffraction was employed here to provide unambiguously the amount 

of Mn atoms that enter the islands within each type of lattice site. A threshold for 

interstitial incorporation of Mn was found, followed by the filling of substitutional sites 

as the relative Mn/In deposition ratio increases. Density Functional Theory (DFT) 

calculations are employed to address energetic and electronic aspects of Mn 

incorporation into the InAs lattice. 

 

4.2 Samples and techniques 

 

The samples studied in this work consist of InMnAs islands grown on semi-

insulating GaAs (001) substrates by MBE using a RIBER 32P solid-source apparatus 

over a high temperature (HT). After oxide desorption a 300 nm GaAs buffer layer was 

deposited at 580ºC. After the HT GaAs buffer growth, the temperature was lowered to 
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350 °C under a constant As4 flux. The In1-xMnxAs QDs growth follows the usual 

strained epitaxy within the Stranski-Krastanov growth mode. First, one monolayer (ML) 

of InAs was deposited and, without any growth interruption, a 2.4 ML of In1-xMnxAs 

following the Mn-free material, with x = 0, 0.22, and 0.35 were grown under 420ºC. 

The two dimensional (2D) to tridimensional (3D) transition takes place at 1.6 ML, with 

a growth rate set to 0.06 ML/s, using the nominal InAs rate as the reference. The 

resulting islands were then annealed during 40 s under As4 flux, which was 

subsequently interrupted during temperature quench. The In1-xMnxAs islands were left 

uncapped in all samples. The evolution of all processes of the island formation was 

monitored in-situ by reflection high-energy electron diffraction (RHEED). The nominal 

In:Mn growth ratio was determined by the In/Mn flux rate. Sample A has a 22% 

nominal Mn composition, while Sample B was grown with 35% nominal Mn. A pure 

InAs sample, called Sample Ref, was also studied. A sketch of the growth of samples A 

and B is shown in figure 4.1(a).  

Atomic Force Microscopy (AFM) topography maps were acquired for each 

sample. The topography of the samples containing Mn is shown in Figs. 4.1(b-c), for 

the lower and higher Mn concentration, respectively. One observes that the islands 

density is higher in sample A (1.1x1012 islands/cm2), but structures are bigger on sample 

B (density 4.0x1011 islands/cm2). For both samples the average islands height was found 

to be of 5.0 nm, with average diameters of 10 nm (sample A) and 18 nm (sample B). 

The anomalous X-ray experiments were carried out at grazing-incidence 

diffraction (GID) geometry, mapping the vicinity of the GaAs (200) and (400) 

reflections at XDS and XRD2 beamlines of the Brazilian Synchrotron Light Laboratory 

(LNLS). Three different energies used were 6.440 keV, 6.534 keV and 6.640 keV (the 

Mn K-edge is located at 6.5377 keV). The experiment was performed using a fixed 

incident angle of 0.4º, slightly below the critical angle of total external reflection. The 

scattered photons were detected using a Pilatus 100 K detector, which integrates a 2º 

exit angle. Performing anomalous diffraction in diffuse scattering peaks from self-

assembled islands allows the extraction of the atomic content as a function of the local 

lattice parameter along the lattice gradient observed in these nano-object. This technique 

was used in Si:Ge [66,67] and III-V semiconductor islands [68], thin films [59,69] and 

other systems [70], allowing a concentration sensitivity of 0.5% to few % in atomic 

content, depending on the measurement system (synchrotron source and beamline). 
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Finally, we have also carried out a systematic search for segregated MnAs clusters. No 

intensity from this binary compound was found at the eight most intense X-ray 

reflections, indicating that formation (and segregation) of MnAs most likely does not 

occur. 

 

Fig. 4.1 – (a) Representation of the In/Mn/As co-deposition during MBE growth of In(Mn)As self-assembled islands. 

Atomic force microscopy topographic images are shown in (b) and (c) for samples with nominal Mn composition of 

22% and 35%, respectively. (d) InAs lattice unit cell (blue and red atoms) with additional green atoms representing 

the Mn incorporation at interstitial sites, hereafter names In-interstitial (i-In) and Arsenic interstitial (i-As). 

 



43 
 

4.3 Resonant X-ray diffraction results 

 

Previous works have indirectly pointed out to the incorporation of Mn atoms at 

the InAs lattice by measuring the center of mass of diffuse X-ray diffraction near the 

expected InAs peak position [20,71]. The observed lattice contraction, which evidenced 

the presence of Mn atoms, could not be used to quantify the amount of this atomic 

species incorporated into the islands. In order to quantitatively clarify this question one 

must derive structure factors for X-ray/electron diffraction, finding out which 

reflections provide the best contrast. 

Similarly to the GaMnAs case, Mn atoms can replace In atoms in the main 

lattice (substitutional sites), but also enter in interstitial sites, which form new face-

centered cubic (FCC) lattices displaced from the In/As original ones. These new lattices 

are placed at positions which correspond to a displacement of (-1/8, -1/8, -1/8) with 

respect to the In lattice, constituting the In-interstitial sites (i-In); and at (-1/8, -1/8, -1/8) 

from the As lattice, constituting the As-interstitial sites (i-As) [59]. These two 

interstitial lattices are represented in figure 4.1(d) as green dots. Finally, the 

replacement of As atoms by Mn atoms is energetically unfavorable and was not 

observed experimentally in both InMnAs and GaMnAs compounds [46]. 

The quantification of the Mn concentration for each site can be carried out by 

exploring the structure factor dependency of fundamental and superstructure reflections 

using X-ray energies near the Mn-K edge. For fundamental (strong) reflections such as 

(220), (400) and (620), the scattered intensity Ifund calculated for the unit cell with both 

interstitial sides is given by [59] 

 

���&i � �2|��& + �L� + �����& − ��&� + ��&���WL� + ��W�&�|-,    (4.1) 

 

where I0 is a constant that depends on setup parameters (incident photon flux, 

illumination footprint, etc…)  and Cs, Ci-As and Ci-In are the concentration of the 

substitutional and both interstitial Mn sites, respectively, and fIn, fAs, fMn are the atomic 
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scattering factors of In, As and Mn. Some of the plus signs of equation (4.1) are 

replaced by minus signs in the scattered intensity Isup of superstructure reflections such 

as (200) and (420), which is then given by 

 

���� � �2|��& − �L� + �����& − ��&� + ��&���WL� − ��W�&�|-.       (4.2) 

 

For X-ray energies that are near an absorption edge of a specific element 

(anomalous conditions) the dispersion (f’) and absorption (f”) factors of the atomic 

scattering factor change drastically, as shown in fig. 4.2(a). The quantitative results for 

f’ and f” shown in this figure are retrieved by measuring fluorescence within an energy 

range that comprises the Mn K-edge and performing a Kramers-Kronig calculation, 

according to ref. [71]. Measuring diffraction in selected energies near the Mn K-edge 

allows for distinct scattering responses from each possible site in the InMnAs structure. 

Making use of two reflections (a fundamental and a superstructure reflections) it is 

possible to retrieve the Mn content for each of the three Mn sites discussed previously. 

A first glimpse of the effect of adding Mn atoms to the diffraction of In(Mn)As 

islands in non-resonant and resonant conditions is shown by the longitudinal scans of 

Figs. 4.2(b-d). In these figures the reciprocal space position near the GaAs (200) 

reflection was directly converted into local lattice parameter. One observes that besides 

the GaAs narrow peak a diffuse scattering arises, due to the In(Mn)As lattice of the 

islands. From fig. 4.2(b) one observes that the addition of Mn atoms shift the diffuse 

hump of island diffraction – which has a peak at 6.00 Å for the reference InAs sample – 

towards slightly smaller lattice parameter values (5.99 Å for sample A and 5.98 Å for 

sample B). This indirect evidence of Mn incorporation is better understood at 

anomalous conditions. Figures 4.2(c) and 4.2(d) show longitudinal scans for samples A 

and B at the three distinct photon energies. 

Intensity contrast dependency on the photon energy is well observed for sample 

A but not clearly seen for similar measurements on sample B. The poor contrast in this 

latter case [fig. 4.2(d), sample B] could, in a quick observation, lead to the conclusion 

that Mn is not being incorporated at the InAs lattice, since the presence of Mn atoms in 

one of the described sites is enough to generate anomalous intensity variations. From 
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equation (4.2) one perceives that the term related to substitutional Mn atoms contributes 

negatively for the measured intensity, as well as the term for the In-interstitial position. 

However, at the Mn K-edge, the first term (substitutional Mn) becomes more negative, 

while the second one (i-In) changes its value, approaching zero. The term corresponding 

to the As-interstitial position is positive and its value reduces at the Mn edge. The 

interplay between behaviors for each of the three different Mn sites explains why it is 

possible to find low contrast around the absorption edge, even having considerable 

amounts of Mn incorporated at the sample. 

 

 

Fig. 4.2 – (a) Dispersion (f’) and absorption (f”) atomic scattering factor corrections near the Mn K-edge used in this 

work (measurements/calculations follow ref. [71]). (b) Longitudinal scans near the GaAs (200) in-plane reflection for 

samples grown with different nominal Mn content. The broad In(Mn)As peak slightly shifts its maximum towards 

smaller lattice parameter as more Mn is added to the system. From the analysis of its intensity in different energies 

around the Mn K-edge, shown in the anomalous measurements of panels (c) (sample A) and (d) (sample B), the 

substitutional Mn concentration and the difference between interstitial concentrations can be found. 
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4.4 Determination of the Mn concentration 

 

In order to quantify such behavior equations (4.1) and (4.2) are solved as a 

function of each of the Mn concentration variables and the intensity I0 (normalization 

constant) for each of the measured energies. The problem becomes better-determined 

(and non-ambiguous) with the use of three energies and two reflections. This allows for 

a fit to the experimental data by varying Cs, Ci-As and Ci-In. Some of these fits are shown 

in figure 4.3 for samples A and B using intensities of the (200) reflection. At this 

reflection a clear distinction of the substitutional Cs and interstitial difference (Ci-As - Ci-

In) terms is obtained. One notices that the intensity for selected local lattice parameters 

in fig. 4.3(a) is larger at energies below the Mn-K edge than at higher energies. This 

trend is modified for the results of Fig. 4.3(b). While the fits of the first case (sample A) 

can be carried out by using zero values for Cs and a negative value for (Ci-As - Ci-In), 

both terms must differ from zero in order to fit the data retrieved for sample B. 

Particularly, we find Cs = 0 and Ci-As - Ci-In = -0.3 for sample A and Cs = 0.4 and Ci-As - 

Ci-In = -0.3 for sample B. These values correspond to the average concentration retrieved 

for in-plane lattice parameters ranging from 5.95 Å to 6.05 Å. 
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Fig. 4.3 – Fits to the diffracted intensity near the (200) reflection at selected local lattice parameters near the 

In(Mn)As broad peak for samples (a) A and (b) B. Here we represent the dependency of the scattering intensity with 

the energy of the incident photons as solid lines, which must fit the experimental data (open dots) retrieved from 

each of the three energies used. 

 

A removal of ambiguation of the Mn content of each interstitial site is provided 

by the analysis of the (400) reflection, shown in Fig. 4.4. In the longitudinal scans of 

fig. 4.4(a) one can observe the anomalous contrast measured at sample B near a’ = 5.98 

Å as the energy changes near the Mn-K edge. The analysis of such contrast can be 

quickly performed at this point by fixing the Cs value retrieved at the (200) reflection, as 

well as the difference (Ci-As - Ci-In). In fact, the robustness of our results were also 

corroborated by leaving the Cs value free to change over the fit procedure, which 

rapidly converges to the retrieved amount of substitutional Mn from the (200) 

reflection. Hence, the correct determination of Ci-As and Ci-In is carried out by fitting the 

intensity profile at each lattice parameter probed along the longitudinal scans for the 

three energies. One example, for a fixed local lattice with a’ = 5.98 Å is shown in fig. 

4.4(b). A unique solution is found for Ci-As = 0 and Ci-In = 0.23. Trial fits with other 

values which also respect the (Ci-As - Ci-In) difference or take into consideration Cs = 0 

fail in reaching the correct intensity values for the measured energies. After the 
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refinement of compositions using the (200) reflection as a reference condition to the 

(400) refinement, we have performed a co-refinement of all data. The composition 

retrieved was the same, which supports the robustness of the method used. The fitting 

procedure along all measured local lattice parameters and the three energies was carried 

out for samples A and B. The final composition at the In(Mn)As islands is depicted in 

Fig. 4.5. 

 

Fig. 4.4 – (a) Longitudinal scans carried out on sample B near the GaAs (400) reflection, using three different 

energies for the incident photons. (b) Quantitative results from fits with different combinations of Cs, Ci-In and Ci-As, 

shown in (c), for the experimental data retrieved from the curves shown in panel (a) for a’ = 5.98 Å. The distinct 

possibilities explored in this figure represent graphically the uniqueness of the solution of Ci and Cs values, providing 

the specific Mn content on the interstitial In and As sites, which were entangled in the results from the (200) 

reflection. The use of large values of Ci [still respecting the difference obtained from the (200) data], or a different 

Cs do not fit the experimental results. 
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Once the best parameters are calculated using both (200) and (400) reflections it 

is possible to separate unambiguously the percentage of Mn allocated at each of the two 

possible interstitial sites and the substitutional one, for the lattice parameters along the 

In(Mn)As peak. Our results show that for sample A almost no Mn atoms substitute the 

In in the lattice, and only in the In-interstitial site an amount of about 35% is occupied. 

A different scenario is observed for sample B where, still, the As-interstitial site remains 

unoccupied (zero Mn concentration) and the In-interstitial, presenting the same 35% 

occupation observed in sample A. However, at sample B the substitutional Mn 

concentration is much larger, reaching 45% replacement of the original In lattice sites. 

These results are depicted in fig. 4.5(a), showing the distinct amount of substitutional 

Mn found for the samples with 22% (A) and 35% (B) nominal Mn concentration. Figs. 

4.5(b-c) show for samples A and B, respectively, the amount of In-interstitial sites and 

As-interstitial sites occupied by the Mn atoms. The similarities of these figures suggest 

that the Mn starts to fill the In-interstitial sites until a saturation threshold is reached. 

After such saturation limit the substitutional sites, which probably present a higher 

activation barrier, become the favorable target for the incoming Mn atoms. The As-

interstitial sites occupation seem to be highly unfavorable, indicating that due to its 

expected chemical coordination a much larger energy barrier needs to be overcome in 

order to place Mn atoms there. 
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Fig. 4.5 – Mn concentrations for samples A and B retrieved at the vicinity of the In(Mn)As peak for substitutional Mn 

(a) and the In-interstitial and the As-interstitial sites for samples A [panel (b)] and B [panel (c)]. 
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4.5 Electronic structure 

  

A theoretical analysis of this issue was performed by means of spin Density 

Functional Theory [72,73] (DFT) within the SIESTA implementation [74], which 

includes the use of norm-conserving Troullier-Martins pseudopotentials [75] in the 

Kleinman-Bylander factorized form [76] and a numerical basis set composed of finite 

range pseudo atomic orbitals. The generalized gradient approximation (GGA) with the 

rev-PBE [77] parametrization was chosen to determine the exchange correlation 

functional. All coordinates in our geometric models were relaxed until the maximum 

force component in each atom was less than 0.026 eV/Å. Using this analysis we address 

the energetic aspects of the Mn incorporation into the InAs structure as well as the 

electronic structure of the resulting doped compound.  

An atomistic description of an InAs-Mn island with 10 nm of diameter and 5.0 

nm of height is not affordable within an ab initio scheme. However, since we are 

seeking general trends rather than a quantitative analysis, we adopted a simplified 

model based on an initial cubic InAs supercell comprising 64 atoms (two replications of 

the primitive cell in each direction). The pseudomorphic out-of plane lattice expansion 

observed at the islands, which is found to be near 10% (with respect to the GaAs lattice) 

as shown by the out-of-plane (002) X-ray reflection depicted in fig. 4.6(a), was also 

considered for the calculations. Figure 4.6(b) shows the In(Mn)As supercell, in which 

periodic boundary conditions were imposed in the three directions. The lengths of the 

lattice vectors in the x, y and z directions were fixed in 12, 12, and 12.93 Å (15% 

expansion with respect to GaAs), respectively, to mimic the measured dimensions in 

our experiments. As an example, the middle and lower panels of Fig. 4.6(b) shows the 

initial and final geometries, respectively, for 8 interstitial Mn atoms randomly placed 

into the InAs matrix. 

We begin our discussion with the energetic aspects involved in the doping 

process. It is well established in previous theoretical works that a single Mn atom 

incorporates preferably in an In substitutional site. For instance, it has been reported 

[78] a formation energy difference of 1.11 eV favoring it with respect to an interstitial 
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site in which the Mn is first neighbor to four As atoms. It is therefore intriguing why we 

observe a large amount (35% of available sites) of interstitial Mn atoms in both A and B 

samples. Even more intriguing, it is the i-In site, which is 0.48 eV less favorable 

compared to the i-As site according to our total energy calcuations for a single Mn 

interstitial, the one observed in our experiments. 

Interestingly, our theoretical results suggest a trend which may be related to this 

phenomenology. Using the models previously mentioned, we performed DFT 

calculations to determine formation energies for structures containing n = 1, 2, 4 and 8 

Mn atoms, with Mn atoms placed in randomly chosen sites, according to the 

expressions (4.3) and (4.4): 

 

�U0��&� � U���A�F�A&� − U���A�F� − Aµ�&,           (4.3) 

 

�U0���� � U���A�F�A&� + Aµ�& − U���A�F� − Aµ�&,      (4.4) 

 

in which ET is the total energy directly derived from the bulk DFT calculation, μMn and 

μIn are the chemical potentials for Mn and In, respectively. The relevant quantity in our 

reasoning is the difference per number of Mn atoms (n) between the formation energies 

in interstitial and substitutional configurations, ΔEF /n, shown in expression (4.5): 

 

�a�& � �a��s$�W�a��c��& − µ�&,                  (4.5) 

 

in which μIn is determined from a bulk In calculation in a body centered tetragonal (bct) 

phase. 
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Fig. 4.6 – (a) Longitudinal scan near the GaAs X-ray (002) reflection (sharp peak at qz = 2.22 Å-1), showing the diffuse 

scattering from the InAs islands of sample B (centered at a lattice parameter 10% larger than the GaAs lattice) (b) 

Geometric model for a InAs supercell with 2 replications in each direction, without Mn (upper panel) and at the 

initial and final states with Mn doping the interstitial sites (middle and lower panel, respectively). Blue, red and 

green spheres represent As, In and Mn atoms, respectively. 
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The results, depicted in Fig. 4.7(a), show a monotonic decreasing behavior of the 

energetic cost associated with the formation of interstitial structures compared to 

substitutional ones. The choice of In chemical potential is not unique, which means that 

we cannot pinpoint what value of n is related to a sign change in ΔEF/n. Also, it was not 

our goal to find the lowest energy configurations for each n, which would be a 

formidable task beyond the scope of the present work. However, the calculations can 

definitely establish that the stability of interstitial doping increases with the number of 

Mn atoms: indeed, Fig. 4.7(a) shows that from n = 1 to n = 8 the lower bound for 

energetic gain for doping in interstitial sites in comparison with the substitutional case is 

at least 0.78 eV, a result that may be ascribed to structural relaxations originated from 

local distortions, as it can be seen in Fig. 4.6(b), and the enhancement of Mn-Mn 

interactions. It is still important to address the problem of the relative stability between 

the two distinct interstitial configurations, since, as mentioned before, the i-As site for a 

single Mn leads to a structure 0.48 eV lower in energy. To check if this result is 

preserved for a large amount of Mn atoms, we performed an additional calculation for 8 

Mn atoms placed in i-As interstitial sites. The restrived result indicates an inversion: in 

this condition it is the i-In structure which is lower in energy, with a calculated total 

energy difference of 0.30 eV. Therefore, we once more detected an energetic trend 

favoring i-In interstitial Mn  incorporation for large Mn amounts. 

Concerning the electronic properties, we found that the incorporation of Mn 

atoms in the concentrations considered in the present work tends to close the energy gap 

in our bulk doping models. This is evident in the electronic band structure shown in Fig. 

4.7(b) for a single interstitial Mn (i-In site) in the 2x2x2 InAs supercell. Similar features 

are present in the calculations for n = 2, 4 and 8 Mn atoms. The absence of bandgap 

with the inclusion of Mn atoms is in agreement with the lack of photoluminescence 

observed in capped In(Mn)As quantum dot samples. 

Finally, although a clear contrast is observed between DFT calculations and the 

retrieved Mn content from anomalous diffraction results a more complete qualitative 

scenario has to be established on the basis of growth conditions. DFT calculations are 

based in thermal equilibrium conditions, which do not take into account the surface 

kinetic mechanisms of Mn incorporation into InAs islands. Such process, which takes 

place far from the thermodynamic equilibrium during the MBE growth of islands, is 

probably responsible for the rich Mn content on In-interstitial sites. The contact between 
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experiments and the simulation framework explored here is found on the increasingly 

lower energy of additional Mn atoms at the In-interstitial sites as the Mn content 

becomes larger in such condition. We believe the used growth dynamics allows a 

sufficient supply of Mn atoms that are incorporated in In-interstitial sites at a large rate, 

probably due to surface strain or surface-driven processes, helping to reduce activation 

barriers and the final overall system energy to a point where this type of incorporation is 

stabilized. 

 

 

Fig. 4.7 – (a) Difference in formation energy of In(Mn)As per Mn atom (n) between intestitial and substitutional 

doping configurations as a function of n. The dotted straight line is a guide to the eyes solely. (b) Electronic band 

structure for a single Mn atom in the simulated In(Mn)As supercell, placed in an In interstitial (i-In) site. The Fermi 

level is set to zero, and red and black lines distinguish the two spin components. X and K represent the points (1,0,0) 

and (1,1,0), respectively, in units of π/a (a = 12 Å). 
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4.6 Conclusion 

  

 Our experimental results using three photon energies near the Mn-K absorption 

edge and comparing the intensity contrast in fundamental and superstructure X-ray 

reflections show, unambiguously, that Mn atoms can be incorporated at the InAs lattice 

of self assembled islands. Interstitial In-sites are initially occupied for low Mn nominal 

deposition content, while the presence of Mn atoms in substitutional In sites is only 

detected after a approximately 35% In-interstitial Mn-filling threshold. Such result may 

be a consequence of the island surface potentials and Mn incorporation kinetic 

mechanisms, which can be favored by the strain relaxation at the In(Mn)As island 

surface. DFT simulations were also carried out. Inspite of their inherent thermal 

equilibrium character, these simulations show that, for increasing Mn content on 

interstitial In sites, the energy for insertion of additional Mn atoms at other interstitial 

sites on the resulting deformed lattice decreases. 
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Chapter 5 

 

Effects of large-miscut Si(001) substrates 

on strain and interdiffusion in Ge islands: 

a synchrotron surface resonant X-ray 

diffraction study 

 

5.1 Motivation 

 

Self-assembled semiconductor nanostructures have been intensively investigated 

in the past decades. In particular, the interest in obtaining either spatially ordered islands 

[79,80] and/or with the enhancement of specific crystal facets [81-84] has driven recent 

interest to the use of substrates with distinct surface conditions [79,85]. It is known that 

both high crystallographic index oriented substrates as well as the surfaces with crystal 

steps introduced by a miscut angle affect the growing process at the nanoscale [86,87] 

and alter the symmetry of the elastic-interaction potential between epitaxial 

nanostructures [88]. The ability to control optoelectronic properties due to elastic tensor 

constraints in these structures plays an important role for modern nanoscale engineering 
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[89-92]. Finally, surface configurations and energies of the vastly studied 

heteroepitaxial growth of Ge islands on vicinal Si(001) can be also better understood 

when compared to similar objects grown on substrates with miscut [82,93-95]. 

On Si(001) substrates, the coverage-dependent evolution of islands shape and 

size is well understood. There are characteristic transitions from unfaceted prepyramids 

to {105} faceted SiGe pyramidal huts up to multifaceted domes and superdomes 

increasing the Ge concentration [96-98]. In this work we study Si/Ge intermixing, as 

well as the elastic energy stored in the nanostructures, for a set of samples with different 

nominal Ge coverages (4 ML and 13 ML), located within the vicinal pyramidal and 

dome/superdome regimes, grown at distinct temperatures (600º C and 730º C). The 

retrieved information on strain fields, elastic energy and composition (using resonant 

synchrotron X-ray diffraction) is compared for islands grown on substrates with and 

without miscut. 

 

5.2 Samples and techniques   

 

   The samples studied in this work consist of SiGe islands grown on 

Si(001)substrates. The islands were grown by physical-vapor deposition of Ge on the 

singular Si(001) surface and on vicinal substrates misoriented by 6º and 10° towards the 

[110] direction at T = 600°C and 730°C and at constant flux of 1.8 x 10-3 ML/s. In order 

to verify the island morphology, scanning tunneling microscopy (STM) measurements 

were carried out in situ by using a scanning tunneling microscope (STM) under ultra 

high-vacuum conditions (p < 3 x 10-11 torr) [99]. 

Synchrotron grazing-incidence X-ray diffraction measurements were carried out 

at the ID01 and BM02 beamlines of the European Synchrotron Radiation Facility 

(ESRF, Grenoble), as well as at the XRD2 beamline of the Brazilian Synchrotron Light 

Laboratory (LNLS, Campinas). The experiments were performed using 6-circle (BM02 

and XRD2) and 3+2-circles (ID01) diffractometers equipped with area detectors 

(Maxipix, Pilatus 100K). The incident angle was fixed at the critical angle of total 
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external reflection (0.16°) near 11.103 keV (K-absorption edge of Ge). The diffracted 

signal was measured over a minimum exit angle range of 1.5°. 

Finite Elements Method (FEM) analysis using a commercial software package 

(COMSOL Multiphysics) was carried out to simulate the displacement and strain fields 

inside the measured islands, and then to simulate their scattering signal. 

Figures 5.1(a) and 5.1(b) display the STM images obtained for the samples with 

4 ML of Ge coverage grown at 600°C on a Si(001) substrate without miscut and with 

10° miscut, respectively. On the flat substrate (0° miscut), a mixture of {105} faceted 

pyramids and domes is observed, while for the 10° miscut sample, the growth of the 

pyramids is hindered by the geometrical constraint of the miscut angle, and instead a 

wetting layer completely faceted by {105} ripples appears, so the domes and a {105} 

faceted wetting layer can be found. For the sample with 4 ML coverage and without 

miscut. the two observed types of islands have different densities: pyramids correspond 

to 85% of the islands and domes to 15%, resulting in an overall density of 12 x 109 

islands/cm2. The average height and lateral size of the domes are (23±6) nm and 

(110±20) nm, respectively. Conversely, the pyramids are (5±2) nm in height and 

(50±10) nm in lateral dimension. Only domes are observed on the 10° miscut sample, 

with a density of 1.8 x 109 islands/cm2, and average height of (15±2) nm and a lateral 

size of (80±20) nm. Figures 5.1(c) and 5.1(d) show STM images obtained for the 

samples with 13ML of Ge on 0° and 10° miscut substrates, respectively. One notices 

that the average length of one of the semiaxis along the [110] direction increases for 

larger miscut angles. On the other hand, island density is reduced, which indicates that 

the material deposited is re-distributed among islands. From the images, one can see 

that the sample with 0° miscut and 13 ML coverage contains nanostructures with an 

average height of (15±2) nm and a length of (110±20) nm along the longer semiaxis. 

Instend for the islands on the 10° miscut substrate, a height of (23±6) nm and a length 

of (190±40) nm (longer semiaxis) are observed. At 13 ML of Ge coverage, 15% of the 

island population consists of superdomes. The islands density is about 1.7 x 109 

islands/cm2 for the flat substrate and 0.9 x 109 islands/cm2 for the substrate with 10° 

miscut. Figure 5.1(e) displays one isolated dome and one superdome, from the 13 ML 

sample, evidencing the differences on sizes, specially along the [110] direction. 

 



60 
 

 

Fig. 5.1 – Scanning Tunneling Microscopy images showing the morphology of islands on the (a) 4ML sample without 

miscut, (b) 4 ML sample with 10° miscut, (c) 13 ML sample without miscut and (d) 13 ML sample with 10° miscut. All 

of the images correspond to samples grown at 600°C. The insets show the facets of the structures. It is possible to 

notice a longer semi-axis along the [110] direction (indicated by arrows in the STM images for the 13 ML samples) 

for the sample with miscut. Figure (e) shows a zoom for a dome and a superdome from the 13 ML sample, 

evidencing the stretching on the superdome at the [110] direction. 
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5.3 Resonant X-ray diffraction results 

 

 To seek distinct lattice relaxation responses caused by any strain anisotropy that 

may take place due to islands shape, surface X-ray measurements along perpendicular 

directions were performed for the sample with 13 ML of Ge coverage grown at 600°C. 

Figures 5.2(a) and 5.2(b) show X-ray diffraction longitudinal (radial) profiles along the 

[220] and [22�0] directions, respectively. One narrow and intense peak coming from the 

Si substrate is observed at H = K = 2 (reciprocal lattice units of Si) for each of the two 

scans. A broad peak extends towards lower values of (H, K), corresponding to larger 

local lattice parameters. It is attributed to the presence of a gradient of lattice parameter 

values inside the Ge nanostructures [100]. The intensity signal drop around H, K = 

1.945 for both reflections indicates that asymmetries on the strain distribution are not 

significant comparing both in-plane directions. Nevertheless, the distinct faceting from 

each direction generates features between H, K = 1.97 and H, K = 1.99. 
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Fig. 5.2 – Longitudinal X-ray diffraction scans near the (a) (220) and (b) (22�0) reflections for the sample with 13 ML 

Ge (TG=  600°C). The presence of features between H, K = 1.97 and H, K = 1.99 indicates distinct faceting from each 

direction. 

 

 Figure 5.3 shows longitudinal scans measured near the 220 Si Bragg peak for the 

samples containing 4 ML (a) and 13 ML (b) of Ge coverage, grown on Si substrates 

with 0° and 10° of miscut. The broad intensity distribution observed for the scans 

corresponding to the samples with 10° miscut reach lower (H, K) values compared to 

the signal of islands grown on the flat substrate for both 4 and 13 ML. Higher diffracted 

intensities were also detected at lower (H, K) values, indicating the existence of more 
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material with partially or fully relaxed lattice parameter in these structures. These 

results suggest that for larger miscut angles, the Ge concentration increases inside 

islands. 

 

 

Fig. 5.3 – Longitudinal X-ray diffraction scans are shown for the samples containing (a) 4 ML and (b) 13 ML of Ge 

coverage grown at 0° and 10° miscut under 600°C. The diffraction peaks corresponding to the islands span a larger 

range of (H, K) values for the samples with miscut angle, suggesting a larger Ge concentration in the domes and 

superdomes grown on substrates with miscut. 
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The Ge composition in all samples was retrieved performing resonant 

(anomalous) X-ray diffraction measurements. Figure 5.4 shows longitudinal scans for 

three different photon energies: i) 80 eV below the Ge K absorption edge, ii) 6 eV 

below the edge, and iii) on resonance with the edge. Panel (a) is referred to the sample 

grown at 600°C with no miscut, (b) to the sample grown at 730°C with no miscut and 

(c) to the sample grown at 600°C with 10° miscut for Ge coverage of 4 ML. For all the 

three samples, it is clear that the diffracted intensity from the domes decreases as the 

energy gets closer to the edge. This effect is stronger for the samples grown at 600°C, 

which is consistent with a reduced Si interdiffusion at lower growth temperature, 

leading, in turns, to domes with larger Ge content. This result is in agreement with the 

data measured on samples grown at 730°C reported in figure 5.4(b), where narrower 

peak for the domes indicates a lower Ge concentration, since the observed lattice 

parameter distribution does not span significantly towards the value of bulk Ge. 

Differences between the samples grown at 600°C with and without miscut cannot be 

directly noticed at this point. 
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Fig. 5.4 – Resonant X-ray diffraction longitudinal scans performed near the Si 220 Bragg peak for (a) the sample 

grown at 600°C with no miscut, (b) the sample grown at 730°C with no miscut and (c) the sample grown at 600°C 

with 10° miscut. All results in this figure refer to 4 ML samples. The photon energies used were: 93 eV below the Ge 

K absorption edge (black dots), 6 eV below the edge (red dots), and at the Ge-K edge (blue dots). 
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5.4 Determination of the Ge concentration 

 

The dependency of the intensity of the diffracted beam with the Ge 

concentration is quantified using equation 5.1 [100,101]: 

    

�G�K` � �2|�K`�K` + �G��G�|-              

 

         � �2|�K`��K` − �G�� + �G�|- ,          (5.1) 

 

where ISiGe is the intensity for a given energy, I0 is a normalization constant that 

depends on the beam flux, CGe, CSi, fGe and fSi are the concentrations and the atomic 

scattering factors for the Ge and Si, respectively. 

    Applying equation 5.1 on the resonant X-ray scattering data, we obtain the Ge 

concentration, since fGe and fSi are known for a given energy and ISiGe can be retrieved 

from the measurements, leaving only I0 and CGe unknown. Varying the normalization 

constant and the Ge concentration, with fixed values of scattering factors for each 

energy, we found the optimal fitting for the variables that matches each calculated ISiGe 

to the corresponding measured intensities. Minimizing the differences from the 

theoretical and experimental outputs for the three energies, simultaneously, CGe 

becomes unambiguously determined. The procedure was used for different values of (H, 

K), allowing us to plot the Ge concentration as a function of the in-plane lattice 

parameter condition, for each of the studied samples. The left panels from figure 5.5 

show the Ge concentration results for the samples grown at (a) 600°C (4 ML Ge), (b) 

730°C (4 ML Ge) and (c) at 600°C (13 ML Ge), with 0° and 10° miscut for the first two 

sets of samples and 0° and 6° miscut for the last one. Clearly, the Ge concentration is 

reduced in the direction where the in-plane lattice parameter moves towards the bulk Si 

value. For larger lattice parameter values, the local Ge content increases in all cases. 

One notices that for the 4 ML (600°C) samples, the Ge concentration is larger for 

islands grown on substrates with miscut, if compared with the flat surfaces. Such result 
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indicates that the island facets, which become larger after growth on substrates with 

miscut, may present a larger barrier against surface diffusion of Si atoms. This scenario 

changes when we look at the samples with a deposit of 13 ML of Ge (600°C), where a 

larger Ge content is retrieved at the flat substrate condition. Such effect indicates that 

the {111} facets at the base of superdomes (which are present at this coverage) become 

larger for the substrates with miscut, and are preferential sites for Si diffusion from the 

substrate [102]. 

The right panels of figure 5.5 show the elastic energy per atom, displayed as a 

function of the local lattice parameter for each sample. From figure 5.5(d), it can be 

noticed that the elastic energy is higher when the miscut substrate is used for the 

samples grown at 600°C with 4 ML of Ge coverage. The same scenario holds for the 

samples grown at 730°C (4 ML Ge) and at 600°C (13 ML Ge), as shown in figures 

5.5(e) and 5.5(f) respectively, up to large lattice parameters, corresponding to the 

domes/superdomes regime. The elastic energy assumes values close to 0 when the 

lattice parameter approaches that of the bulk Si, while it increases for the region 

corresponding to the islands. This result indicates that the symmetry break introduced 

by the large island facets on substrates with miscut drives the system away from the 

usual minimum energy condition [99,103]. 
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Fig. 5.5 – Ge concentrations for samples grown at (a) 600°C (4 ML Ge), (b) at 730°C (4 ML Ge) and (c) at 600°C (13 

ML Ge), with 0° and 10° miscut for the first two sets of samples and 0° and 6° miscut for the set of panel (c). The 

elastic energy per atom (in meV/atom) is shown for the samples (d) 600°C (4 ML Ge), (e) 730°C (4 ML Ge) and (f) 

600°C (13 ML Ge). Higher energies values are generally observed for the samples grown at substrates with miscut. 
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5.5 Finite Elements Method simulations 

 

Finite Elements Method (FEM) analysis using a commercial software package 

(COMSOL Multiphysics) was performed to simulate islands with 4ML Ge coverage 

grown at 600°C. These simulations were carried out to understand whether the 

broadening of the diffraction peak coming from the Ge islands grown on substrates with 

and without miscut is due to surface or bulk effects. Figure 5.6(a) shows cross-section 

images for the two simulated structures, the upper one without miscut and the bottom 

one with 10° miscut. The colormap shows the displacement u after relaxation, 

evidencing the asymmetry of strain distribution on the samples with miscut. A visual 

comparison of equal-volume islands, such as those depicted in Fig. 5.6(a), is not enough 

to identify in which island the largest amount of elastic energy is stored. Due to the 

effect of the asymmetric morphology on the island, variables must be evaluated for the 

whole volume. 

    The geometrical asymmetry has, nevertheless, a clear signature on FEM 

(bulk-like) simulations. For instance, the second principal strain (that depends on the 

difference of the in-plane directional strains) along a vertical line drawn in the 

geometrical center of the domes is different for the two geometries. The second 

principal strain is defined as: ԑ�� � ԑ��ԑ�- − *
- �pԑ� − ԑ"q- + ɣ�"- , where ԑ� � ��s��  is the 

derivative of the displacement along the i direction with respect to the same direction 

and ɣ�" � ����� + ����"  is the shear strain component. The profiles extracted from our 

simulations are depicted in figure 5.6(b) for both structures along the growth direction 

(out-of-plane), with and without miscut. The plot again points out a strong strain 

asymmetry in the 10° miscut sample. 
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Fig. 5.6 – (a) Cross-section maps for the structures simulated using a Finite Elements Method Simulation commercial 

software (COMSOL Multiphysics), representing islands with the experimental dimensions of domes with 4 ML Ge 

coverage grown at 600°C for flat (upper panel) and 10° miscut (bottom panel) substrates. The colormap shows the 

total displacement u (sum of in-plane and out-of-plane) after relaxation, evidencing a strain asymmetry on the 

samples with miscut. Panel (b) shows the second principal strain corresponding for the structures depicted on figure 

(a) for the elements following a vertical (growth direction) line that passes through the geometrical center of the 

domes, endorsing the strain asymmetry present on the 10° miscut sample. 
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Fig. 5.7 – (a) Experimental data for 0° and 10° miscut samples with 13 ML Ge coverage. (b) Simulated longitudinal X-

ray diffraction scans, which indicate that the enlargement of the broad peak observed in the experimental curves 

[panel (a)] does not arise from the bulk elastic energy configuration. 

 

Longitudinal X-ray diffraction scans on samples with 0° and 10° miscut, shown 

in figure 5.7(a), show an additional broadening of the diffraction peak of Ge islands in 

case of non-zero miscut. To check whether the asymmetry observed by FEM 
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simulations in the bulk of the islands is related to the broadening of the island 

diffraction peak, we simulated the X-ray diffraction radial scans from the FEM 

structures. The result is shown in figure 5.7(b). The theoretical curves do not exhibit a 

significant difference for low (H, K) values, indicating that the effect observed in the 

experiment may not come from the bulk elastic energy, but from the miscut-induced 

facets, which introduce strain states that cannot be retrieved in the flat substrate 

systems. 

Another series of FEM simulations on iso-volume islands were also analyzed 

comparing domes with pure Ge content and with a Si0.5Ge0.5 alloy ratio. We retrieved 

the average elastic energy (in meV/atom) for three-dimensional islands simulated with a 

miscut of 0, 2°, 6° and 10°. The results are shown in figure 5.8 (dotted lines / solid 

dots), and are compared with those obtained experimentally, displayed as dashed 

lines/open dots. The size of the marks takes into account the error bar on the vertical 

axis, while the energy scale (Y-axis) is logarithmic. The comparison has been done for 

the samples with 4 ML Ge coverage, grown at 600ºC (blue) and 730ºC (red), which are 

close in composition to simulated islands with pure Ge (dark blue) and a Si0.5Ge0.5 alloy 

structures (dark red). 

   The simulated pure Ge islands obviously exhibit the largest volume-averaged 

elastic energy (of about 5.5 meV/atom) [104,105]. This value iis not affected by the 

morphological asymmetry imposed by the island shape within the simulated miscut 

range. The experimental data for the islands grown at 600°C clearly show a lower 

average strain energy density with respect to the simulations with pure Ge content. This 

indicates a significant intermixing on both the flat and the misoriented substrates. What 

is indeed remarkable, in the experiment at 600°C, is that the volume averaged strain 

energy increases strongly for the 10° miscut domes, going from an approximately 1.4 

meV/atom value for islands grown on flat surfaces to 2.9 meV/atom on the miscut 

substrate. Since FEM simulations indicate that this asymmetry is not a bulk effect, we 

believe that the appearance of miscut-induced facets has indeed a crucial role in the 

storing of elastic energy in the real (experimentally evaluated) system.  

   As expected, lower elastic energies are retrieved for the simulated islands with 

50% Si content (about 1.1 meV/atom in Fig. 5.8), where again the miscut has no 

influence on the averaged energy if only bulk conditions are considered. These 
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simulations can be compared to the volume-averaged anergies for the 730°C samples, 

where intermixing is more severe. Again, for the 4 ML domes grown at substrates with 

miscut, we measure a larger average elastic energy with respect to their counterparts 

grown on the flat substrate. Experimentally, we evaluate a strain energy of 0.22 

meV/atom for the 0° miscut substrate, while 0.85 meV/atom for the 10° miscut sample. 

Again, we believe that the difference in elastic energy is stored at the asymmetric facets 

for the samples with 10° miscut. 

   The observed difference of elastic energy among islands on distinct substrates 

(vicinal and with miscut) are quite high if compared in their average values. Namely, 

the effect of an asymmetric faceting at large miscuts on the energetic balance is 

comparable to a change in stoichiometry of about 20 ~ 30 % in Si content. We speculate 

that both surface (kinetic) and bulk diffusion behave differently in assymetric domes. 

Surface diffusion may be affected by the distinct facet slope and surface reconstruction 

on the miscut domes, while bulk diffusion may be different for the islands shaped by the 

miscut due to the different height of the exposed surface (where the perpendicular stress 

is zero) with respect to the substrate/island interface, compared to the symmetric island 

shape on the flat substrate. 
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Fig 5.8 - Volume averaged energy (in meV/atom) for the structures simulated through FEM (dotted lines/solid dots) 

and obtained experimentally (dashed lines/open dots). Experimental results from samples with 4 ML Ge coverage 

grown at 600ºC (blue) and 730ºC (red) were compared with simulations assuming pure Ge islands (dark blue) and 

Si0.5Ge0.5 islands (dark red). The results point out to a larger elastic energy stored at the asymmetric facets for the 

samples with 10° miscut. Arrows connecting the experimental data serve as guide to the eyes only. 

 

5.6 Conclusion 

 

In conclusion, we have studied the intermixing inside SiGe islands grown on 

Si(001) substrates with and without miscut angle. Radial anomalous X-ray diffraction 

measurements were performed on samples containing 4 ML and 13 ML of Ge, grown 

under 600°C and 730°C. The Ge concentration and the elastic energy per atom stored 

during the nanostructures formation process, were retrieved. Previous studies on the flat 

Si(001) surface have shown that the Ge domes evolve into superdomes and during this 
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transition process relax [106-110], but as far as we know this is the first time that the Ge 

concentration and the stored elastic energy is quantified for these structures. A 

comparison between FEM analysis of the structures, suited for bulk-like behavior, and 

the experimental data indicates that the different values obtained for the elastic energy 

probably arise due to a non trivial effect of the miscut-induced facets on substrates with 

large misorientation angles. Islands grown on large miscut substrates present higher 

values of volume-averaged elastic energy. A distinct local Si intermixing at the 

asymmetric islands may be responsible for such effect. Therefore, besides modifications 

on island morphology and density, the introduction of non-flat substrates allows to tune 

the elastic energy stored inside the Ge islands. 
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Chapter 6 

 

Study of the strain field of In0.5Ga0.5As 

islands grown on top of ultrathin GaAs 

nanomembrane 

 

6.1 Motivation 

 

In the last decade, semiconductor thin membranes gave rise to a promising field 

in nanotechnology, and have attracted great attention of the scientific community [111-

122]. The possibility to transfer a few nanometers thick membrane to a new support 

opened up substantial potential applications in flexible eletronics and optoeletronics 

[123-125]. Nanomembranes (NMs) based on semiconductor materials with quantum 

dots (QDs) are strong candidates to play an important role in the next generation for the 

nanodevice industry [126,127]. The use of transferred NMs to piezoelectric host 

substrates, in order to tune embedded quantum emitters by straining the transferred 

membrane, has been recently reported [128,129]. A releasing process of the membrane 

generally affects its mechanical properties, leading for changes on optical and electronic 

features of interest [113,116,120,121,126,128,129]. In such scenario it is crucial to 
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know the strain field on the NM, specially on the vicinity of the QDs, in order to 

determine the nanostructures new physical properties [114,115,124]. 

 

6.2 Samples and techniques 

 

In this work we study In0.5Ga0.5As islands on top of a 25 nm GaAs membrane. 

The islands were grown on top of the GaAs(001) ultrathin layer, an AlAs sacrificial 

layer and a GaAs buffer. A lateral view of a scheme of the sample is shown in figures 

6.1(a) and 6.1(b). The GaAs layer, along with the islands, was released from the original 

substrate and transferred to a new host, a kapton foil. The NM was studied via X-ray 

diffraction (XRD) using a large (~500x700 µm2, vertical x horizontal) and also a nano-

focused (~200x500 nm2, vertical x horizontal) beam, and the strain status was retrieved 

for both, an statistical group of islands and some isolated islands, and the results were 

compared, allowing the discussion about the quality of the structural properties of the 

NM. 

The sample was grown by molecular-beam epitaxy (MBE). The growth 

conditions used here lead to the formation of islands with a density of 11 x 109 

islands/cm2 and an average size of 50 nm diameter and 12 nm height. The ultrathin 

GaAs layer with the islands was then released from the substrate [130,131]. An optical 

image of the sample can be seen in figure 6.1(c), evidencing the holes due to the etching 

process, which is depicted in figure 6.1(d). 

X-ray diffraction experiments using a large beam were carried out upon 

transmission geometry, mapping the vicinity of the (400) and (220) GaAs reflection, at 

the XRD2 beamline of the Brazilian Synchrotron Light Laboratory (LNLS). The energy 

of the beam was fixed at 10.2 keV (corresponding to a wavelength of 1.2155 Å). The 

experiment used a Pilatus 100 K detector at 1.15 m from the sample. 

Nano-diffraction experiments were also performed upon transmission geometry 

using a nano-focused X-ray beam at the ID01 beamline of the European Synchrotron 

Radiation Facility (ESRF), in Grenoble (France). The nano-beam was focused to a 200 



78 
 

x 500 nm² (vertical x horizontal) spot size using KB mirrors, and inciding on the sample 

upon transmission geometry. The energy of the beam was fixed at 8.388 keV 

(wavelength of 1.4781 Å) during the nano-diffraction experiments, allowing an incident 

flux in the order of 1010 photons/second. The diffracted beam was recorded with a two 

dimensional (2D) MAXIPIX photon-counting detector [132], with 516 x 516 pixels of 

55 μm2 pixel size, and positioned 0.95 m from the sample. The sample was mounted on 

a fast xyz scanning piezoelectric stage, with a lateral stroke of 100 μm and a resolution 

of 2 nm, and the piezo-stage was itself mounted on a hexapod. By simultaneously 

combining high-speed continuous motion of the xyz scanning piezoelectric stage with 

high frequency MAXIPIX image recording, the recently developed quicK continuous 

Mapping (K-Map) technique [133] allows two dimensional diffraction maps to be 

obtained extremely quick with respect to conventional X-ray micro- and nano-focusing 

diffraction experiments [134,135]. 

 

 

Fig 6.1 – (a) Lateral view of the scheme of the sample growth. (b) Perspective view showing the etching. (c) Optical 

image of the sample, evidencing the holes due to the etching process, which is depicted in (d). 
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6.3 Quick-mapping results 

 

An image of the NM, obtained from the K-Map technique, is shown in figure 

6.2(a), measured at the bulk (400)GaAs Bragg condition. The holes due to the etching 

process are easy to identify for such condition, since they follow the pattern of the mask 

used on the etching process, and have approximately 12 µm of diameter each. The very 

intense (red) regions on this image can be attributed to the flat, well aligned, membrane, 

which lattice parameter is close to the bulk GaAs value. Low intense lines can be seen 

all along the image, and their existence is assigned to the presence of rips and bends on 

the membrane. Finally, one can notice some intermediary intense dots spread 

throughout the image, which can be attributed to regions containing the In0.5Ga0.5As 

islands, since a larger lattice parameter is expected for them when compared to the flat 

membrane. A K-Map scan were also performed for the islands Bragg condition, in order 

to confirm and emphasize the information concerning the islands, and the image 

obtained is shown in figure 6.2(b). The low intense (blue regions) now represent the 

areas where the membrane exhibits a lattice parameter that does not match with the 

islands Bragg condition, i.e. closer to the bulk GaAs value. Small dots, about 1~2 µm 

diameter can be seen spread all over the membrane, and their existence is attributed to 

isolated, or slightly disoriented, islands (and the halo of strained membrane around each 

of these structures). One can notice, however, big and very intense features, which can 

be attributed to very well oriented clusters of islands. 
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Fig 6.2 – (a) K-map on the GaAs Bragg condition, allowing the orientation of the beam in order to avoid de etching 

holes. (b) K-map on the InGaAs Bragg condition, evidencing the presence of the islands. 

 

6.4 Discussion 

 

In order to retrieve the overall strain status of the membrane, X-ray diffraction 

measurements were carried out upon transmission geometry. Longitudinal scans were 

performed near the (400) as well as the (220) GaAs reflections, and the results are 

shown in figure 6.3. An intense peak at the position corresponding to the bulk GaAs 

lattice parameter can be seen for both reflections, while a second peak centered at 

H=3.943 lattice parameter, which can be signed to the islands and its vicinities, appears 

in the figure 6.3(a) (400). However, one can see two peaks besides the (220)GaAs 

reflection, centered at H, K=1.872 and H, K=1.923, indicating that an in-plane 

anisotropy may takes place on the islands due to partial relaxation [136,137]. Distinct 

nucleation rates α (In-rich) and β (Ga-rich) dislocations in III-V semiconductors, which 

present a ratio of 2:1 for bulk configurations, may be responsible for the asymmetrical 

dislocations [138]. Previous studies on the effects of the substrate dislocations during 

lattice relaxation in InGaAs grown on (001)GaAs substrates reported anisotropy along 

the [110] direction [139,140]. The formation of dislocations in a given direction would 
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drives a relaxation of the overall stress state of the islands through a preferential 

direction, resulting at the anisotropic relaxation of the islands [129]. 

 

 

Fig 6.3 – X-ray diffraction measurements upon transmission geometry using a large beam near the (a) (400) and (b) 

(220) GaAs reflection. 
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Aiming for a better understanding of the observed effects, and to retrieve the 

strain status of some isolated islands, longitudinal scans on the vicinity of the same 

(400) and (220) GaAs reflections were performed using a nano-focused beam, and the 

results can be seen in figure 6.4. The diffraction intensity near the islands (400) Bragg 

peak, measured for two isolated islands, can be seen in figure 6.4(a), while the results 

for three other islands (not necessarily the same ones) are shown in figure 6.4(b) for the 

(220) reflection. The form of the peaks depend on the local strain status of the islands, 

but one can notice that the center of mass is overall the same for every island, i. e. the 

average in-plane lattice parameter does not suffer a significant change for different 

isolated islands, as seen for the (400) reflection. The scans for the (220) reflection 

present peaks at two different positions, corresponding to the two peaks obtained using 

the large beam, however, now one observes three different behaviors: i) scans with one 

peak centered at H, K=1.875, ii) scans with one peak centered at H, K=1.893, and iii) 

scans presenting both peaks. Such result indicates that more than one phase is observed 

for the sample, and the in-plane anisotropy, previously noticed using the large beam, 

cannot be seen for every island, but is a local phenomenon. 
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Fig 6.4 – X-ray nano-diffraction measurements upon transmission geometry, on different isolated islands, near the 

(a) (400) and (b) (220) GaAs reflection. 
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6.5 Conclusions and perspectives 

 

 The analysis of the K-map measurements points out for a crystalline high quality 

of the membrane, and a general homogeneous strain status, and also suggests the 

presence of some mosaicity. The comparison of the results coming from the diffraction 

and the nano-diffraction measurements, and the observation that peaks coming from the 

islands region are observed for two distinct Bragg conditions, indicate that an 

anisotropic relaxation process must occurs during the releasing process of the NM. As a 

perspective for this work, a local study of the tri-dimensional strain field, using coherent 

diffraction techniques, will be carried out and must clarify the anisotropic effect. 
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Final conclusions 

 

 Semiconductor nanostructures have been vastly studied during the last decades. 

The development of new techniques for both growth and characterization of promising 

samples allows the integration of these nanostructures on new devices and boosts the 

nanotechnology industry. This thesis presented X-ray diffraction techniques, and how it 

is possible to use synchrotron light sources to study semiconductor structures and 

determine mechanical and chemical properties, like the strain field and chemical 

composition. Finite elements simulation was used to collate the X-ray diffraction 

results, and assisted the data analysis, verifying structural configurations that cannot be 

directly observed. 

 Measurements near the Mn K absorption edge allowed a study about the Mn 

concentration on In(Mn)As islands grown on top of GaAs substrates. A comparison of 

the intensity of the scans corresponding to each energy determined, unambiguously, the 

amount of Mn atoms incorporated in all the possible sites. Results showed that for a low 

Mn relative deposition content the atoms are preferentially incorporated in the In 

interstitial sites, and the occupation of the In substitutional sites was only observed at, 

approximately, 35% nominal concentration threshold. Such result may be a 

consequence of the island surface potentials and Mn incorporation kinetic mechanisms, 

which can be favored by the strain relaxation at the In(Mn)As island surface. 

 Resonant X-ray diffraction was also used to study the intermixing inside SiGe 

islands grown on Si(001) substrates. Measurements near the Ge K absorption edge 

correlated the Ge concentration with the presence or absence of miscut on the substrate, 

for samples with 4 and 13 ML of Ge, and grown under 600ºC and 730ºC. The results 

indicated that the miscut hinders the intermixing for low Ge content (domes regime), 
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but decreases the Ge concentration at the 13 ML samples (superdomes regime), while 

the temperature facilitates the intermixing. The elastic energy per atom could be 

retrieved from the previous results, and higher values were found for the samples with 

miscut. A FEM analysis indicated that the different values obtained for the elastic 

energy probably arise due to a non trivial effect of the miscut-induced facets on the 

samples with large miscut angles substrates. Distinct local Si intermixing at the 

asymmetric islands may be responsible for such effect. Therefore, the introduction of 

non-flat substrates allows to tune the elastic energy stored inside the Ge islands. 

 The use of nano-focused X-ray diffraction allowed a study of the local strain 

field on ultrathin GaAs membrane containing InGaAs islands. The quick mapping 

technique verified the crystalline quality of the membranes and suggested a mosaicity of 

the islands. Measuring isolated islands, and comparing with results coming from high 

statistical diffraction, it was possible to observe that an anisotropic relaxation process 

takes place during the NM releasing. 
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